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Abstract001

Large langauge models (LLMs) have demon-002
strated vast capabilities on generative tasks in003
recent years, yet they struggle with guarantee-004
ing the factual correctness of the generated con-005
tent. This makes these models unreliable in006
realistic situations where factually accurate re-007
sponses are expected. In this paper, we propose008
FactReasoner, a new factuality assessor that009
relies on probabilistic reasoning to assess the010
factuality of a long-form generated response.011
Specifically, FactReasoner decomposes the re-012
sponse into atomic units, retrieves relevant con-013
texts for them from an external knowledge014
source, and constructs a joint probability dis-015
tribution over the atoms and contexts using016
probabilistic encodings of the logical relation-017
ships (entailment, contradiction) between the018
textual utterances corresponding to the atoms019
and contexts. FactReasoner then computes the020
posterior probability of whether atomic units021
in the response are supported by the retrieved022
contexts. Our experiments on labeled and unla-023
beled benchmark datasets demonstrate clearly024
that FactReasoner improves considerably over025
state-of-the-art prompt-based approaches in026
terms of both factual precision and recall.027

1 Introduction028

Large language models (LLMs) have achieved im-029

pressive improvements and demonstrated vast capa-030

bilities in recent years (Brown et al., 2020; Chowdh-031

ery et al., 2023), however they still struggle to guar-032

antee the factual accuracy of the generated content.033

Specifically, LLMs often hallucinate, namely they034

produce factual errors in which a claim contradicts035

well-established ground-truth knowledge (Zhang036

et al., 2023; Sahoo et al., 2024; Huang et al., 2025).037

This makes the models unreliable in realistic situa-038

tions that require factually accurate LLM-generated039

responses (Tonmoy et al., 2024).040

Most modern approaches for assessing the factu-041

ality of LLM-generated long-form responses such042

as FactScore (Min et al., 2023), VeriScore (Song 043

et al., 2024) and others (Wei et al., 2024; Bayat 044

et al., 2025) are prompt-based approaches and con- 045

sist of three main stages: 1) the response is decom- 046

posed into a set of atomic units (facts or claims) 047

which are subsequently revised or decontextualized 048

to make them self-contained; 2) relevant evidence 049

(or context) is retrieved for each atomic unit from 050

an external knowledge source such as Wikipedia, 051

and 3) each atomic unit is evaluated against the re- 052

trieved context to determine whether it is supported 053

(factually correct) or not and a factuality score 054

is calculated for the response. These approaches 055

sometimes struggle due to conflicting information 056

between the model’s internal knowledge and con- 057

flicting information within the retrieved contexts 058

themselves. Therefore, they typically assume that 059

the pieces of information retrieved do not conflict 060

or overlap with each other (Min et al., 2023). 061

Contributions: In this paper, we provide a new 062

perspective on long-form factuality assessment that 063

departs from the prompt-based approach, especially 064

in the evaluation stage of the assessment. Specifi- 065

cally, we propose a novel factuality assessor called 066

FactReasoner that also decomposes the response 067

into atomic units and retrieves the relevant contexts 068

for them from an external knowledge source. How- 069

ever, instead of prompting another LLM to evaluate 070

the atoms against the retrieved evidence, FactRea- 071

soner computes the probability of each atom being 072

supported by reasoning over a graphical model that 073

represents a joint probability distribution over the 074

atoms and the retrieved contexts. The graphical 075

model is constructed using probabilistic encodings 076

of the entailment and contradiction relationships be- 077

tween the natural language utterances correspond- 078

ing to the atoms and contexts. Furthermore, Fac- 079

tReasoner makes no assumptions regarding the ex- 080

istence of any conflicting information within the 081

retrieved contexts. 082
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We conduct an extensive empirical evaluation on083

labeled and unlabeled benchmark datasets for long-084

form factuality and compare against several state-085

of-the-art prompt-based approaches using open-086

source LLMs. Our results demonstrate clearly that087

FactReasoner improves significantly over its com-088

petitors in terms of factual precision and recall.089

We show that exploiting the logical relationships090

between atoms and all retrieved contexts, as well091

as between the contexts themselves, allows Fac-092

tReasoner to identify correctly considerably more093

supported atoms than the competing approaches.094

The Appendix contains additional examples, ex-095

perimental results and implementation details.096

2 Background097

In this section, we provide preliminaries on proba-098

bilistic graphical models and long-form factuality099

assessment for large language models.100

Graphical Models. A graphical model is a tu-101

ple M = ⟨X,D,F⟩, where X = {X1, . . . , Xn}102

is a set of variables, D = {D1, . . . , Dn} is the103

set of their finite domains of values and F =104

{f1, . . . , fm} is a set of discrete positive real-105

valued functions. Each function fi (also called106

factor) is defined on a subset of variables Si ⊆ X107

called its scope and denoted by vars(fi). The108

model M defines a factorized probability dis-109

tribution on X: P (x) = 1
Z

∏m
j=1 fj(x) where110

Z =
∑

x∈Ω(X)

∏m
j=1 fj(x) is the normalization111

constant Z is known as the partition function and112

Ω(X) denotes the Cartesian product of the vari-113

ables domains (Koller and Friedman, 2009).114

A common inference task over graphical models115

is to compute the posterior marginal distributions116

over all variables. Namely, for each variable Xi ∈117

X and domain value xi ∈ Di, compute: P (xi) =118 ∑
x∈Ω(X) δxi(x) · P (x), where δxi(x) is 1 if Xi is119

assigned xi in x and 0 otherwise.120

Long-Form Factuality. Let y be the long-form121

response generated by an LLM to a query x. Fol-122

lowing prior work (Min et al., 2023; Song et al.,123

2024; Wei et al., 2024), we assume that y can124

be decomposed into a set of n atomic units (or125

atoms) that can be either true or false, denoted by126

Ay = {a1, a2, . . . an}. An atomic unit ai ∈ Ay is127

defined as a short sentence conveying one piece of128

information. Furthermore, given an external knowl-129

edge source C1, we say that an atomic unit ai ∈ Ay 130

is supported by C if there exists at least one piece of 131

information in C (e.g., a passage) called a context 132

that undebatably supports ai. Otherwise, we say 133

that the atomic unit is not supported. The factual 134

precision Pr(y) of the response y with respect to 135

a knowledge source C is defined as: Pr(y) = S(y)
|Ay | , 136

where S(y) =
∑n

i=1 I[ai is supported by C] is the 137

number of supported atomic units. Furthermore, 138

the notion of factual recall up to the K-th sup- 139

ported atomic unit denoted by RK(y) is given by: 140

RK(y) = min(S(y)K , 1). Finally, an F1 measure for 141

long-form factuality denoted by F1@K can be de- 142

fined as: F1@K(y) = 2·Pr(y)·RK(y)
Pr(y)+RK(y) if S(y) > 0, 143

and 0 otherwise (Wei et al., 2024). 144

3 The FactReasoner Assessor 145

In this section, we present FactReasoner, a novel 146

long-form factuality assessor that uses probabilis- 147

tic reasoning to assess the factuality of the gener- 148

ated response with respect to an external knowl- 149

edge source C. Specifically, FactReasoner builds a 150

graphical model that represents a joint probability 151

distribution over the atoms of the response and their 152

relevant contexts in C, and subsequently computes 153

for each atom ai the posterior marginal probabil- 154

ity distribution P (ai) representing the probability 155

of ai being true (or supported) with respect to the 156

information available in C. 157

3.1 A Graphical Models Based Approach 158

Let y be the long-form response generated by 159

an LLM for the input query x, and let Ay = 160

{a1, . . . , an} be the set of n atomic units corre- 161

sponding to y. For simplicity, but without loss 162

of generality, we restrict ourselves to atomic units 163

that are either facts or claims (Song et al., 2024). 164

In addition, let Cy = {c1, . . . , cm} be a set of m 165

contexts relevant to y’s atoms that were retrieved 166

from an external knowledge source C. We make 167

no assumptions about these contexts, namely they 168

may be overlapping and/or contradicting each other, 169

which is often the case in realistic situations. 170

We next define the graphical model ⟨X,D,F⟩ 171

that represents a joint probability distribution over 172

the atoms and their corresponding contexts. 173

Variables. We associate each atom ai ∈ Ay 174

and context cj ∈ Cy with a bi-valued variable de- 175

1For example, C could be Wikipedia, Google Search, or a
collection of documents embedded into a vector database.
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noted by either Ai (for atoms) or Cj (for contexts).176

Therefore, we have that X = Xa ∪ Xc where177

Xa = {A1, . . . , An} and Xc = {C1, . . . , Cm}, re-178

spectively. The domains of the variables contain179

the values true and false indicating whether the180

corresponding atom or context is true or false. For181

simplicity, we use ai and ¬ai (resp. cj and ¬cj)182

to denote the value assignments Ai = true and183

Ai = false (resp. Cj = true and Cj = false).184

Priors. For each variable Ai ∈ Xa (resp. Cj ∈185

Xc) we consider a unary factor denoted by f(Ai)186

(resp. f(Cj)) representing the prior belief about187

the truthfulness of the corresponding atom (resp.188

context). Since we make no assumptions about the189

response, we set f(ai) = 0.5 and f(¬ai) = 0.5,190

respectively. In contrast, the external knowledge191

source C is assumed to be reliable and therefore the192

retrieved contexts have high probability of being193

true (e.g., f(cj) = 0.99). Note that if a context is194

retrieved from a less reliable source then its prior195

probability can be set to a smaller value.196

Relationships. In addition, we also consider bi-197

nary factors denoted by f(Ai, Cj) and f(Cj , Ck),198

defined on atom-context variable pairs as well199

as pairs of context variables. These factors are200

probabilistic representations of the logical relation-201

ships between the natural language utterances cor-202

responding to the context and atom variables. For203

our purpose, we use a relation model pθ(·|t, t′) to204

predict the most likely logical relationship between205

an ordered pair of natural language utterances from206

the choices {none, entail, contradict, equivalence}2.207

The relation model can be any pre-trained BERT208

or LLM (Liu et al., 2019; Touvron et al., 2023).209

Specifically, let X and Y be two variables in X210

and let tX and tY be their corresponding textual211

utterances. Let also r∗ = argmaxr pθ(r|tX , tY )212

be the predicted relationship between the ordered213

pair (tX , tY ) and let p∗ be its probability. Table 1214

shows the binary factor f(X,Y ) corresponding to215

r∗ ∈ {entailment, contradiction, equivalence}.216

For instance, if r∗ corresponds to entailment and217

(X,Y ) is a context-atom pair then the context sup-218

ports the atom. Alternatively, if r∗ is a contra-219

diction for the same (X,Y ) pair then the context220

contradicts the atom. Finally, for BERT-based re-221

lation models, the probability p∗ is given together222

2The “equivalence" relationship is formed if entailment is
predicted for both orderings of the utterances. The “none"
relationship corresponds to neutrality meaning that the two
utterances are not related to each other.

entailment contradiction equivalence
X Y f(X,Y ) f(X,Y ) f(X,Y )

x y p∗ 1− p∗ p∗

x ¬y 1− p∗ p∗ 1− p∗

¬x y p∗ p∗ 1− p∗

¬x ¬y p∗ p∗ p∗

Table 1: Factors corresponding to logical relationships.

Figure 1: FactReasoner: the graphical model corre-
sponding to one atom A1 and two contexts C1 and C2

such that C1 entails A1 and C2 contradicts A1.

with the predicted relationship r∗, whereas for in- 223

structed LLM-based relation models we can ob- 224

tain p∗ by applying any uncertainty quantification 225

method (Lin et al., 2024; Gao et al., 2024). We use 226

a simple white-box method that calculates p∗ as the 227

probability of the “entailment" or “contradiction" 228

tokens produced by the model. 229

Therefore, the set of factors F is: 230

F = {f(Cj , Ai) | Ai ∈ Xa, Cj ∈ Xc} 231

∪ {f(Cj , Ck) | Cj ∈ Xc, Ck ∈ Xc} 232

∪ {f(Ai | ∀Ai ∈ Xa)} 233

∪ {f(Cj | ∀Cj ∈ Xc)} 234

where we consider r∗ ∈ {entail, contradict} for the 235

context-atom pairs, and r∗ ∈ {entail, contradict, 236

equivalence} for the context pairs, respectively. 237

Example 1. Figure 1 shows a simple example with 238

one atomic unit a1 and two contexts c1 and c2 239

retrieved from Wikipedia together with their cor- 240

responding natural language utterances. In this 241

case, context c1 entails the atom with probability 242

pe = 0.8 while context c2 contradicts it with prob- 243

ability pc = 0.9. The corresponding graphical 244

model has 3 variables {A1, C1, C2}, 3 unary fac- 245

tors {f(A1), f(C1), f(C2)} as well as 2 binary 246

factors {f(C1, A1), f(C2, A2)} encoding the two 247

entailment and contradiction relationships. 248
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Figure 2: FactReasoner: the graphical model corre-
sponding to one atom A1 and three contexts C1, C2 and
C3 such that C3 contradicts C2.

3.2 Inference and Factuality Assessment249

The graphical model M = ⟨X,D,F⟩ we just de-250

fined in the previous section represents a joint prob-251

ability distribution over the set of atoms and rele-252

vant externally retrieved contexts. Therefore, we253

can use any probabilistic inference algorithm to254

compute the posterior marginal distribution P (Ai)255

for each atom Ai ∈ Ay (Pearl, 1988; Koller and256

Friedman, 2009). Specifically, in our experiments,257

we use an approximate variational inference algo-258

rithm called Weighted Mini-Buckets (Liu and Ihler,259

2011) to compute the marginals.260

The number of supported atomic units S(y) in a261

response y can be computed in this case as: S(y) =262 ∑n
i=1 I[P (ai) > P (¬ai)], namely it is the number263

of atoms for which the probability of being true is264

larger than the probability of being false.265

Example 2. Looking again at Figure 1, we can266

see that in this case the posterior probability of the267

atom is P (a1) = 0.32 and P (¬a1) = 0.68, which268

means that the atom is most likely false. Figure 2269

continues the example and shows a third context c3,270

possibly retrieved from another external knowledge271

source, that contradicts context c2 and is neutral to272

atom a1. As expected, the contradiction between c2273

and a1 is much weaker now and therefore the poste-274

rior marginal probabilities are P (a1) = 0.59 and275

P (¬a1) = 0.41, meaning that in light of the newly276

retrieved information, atom a1 in more likely to be277

true than false. This example illustrates the kinds of278

conflicts that may exist between atoms and contexts279

and how they affect the factuality assessment.280

In addition to the factual precision Pr(y) and281

F1@K measures, we define a new entropy-based282

factuality measure called E(y) that leverages the283

posterior probabilities of response y’s atoms:284

E =
1

n

n∑
i=1

−P (ai) · logP (ai) (1)285

Figure 3: The FactReasoner pipeline.

where n is the number of atomic units in y. 286

Clearly, if all atoms in Ay have posterior prob- 287

ability P (ai) = 0.5, there is virtually no exter- 288

nal information to support or contradict the atoms 289

(we refer to these atoms as undecided atoms) then 290

E(y) = 0.150515. On the other hand, if all atoms 291

are true with absolute certainty (P (ai) = 1), then 292

E(y) = 0 and if all atoms are false with absolute 293

certainty then E(y) = ∞. Therefore, when E(y) is 294

closer to 0 the response is more truthful. 295

3.3 The FactReasoner Pipeline and Variants 296

The proposed FactReasoner pipeline for long-form 297

factuality assessment is shown in Figure 3 and con- 298

sists of four main stages called Atomizer, Reviser, 299

Retriever and Evaluator, respectively. It takes as 300

input a response y and outputs the marginal poste- 301

rior probabilities P (ai) of y’s atomic units together 302

with the factuality measures described earlier, such 303

as Pr(y), F1@K(y) and E(y), respectively. 304

The Atomizer prompts an LLM to decompose 305

the response y into a set of n atomic units Ay by 306

applying any of the decomposition strategies pro- 307

posed recently (Min et al., 2023; Bayat et al., 2025). 308

Subsequently, the Reviser also uses an LLM to re- 309

vise the atoms such that the pronouns, unknown 310

entities, or incomplete names are replaced with 311

their corresponding named entities in the response 312

(Wei et al., 2024). Next, the Retriever is respon- 313

sible for querying an external knowledge source 314

to retrieve the contexts relevant to the response’s 315

atoms. At this stage, we can simply use the atoms’ 316

utterances as queries or prompt an LLM to generate 317

them (Song et al., 2024). Finally, the Evaluator 318

constructs the probabilistic graphical model repre- 319

senting the logical relationships between the atoms 320

and contexts, and assess y’s factuality via proba- 321

bilistic reasoning, as described previously. 322

Depending on what relationships between atoms 323

and contexts are considered, we define three ver- 324

sions of the FactReasoner pipeline, as follows: 325

FactReasoner 1 (FR1). In this case, for each 326

atom variable Ai up to k most relevant contexts 327

{Ci
1, ..., C

i
k} are retrieved and only the relation- 328

ships between atom Ai and its corresponding 329

contexts are considered, namely only the factors 330
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f(Ai, C
i
j) are created (where j = 1..k).331

FactReasoner 2 (FR2). This version also re-332

trieves up to k contexts for each atom Ai, but333

it subsequently removes any duplicated contexts,334

thus resulting in m unique contexts denoted by335

{C1, ..., Cm}. It then considers the relationships336

between atom Ai and all m contexts, creating the337

factors f(Ai, Cj), where j = 1..m.338

FactReasoner 3 (FR3). In this version, we con-339

sider the same contexts {C1, ..., Cm} as in FR2,340

but in addition to the atom-context relationships341

we also consider the context-context relationships.342

Thus, we create the factors f(Ai, Cj) as well as the343

factors f(Cj , Ck), where j = 1..m and k = 1..m344

and j ̸= k, respectively.345

4 Experiments346

In this section, we empirically evaluate our pro-347

posed FactReasoner assessor for long-form fac-348

tuality and compare it against state-of-the-art ap-349

proaches on labeled and unlabeled datasets. Al-350

though the FactReasoner pipeline stages can be351

instantiated with different LLMs, in our implemen-352

tation we use the same LLM throughout the entire353

pipeline and focus our empirical evaluation on the354

Evaluator stage (i.e., factuality assessment).355

Baseline Assessors. For our purpose, we con-356

sider the following state-of-the-art prompt-based357

long-form factuality assessors: FactScore (FS)358

(Min et al., 2023), FactVerify (FV) (Bayat et al.,359

2025) and VeriScore (VS) (Song et al., 2024).360

FactScore is one of the first assessor that prompts361

an LLM to assess whether an atomic unit of the362

response is supported or not by a set of contexts rel-363

evant to the atom which are retrieved from an exter-364

nal knowledge source such as Wikipedia. FactVer-365

ify and VeriScore are more recent refinements of366

FactScore’s original prompt that can accommodate367

other external knowledge sources such as Google368

Search results and enable the LLM’s reasoning ca-369

pabilities to evaluate the relationships between an370

atom and its relevant contexts. Unlike FactScore,371

the latter can label the atoms as supported, con-372

tradicted and undecided, respectively. In our ex-373

periments, we instantiated the competing asses-374

sors including the FactReasoner variants with open-375

source LLMs belonging to the IBM Granite3, Meta376

3https://huggingface.co/ibm-granite

LLama4 and MistralAI Mixtral5 families, namely: 377

granite-3.0-8b-instruct, llama-3.1-70b-instruct, and 378

mixtral-8x22b-instruct, respectively. All our LLMs 379

are hosted remotely on compute nodes with A100 380

80GB GPUs and accessed via litellm APIs. 381

Datasets. We experimented with the follow- 382

ing benchmark datasets: Biographies (Bio) (Min 383

et al., 2023), AskHistorians (AskH) (Fangyuan Xu 384

and Choi, 2023), ELI5 (Fangyuan Xu and Choi, 385

2023), FreshBooks (Books) (Song et al., 2024) and 386

LongFact-Objects (LFObj) (Wei et al., 2024). 387

The Biographies is a labeled dataset that con- 388

tains 157 biographies generated by ChatGPT for 389

various person entities that have a Wikipedia page. 390

Each biographic passage is also associated with a 391

set of human generated atomic units (facts) that are 392

labeled as supported (S) or not-supported (NS) by 393

human annotators. We assume that this annotation 394

is the ground truth. 395

The other four datasets are unlabeled and consist 396

of collections of prompts (or questions). Specif- 397

ically, the AskH and ELI5 datasets contain 200 398

questions each that were scraped from the red- 399

dit/AskHistorians and reddit/explainlikeimfive on- 400

line forums, while the Books dataset consists of 10 401

paragraphs sampled from 20 non-fictional books 402

that were published between 2023 and 2024, for a 403

total of 200 paragraphs. Our version of the LFObj 404

dataset is a subset of the original dataset (Wei et al., 405

2024) and contains 10 prompts sampled randomly 406

from the original ones about objects spreading 38 407

different topics. For each prompt in these datasets, 408

we generated a long-form response spanning up 409

to two paragraphs using the llama-3.3-70b-instruct 410

model (Touvron et al., 2023). 411

Measures of Performance. For each dataset D 412

and each competing assessor, we report the fac- 413

tual precision Pr and F1@K measure, averaged 414

over the number of prompts in D. If D contains 415

annotated atomic units (i.e., ground truth) then we 416

also report the standard F1 measure and the mean 417

absolute error (MAE) given by: 418

MAE =
1

|D|

|D|∑
j=1

|Prj − Pr∗j | (2) 419

where Prj and Pr∗j are the precision and respec- 420

tively the true factual precision of the j-th instance. 421

4https://huggingface.co/meta-llama
5https://huggingface.co/mistralai
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Dataset # prompts # atoms # S∗ Pr∗ K

Biographies 157 31 20 0.62 32

AskH 200 22 22
Books 200 23 23
ELI5 200 22 21
LFObj 380 26 25

Table 2: Properties of the datasets used for evaluation.

Since the FactReasoner assessors calculate the pos-422

terior marginal distributions of the atoms, we also423

compute the E-measure. Finally, we also report the424

mean number of supported (#S), contradicted (#C)425

and undecided atoms (#U), respectively.426

External Knowledge Sources. We consider427

two external knowledge sources: Wikipedia and428

Google Search results. For a given atom, the429

top k results are retrieved as contexts either from430

wikipedia.org using the Wikipedia retriever avail-431

able from LangChain6, or from google.com using432

the Serper API7. In both cases, a context is a tuple433

(t, l, s, d), where t is the title of the wiki/web-page,434

l is the link, s is a short text snippet or summary and435

d is the content retrieved from l (but capped at max436

4000 characters). We used k = 3 for the Wikipedia437

retriever and k = 5 for the Google Search results438

(Min et al., 2023; Wei et al., 2024).439

In order to ensure a consistent evaluation, we440

decompose each response in the datasets into the441

corresponding atomic units (and subsequently re-442

vise them) using the same llama-3.3-70b-instruct443

model. Furthermore, we also retrieve and cache444

the relevant contexts for atoms from the two knowl-445

edge sources. This way, all competing assessors446

could be evaluated on the same sets of atoms and447

contexts. Table 2 summarizes the properties of the448

datasets, showing the number of prompts, the mean449

number of atoms and the median number of atoms450

(K). The latter is used for calculating the F1@K451

measure. In addition, for the labeled dataset, we452

also indicate the true number of supported atoms453

(S∗) and the true precision (Pr∗).454

4.1 Evaluating the Relation Model455

We first evaluate the relation model used by the456

Evaluator stage of the FactReasoner assessor to457

extract the atom-context and context-context rela-458

tionships required to construct the graphical model.459

Specifically, we consider two relation models based460

on a standard BERT-based model such as vitc461

(Schuster et al., 2021) and on a larger LLM such as462

6https://python.langchain.com
7https://serper.dev

Assessor # S # C # U Pr↑ F1 ↑ F1@K ↑ MAE↓ E ↓
BERT-based relation model: albert-xlarge-vitaminc-mnli

FR1 12 5 12 0.40 0.66 0.39 0.25 0.11
FR2 10 16 4 0.32 0.53 0.31 0.34 0.09
FR3 10 16 4 0.32 0.53 0.31 0.33 0.09

LLM-based relation model: llama-3.1-70b-instruct

FR1 13 1 16 0.41 0.70 0.41 0.23 0.10
FR2 19 2 9 0.60 0.83 0.59 0.11 0.06
FR3 19 2 9 0.60 0.83 0.59 0.11 0.06

Table 3: Results for the vitc- and llama-based relation
models used by FactReasoner’s Evaluator stage.

Assessor # S # C # U Pr ↑ F1 ↑ F1@K ↑ MAE ↓ E ↓
granite-3.0-8b-instruct

FS 18 12 0.59 0.70 0.57 0.17
FV 14 2 14 0.45 0.67 0.44 0.21
VS 15 8 6 0.49 0.64 0.48 0.21
FR1 (ours) 14 2 14 0.43 0.70 0.43 0.22 0.12
FR2 (ours) 20 4 6 0.62 0.78 0.61 0.12 0.06
FR3 (ours) 19 4 6 0.60 0.78 0.59 0.13 0.06

llama-3.1-70b-instruct

FS 19 12 0.59 0.73 0.58 0.16
FV 15 1 14 0.47 0.73 0.47 0.19
VS 12 0 18 0.38 0.64 0.38 0.27
FR1 (ours) 13 1 16 0.42 0.71 0.42 0.23 0.10
FR2 (ours) 19 2 9 0.60 0.83 0.59 0.11 0.06
FR3 (ours) 19 2 9 0.60 0.83 0.59 0.11 0.06

mixtral-8x22b-instruct

FS 19 12 0.59 0.74 0.58 0.16
FV 15 1 13 0.49 0.72 0.48 0.19
VS 13 1 15 0.42 0.65 0.42 0.25
FR1 (ours) 14 0 15 0.44 0.72 0.44 0.21 0.10
FR2 (ours) 20 1 8 0.63 0.83 0.62 0.11 0.07
FR3 (ours) 20 1 9 0.64 0.83 0.62 0.11 0.07

Table 4: Results on the labeled Biographies dataset
using Wikipedia contexts (mean number of supported
(#S), contradicted (#C) and undecided (#U) atoms).

llama-3.1-70b-instruct (Touvron et al., 2023) 463

with a suitable few-shots prompt. 464

Table 3 shows the results obtained for the FR1, 465

FR2 and FR3 assessors employing the two types of 466

relation models on the Biographies dataset using 467

Wikipedia retrieved contexts. We observe that us- 468

ing the LLM-based relation model which predicts 469

entailments much more accurately than the BERT- 470

based one leads to significant improvements in per- 471

formance, especially for the FR2 and FR3 variants. 472

For example, the llama-based FR2 achieves an F1 473

score nearly twice as high compared with the vitc- 474

based one (i.e., 0.83 versus 0.53). For this reason, 475

we only employ LLM-based relation models for 476

now on (see also the Appendix for more details). 477

4.2 Results on Labeled Datasets 478

Table 4 shows the results obtained on the labeled 479

Biographies dataset using Wikipedia retrieved con- 480

texts (the best performance is highlighted). We 481

see that in terms or mean absolute error (MAE), 482
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precision and F1 scores, the FR2 and FR3 asses-483

sors powered by stronger LLMs like llama-3.1-70b-484

instruct and mixtral-8x22b-instruct achieve the best485

performance compared to the other assessors. This486

is because both FR2 and FR3 can exploit the rela-487

tionships between the atoms and all the retrieved488

contexts (as well as between the contexts them-489

selves for FR3), not just the ones between an atom490

and its corresponding top k contexts. Therefore, it491

is often the case that a context retrieved for atom492

Ai may support or contradict another atom Aj for493

which it wasn’t retrieved. This leads to a higher494

number of true positives and consequently larger495

F1 scores. We also observe that the numbers of496

undecided atoms is also smaller for FR2/FR3 com-497

pared with the other assessors. The performance of498

FR3 is similar to that of FR2 because most of the499

context-context relationships are equivalence.500

When looking at the prompt-based assessors, es-501

pecially FV and VS, we see that they are more con-502

servative in terms of number of supported atoms503

found. This can be explained by the relatively strict504

instructions specified in their prompts for identify-505

ing supported/contradicted atoms. Hence the num-506

ber of undecided atoms is much larger than that of507

FR2/FR3. The simple prompt used by FS leads to508

finding a relatively large number supported atoms,509

across all the backend LLMs considered. How-510

ever, many of these supported atoms are actually511

false positives which in fact is explained by the512

relatively smaller F1 score compared with the best513

performing assessors FR2 and FR3, respectively.514

We notice that the lightweight FR1 assessor per-515

forms on par with FV and VS in terms of precision,516

error and F1 score. This shows that using only517

the top k contexts to determine whether an atom518

is supported or not is fairly limited. Furthermore,519

in situations when an atom is supported by sev-520

eral contexts but is contradicted by another context521

(which might as well be a spurious contradiction),522

the FR2/FR3 assessors are able to correctly label523

the atom as supported based on the strengths of524

the respective relationships (i.e., probabilities of525

entailment and contradiction) whereas the other526

assessors struggle and often label the atom as con-527

tradicted or undecided. This demonstrates clearly528

the power of the probabilistic approach to factuality529

as employed by the proposed assessors.530

4.3 Results on Unlabeled Datasets531

Tables 5 and 6 show the results obtained on the un-532

labeled AskH dataset using Wikipedia and Google533

Assessor # S # C # U Pr ↑ F1@K ↑ E ↓
granite-3.0-8b-instruct

FS 17 5 0.76 0.74
FB 8 0 13 0.35 0.36
FV 12 4 5 0.55 0.55
FR1 (ours) 4 1 16 0.19 0.19 0.14
FR2 (ours) 10 9 2 0.46 0.47 0.09
FR3 (ours) 11 8 2 0.47 0.48 0.10

llama-3.1-70b-instruct

FS 15 7 0.69 0.68
FB 8 0 13 0.37 0.38
FV 5 0 16 0.25 0.25
FR1 (ours) 5 0 17 0.21 0.22 0.13
FR2 (ours) 10 1 10 0.45 0.46 0.09
FR3 (ours) 10 1 10 0.44 0.45 0.09

mixtral-8x22b-instruct

FS 16 6 0.71 0.70
FB 9 0 12 0.43 0.43
FV 7 0 14 0.34 0.34
FR1 (ours) 5 0 17 0.22 0.23 0.12
FR2 (ours) 11 0 11 0.46 0.47 0.09
FR3 (ours) 11 0 11 0.46 0.47 0.09

DeepSeek-v3 9 1 12 0.43 0.43

Table 5: Results on the unlabeled AskH dataset using
Wikipedia contexts (mean number of supported (#S),
contradicted (#C) and undecided (#U) atoms).

Assessor # S # C # U Pr ↑ F1@K ↑ E ↓
granite-3.0-8b-instruct

FS 18 3 0.82 0.81
FV 14 1 7 0.62 0.62
VS 14 3 3 0.65 0.65
FR1 (ours) 13 4 4 0.60 0.60 0.08
FR2 (ours) 14 7 0 0.63 0.62 0.04
FR3 (ours) 15 7 0 0.67 0.66 0.06

llama-3.1-70b-instruct

FS 18 3 0.82 0.80
FV 16 1 5 0.71 0.70
VS 15 0 7 0.66 0.65
FR1 (ours) 12 1 8 0.53 0.54 0.08
FR2 (ours) 17 1 3 0.76 0.74 0.04
FR3 (ours) 17 2 3 0.75 0.74 0.04

mixtral-8x22b-instruct

FS 18 3 0.82 0.80
FV 15 0 6 0.67 0.67
VS 15 0 6 0.68 0.67
FR1 (ours) 14 0 8 0.60 0.60 0.07
FR2 (ours) 18 0 3 0.80 0.79 0.04
FR3 (ours) 18 0 3 0.80 0.79 0.04

DeepSeek-v3 15 2 5 0.69 0.69

Table 6: Results on the unlabeled AskH dataset using
Google Search contexts (mean number of supported
(#S), contradicted (#C) and undecided (#U) atoms).

Search retrieved contexts, respectively (we include 534

in the the Appendix the experiments with the re- 535

maining datasets: Books, ELI5 and LFObj). Since 536

there is no ground truth for this dataset, we only 537

report the precision, F1@K (for K = 22) and the 538

E measure. However, for reference, we also ex- 539

perimented with DeepSeek-v3, perhaps one of the 540

strongest open models at the moment, using a suit- 541

able prompt (DeepSeek-AI, 2024). 542

We note that the AskH dataset covers a wider 543
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range of topics compared with the Biographies544

dataset and, therefore, the Wikipedia based con-545

texts have a much smaller coverage in this case546

compared with the Google search results. This is547

reflected by the relatively smaller number of atoms548

supported by Wikipedia only contexts (Table 5)549

compared with those supported by Google Search550

results (Table 6), across all competing assessors. A551

similar pattern can be observed for the precision,552

F1@K and E measures reported in Table 5, as they553

are typically inferior to those shown in Table 6.554

The prompt-based assessors FV and VS are555

fairly conservative in this case as well and find556

relatively fewer supported atoms compared with557

the FR2 and FR3 assessors. The latter two bene-558

fit from considering the relationships between an559

atom and all of the retrieved contexts and, there-560

fore, find more supported atoms. The correspond-561

ing precision and F1@K values are also higher for562

FR2/FR3. We also observe that the E-measure spe-563

cific to the FR assessors correlates well with the564

number of supported atoms, namely as the number565

of supported atoms increases E gets closer to 0 .566

When looking at the FS assessor, we notice again567

that it tends to find more supported atoms than568

the other assessors. However, we hypothesise that569

some of these atoms are false positive as before,570

but acknowledge that without any ground truth in-571

formation it is difficult to verify this hypothesis.572

Comparing the results obtained with DeepSeek-573

v3, we see that FV and VS come very close, espe-574

cially for Google Search contexts. This is likely575

because the prompts used are fairly similar. In con-576

trast, FR2/FR3 find slightly more supported atoms,577

although the results are very close for Wikipedia578

only contexts. We believe that this is caused by spu-579

rious context-atom entailment relationships which580

indicates that a better relation model is required.581

In summary, our proposed FactReasoner asses-582

sor achieved the best performance on the labeled583

dataset, nearly matching the ground truth. How-584

ever, on the unlabeled datasets, its performance was585

comparable with that of its competitors including586

DeepSeek-v3, a very powerful open model.587

5 Related Work588

The assessment of LLMs’ adherence to factual589

knowledge has gained significant attention in re-590

cent years due to their widespread adoption. Sev-591

eral well-established benchmarks, including Truth-592

fulQA (Lin et al., 2022), FreshQA (Vu et al., 2023),593

HaluEval (Li et al., 2023), HalluQA (Cheng et al., 594

2023), and FELM (Chen et al., 2023), focus on 595

short-form response evaluation, where an LLM’s 596

knowledge is tested through individual factoids 597

classified as either true or false. More recent stud- 598

ies (Min et al., 2023; Wei et al., 2024; Bayat et al., 599

2025; Song et al., 2024) have extended this ap- 600

proach to long-form generations by decomposing 601

responses into distinct factual elements, which are 602

then evaluated separately against relevant evidence 603

retrieved from an external source of knowledge. 604

These previous works typically assume that the 605

retrieved pieces of information do not overlap or 606

conflict with each other. 607

Conflicting information is prevalent in external 608

knowledge sources (Xu et al., 2024) and it typically 609

impacts modern retrieval augmented-generation 610

systems that aim to reduce hallucinations in LLMs 611

(Lewis et al., 2021). Other works have developed 612

new benchmarks for capturing knowledge conflicts 613

in realistic situations (Hou et al., 2024; Marjanović 614

et al., 2024; Su et al., 2024; Pham et al., 2024). 615

Our work is closely related with recent studies 616

on self-consistency that aim at improving the logi- 617

cal consistency of the LLM’s response with respect 618

to the input query by leveraging various methods 619

including formal reasoning (Wang et al., 2023; Do- 620

han et al., 2022; Mitchell et al., 2022). 621

6 Conclusion 622

The paper provides a new perspective on long-form 623

factuality assessment and proposes FactReasoner, 624

a new factuality assessor that employs probabilis- 625

tic reasoning to assess the factuality of an LLM- 626

generated long-form response. FactReasoner pro- 627

ceeds in a manner similar to existing prompt-based 628

assessors by decomposing the response into atomic 629

units and retrieving contexts relevant to them from 630

an external knowledge source. However, unlike 631

those methods, FactReasoner evaluates the factu- 632

ality of the atoms by probabilistic reasoning over 633

a graphical model that represents the logical re- 634

lationships between the textual utterances corre- 635

sponding to the atoms and contexts. We experiment 636

with labeled and unlabeled benchmark datasets and 637

demonstrate conclusively that FactReasoner im- 638

proves significantly over the state-of-the-art prompt 639

based approaches for long-form factuality evalua- 640

tion. For future work, we plan to leverage the new 641

FactReasoner assessor as part of a self-reflection 642

loop to facilitate correction of the response. 643
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Limitations644

We acknowledge further limitations of the proposed645

FactReasoner approach.646

First, the Atomizer stage is sensitive to the qual-647

ity of the prompt and few shot examples used as648

well as the LLM employed to perform the atomic649

unit decomposition of the response. In our work650

we only consider open-source models from the651

LLaMA family (i.e., llama-3.3-70b-instruct).652

Furthermore, the decomposition of the response653

can be done at different granularities such as sen-654

tence level, paragraph level and the entire response655

level. Our implementation is limited to decompos-656

ing the entire response in one shot.657

Second, the Reviser stage is also sensitive to658

how well the prompt is crafted as well as the659

quality of the few shot examples included in the660

prompt. Again, at this stage we only used the661

llama-3.3-70b-instruct model.662

Third, the quality of the contexts retrieved for663

each atomic unit depends on the implementation664

of the retriever used as well as the structure of the665

query string that it receives. Our implementation666

is limited to off-the-shelf retrievers such as the667

one available from LangChain and we used the668

atomic unit’s utterance as query. It is possible to669

prompt an LLM to generate better quality queries670

as suggested in previous work (Song et al., 2024).671

Therefore, employing a more advanced retriever672

will lead to better quality retrieved contexts and673

consequently will improve the overall performance674

of the proposed FactReasoner assessors.675

Fourth, extracting the logical relationships be-676

tween atoms and contexts as well as between the677

contexts themselves also depends on the quality of678

the prompt and the LLM. As before, for our rela-679

tion model we only used open-source models such680

as granite-3.0-8b-instruct, llama-3.1-70b-instruct,681

and mixtral-8x22b-instruct with a fairly straightfor-682

ward prompt. It is possible to craft better prompts683

that could lead to a better extraction of the rela-684

tionships. Fine-tuning is another option to obtain a685

stronger relation model.686

Finally, from a computational overhead perspec-687

tive, the FR3 version requires O(n · m + m2)688

prompts to extract the relationships between atoms689

and context, the FR2 version requires O(n · m)690

prompts while FR1 requires O(k · n) prompts,691

where n is the number of atomic units, m is the to-692

tal number of non-duplicated contexts retrieved for693

the atoms, and k is maximum number of contexts694

retrieved per atom. In contrast, the prompt-based 695

factuality assessor only require O(n) prompts. 696

Ethical Statement 697

We recognize the positive and negative societal 698

impacts of LLMs in general, including potential 699

misuse of our work around uncertainty quantifica- 700

tion for LLM generated output. We note that the 701

datasets considered are public and peer reviewed, 702

there are no human subjects involved, and as far 703

as we know, there are no obvious harmful conse- 704

quences from our work. All creators and original 705

owners of assets have been properly credited and 706

licenses and terms of use have been respected. We 707

have not conducted crowd-sourcing experiments or 708

research with human subjects. 709
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A Details on Graphical Models911

Graphical models such as Bayesian or Markov net-912

works provide a powerful framework for reasoning913

Figure 4: A graphical model with three bi-valued vari-
ables X1, X2 and X3, and three binary functions.

about conditional dependency structures over many 914

variables (Pearl, 1988; Koller and Friedman, 2009). 915

A graphical model is a tuple M = ⟨X,D,F⟩, 916

where X = {X1, . . . , Xn} is a set of variables, 917

D = {D1, . . . , Dn} is the set of their finite do- 918

mains of values and F = {f1, . . . , fm} is a set of 919

discrete positive real-valued functions. Each func- 920

tion fi (also called factor) is defined on a subset 921

of variables Si ⊆ X called its scope and denoted 922

by vars(fi). The model M defines a factorized 923

probability distribution on X: 924

P (x) =
1

Z

m∏
j=1

fj(x) s.t. Z =
∑

x∈Ω(X)

m∏
j=1

fj(x)

(3)

925

where the normalization constant Z is known as the 926

partition function and Ω(X) denotes the Cartesian 927

product of the variables domains. 928

The function scopes of a model M define a pri- 929

mal graph whose vertices are the variables and its 930

edges connect any two variables that appear in the 931

scope of the same function. 932

A common inference task over graphical models 933

is to compute the posterior marginal distributions 934

over all variables. Namely, for each variable Xi ∈ 935

X and domain value xi ∈ Di, compute: 936

P (xi) =
∑

x∈Ω(X)

δxi(x) · P (x) (4) 937

where δxi(x) is 1 if Xi is assigned xi in x and 0 938

otherwise (Koller and Friedman, 2009). 939

Example 3. Figure 4 shows a graphical model 940

with 3 bi-valued variables X1, X2 and X3 and 941

3 binary functions f1(X1, X2), f2(X1, X3) and 942

f3(X2, X3). The joint probability distribution 943

is given by P (X1, X2, X3) = 1
Z · f1(X1, X2) · 944

f2(X1, X3)·f3(X2, X3). In this case, the posterior 945

marginal distribution of X1 is: P (X1 = 0) = 0.46 946

and P (X1 = 1) = 0.54, respectively. 947
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Solving Equation 4 can be done using any prob-948

abilistic inference algorithm for graphical models949

such as variable elimination (Dechter, 2003), belief950

propagation (Pearl, 1988) or variational inference951

(Liu and Ihler, 2011). In our implementation we952

used the Weighted Mini-Buckets (WMB) algorithm953

(Liu and Ihler, 2011). Specifically, WMB is param-954

eterized by a so called i-bound which controls the955

complexity of inference. In our experiments we956

selected an i-bound of 6 which allowed us to solve957

all inference problems relatively efficiently.958

B Details on Long-Form Factuality959

Assessment960

Assessing the factuality of long form text genera-961

tions is a challenging problem because these kinds962

of generations may contain a large number of in-963

formative statements and validating each piece of964

information against one or more reliable sources965

may be time-consuming, costly and often prone to966

errors (Min et al., 2023; Wei et al., 2024).967

Formally, let y be the long form text generated968

by a large language model L in response to a query969

x. Following prior work (Min et al., 2023; Song970

et al., 2024), we assume that y consists of n atomic971

units (or atoms) that can be either true or false, de-972

noted by Ay = {a1, a2, . . . an}. An atomic unit973

ai ∈ Ay is defined as a short sentence conveying974

one piece of information. Furthermore, given an ex-975

ternal knowledge source C8, we say that an atomic976

unit ai ∈ Ay is supported by C if there exists at977

least one piece of information in C (e.g., a passage)978

called a context that undebatably supports ai. Oth-979

erwise, we say that the atomic unit is not supported980

(Min et al., 2023; Song et al., 2024).981

Therefore, the factual precision Pr(y) of the982

response y with respect to a knowledge source C is983

defined as:984

Pr(y) =
S(y)

|Ay|
(5)985

where S(y) =
∑n

i=1 I[ai is supported by C] is the986

number of supported atomic units. Similarly, the987

notion of factual recall9 up to the K-th supported988

atomic unit denoted by RK(y) can be defined as989

8For example, C could be Wikipedia, the Web, or a collec-
tion of documents embedded into a vector database.

9Measuring recall is quite challenging because it is almost
impossible to come up with a definite set of atomic units that
should be included in a long form response (Wei et al., 2024)

Figure 5: An example user prompt and the correspond-
ing long form response together with its supported
(green) and not supported (red) atomic units.

follows: 990

RK(y) = min(
S(y)

K
, 1) (6) 991

Combining Equations 5 and 6 yields an F1 mea- 992

sure for factuality denoted F1@K as follows: 993

F1@K(y) =


2 · Pr(y) ·RK(y)

Pr(y) +RK(y)
, S(y) > 0

0, S(y) = 0

(7)

994

Intuitively, F1@K(y) measures the long-form 995

factuality of a model response y given the num- 996

bers of supported and not-supported atomic units 997

in y. The parameter K indicates the number of 998

supported atomic units required for a response to 999

achieve full recall (Wei et al., 2024). 1000

The precision and recall definitions however as- 1001

sume that the pieces of information in C do not con- 1002

flict or overlap with each other (Min et al., 2023). 1003

Example 4. In Figure 5 we show an example of a 1004

long form generated text for a user prompt/query. 1005

In this case, the response y contains 14 atomic units 1006

Ay = {a1, a2, . . . , a14}. Furthermore, consider- 1007

ing Wikipedia as our reliable knowledge source, we 1008

depict in green the supported atomic units, while 1009

the ones in red are not supported. The factual preci- 1010

sion and F1@K of the response are Pr(y) = 0.43 1011

and F1@K(y) = 0.57 for K = 7, respectively. 1012

C Additional Experiments 1013

Figure 6 plots the ROC curves for predicting contra- 1014

diction and entailment relationships on the Expert 1015
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Figure 6: ROC curves for the vitc- and llama-based
relation models predicting contradiction and entailment.

FACTOR dataset (Muhlgay et al., 2024). We see1016

that the vitc-based model predicts contradictions1017

fairly accurately compared with the llama-based1018

one, but performs rather poorly on predicting the1019

entailment relations.1020

Figures 7 and 8 plot the ROC curves for predict-1021

ing the contradiction and entailment relationships1022

by the llama- and vitc-based relation models on1023

the Expert FACTOR dataset (Muhlgay et al., 2024).1024

Figures 9 and 10 plot the ROC curves for predict-1025

ing the contradiction and entailment relationships1026

by the same relation models on the News FACTOR1027

dataset (Muhlgay et al., 2024)1028

In Table 7 we show the results obtained on the1029

same Biographies dataset but using Google Search1030

results as contexts. We observe a similar pattern1031

of the results compared with the previous case,1032

namely FV and VS being more conservative than1033

the FR assessors. However, we notice that in this1034

case there are many more atoms labeled as sup-1035

ported (#S) and consequently more false positives1036

which is reflected in the slightly higher MAE val-1037

ues for all competing assessors. We believe that1038

this is most likely caused by the slightly noisier1039

Figure 7: ROC curves for the llama- (top) vitc-based
(bottom) relation models predicting contradiction on the
Expert FACTOR dataset.

contexts compared with the Wikipedia only based 1040

ones which eventually leads to more spurious en- 1041

tailment relationships than in the previous case. As 1042

before, we note that the relatively simple prompt 1043

employed by FS leads to large numbers of atoms 1044

labeled as supported. 1045

Tables 8 and 9 contain the detailed results ob- 1046

tained on the labeled Biographies dataset including 1047

the standard deviations for each of the reported 1048

performance measures. 1049

Tables 10, 12, 14 and 16 report the detailed 1050

results obtained on the unlabeled datasets AskH, 1051

Books, ELI5 and LFObj using Wikipedia retrieved 1052

contexts. Tables 11, 13, 15 and 17 show the de- 1053

tailed results obtained on the unlabeled datasets 1054

Books, ELI5 and LFObj using Google Search re- 1055

sults based contexts. All these additional results 1056

show a similar pattern to those reported for the 1057

AskH dataset in the main paper. 1058

D Prompts 1059

Tables 18, 19 and 20 show the prompt templates 1060

we used for the Atomizer, Reviser and Evaluator 1061
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Figure 8: ROC curves for the llama- (top) vitc-based
(bottom) relation models predicting entailment on the
Expert FACTOR dataset.

Method # S # C # U Pr F1 F1@K MAE E
granite-3.0-8b-instruct

FS 24 6 0.76 0.80 0.73 0.15
FV 20 2 8 0.64 0.74 0.62 0.14
VS 21 1 8 0.67 0.74 0.65 0.14
FR1 23 3 4 0.73 0.79 0.70 0.14 0.08
FR2 24 5 0 0.78 0.80 0.75 0.19 0.04
FR3 24 5 0 0.78 0.79 0.74 0.18 0.04

llama-3.1-70b-instruct

FS 23 7 0.73 0.82 0.71 0.14
FV 23 3 4 0.72 0.82 0.70 0.13
VS 23 1 6 0.72 0.81 0.70 0.13
FR1 21 2 7 0.66 0.81 0.64 0.11 0.06
FR2 24 2 3 0.77 0.83 0.74 0.16 0.03
FR3 24 2 3 0.77 0.83 0.74 0.16 0.03

mixtral-8x22b-instruct

FS 24 6 0.75 0.83 0.72 0.15
FV 22 2 5 0.71 0.82 0.69 0.12
VS 23 1 5 0.73 0.81 0.71 0.13
FR1 22 1 6 0.71 0.81 0.69 0.13 0.05
FR2 25 1 3 0.81 0.82 0.77 0.19 0.03
FR3 25 2 3 0.80 0.82 0.77 0.19 0.03

Table 7: Results obtained on the labeled Biographies
dataset using Google Search retrieved contexts.

stages of the FactReasoner pipeline. Tables 21, 221062

and 23 show the prompts used by the prompt-based1063

Figure 9: ROC curves for the llama- (top) vitc-based
(bottom) relation models predicting contradiction on the
News FACTOR dataset.

Assessor # S # C # U Pr F1 F1@K MAE E
granite-3.0-8b-instruct

FS 18±8 12±5 0.59±0.17 0.70±0.17 0.57±0.20 0.17±0.14
FV 14±7 2±1 14±6 0.45±0.19 0.67±0.15 0.44±0.21 0.21±0.14
VS 15±8 8±4 6±3 0.49±0.20 0.64±0.19 0.48±0.22 0.21±0.14
FR1 14±6 2±2 14±6 0.43±0.20 0.70±0.15 0.43±0.21 0.22±0.13 0.12±0.01
FR2 20±6 4±3 6±3 0.62±0.21 0.78±0.15 0.61±0.23 0.12±0.13 0.06±0.01
FR3 19±6 4±3 6±3 0.60±0.19 0.78±0.14 0.59±0.22 0.13±0.13 0.06±0.01

llama-3.1-70b-instruct

FS 19±8 12±5 0.59±0.20 0.73±0.16 0.58±0.20 0.16±0.14
FV 15±8 1±1 14±6 0.47±0.20 0.73±0.15 0.47±0.22 0.19±0.12
VS 12±8 0 18±7 0.38±0.21 0.64±0.18 0.38±0.23 0.27±0.15
FR1 13±8 1±2 16±6 0.42±0.20 0.71±0.15 0.42±0.21 0.23±0.13 0.10±0.02
FR2 19±9 2±2 9±5 0.60±0.20 0.83±0.13 0.59±0.24 0.11±0.11 0.06±0.02
FR3 19±9 2±2 9±5 0.60±0.20 0.83±0.14 0.59±0.24 0.11±0.12 0.06±0.02

mixtral-8x22b-instruct

FS 19±8 12±5 0.59±0.18 0.74±0.16 0.58±0.20 0.16±0.13
FV 15±7 1±1 13±5 0.49±0.18 0.72±0.14 0.48±0.21 0.19±0.12
VS 13±7 1±1 15±6 0.42±0.18 0.65±0.16 0.42±0.20 0.25±0.14
FR1 14±8 0±1 15±6 0.44±0.20 0.72±0.15 0.44±0.22 0.21±0.13 0.10±0.02
FR2 20±9 1±1 8±5 0.63±0.20 0.83±0.14 0.62±0.24 0.11±0.11 0.07±0.01
FR3 20±9 1±1 9±5 0.64±0.21 0.83±0.14 0.62±0.24 0.11±0.12 0.07±0.01

Table 8: Results obtained on the labeled Biographies
dataset using Wikipedia retrieved contexts.

assessors: FactScore (FS), FactVerify (FV) and 1064

VeriScore (VS), respectively. 1065
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Figure 10: ROC curves for the llama- (top) vitc-based
(bottom) relation models predicting entailment on the
News FACTOR dataset.

Method # S # C # U Pr F1 F1@K MAE E
granite-3.0-8b-instruct

FS 24±10 6±5 0.76±0.20 0.80±0.17 0.73±0.23 0.15±0.14
FV 20±8 2±2 8±4 0.64±0.18 0.74±0.16 0.62±0.21 0.14±0.12
VS 21±9 1±1 8±4 0.67±0.18 0.74±0.17 0.65±0.21 0.14±0.12
FR1 23±9 3±2 4±3 0.73±0.19 0.79±0.15 0.70±0.22 0.14±0.14 0.08±0.01
FR2 24±10 5±5 0±1 0.78±0.20 0.80±0.18 0.75±0.23 0.19±0.16 0.04±0.01
FR3 24±10 5±6 0±1 0.78±0.21 0.79±0.18 0.74±0.24 0.18±0.16 0.04±0.01

llama-3.1-70b-instruct

FS 23±10 7±5 0.73±0.20 0.82±0.15 0.71±0.23 0.14±0.13
FV 23±10 3±2 4±3 0.72±0.20 0.82±0.16 0.70±0.23 0.13±0.12
VS 23±10 1±1 6±5 0.72±0.21 0.81±0.15 0.70±0.24 0.13±0.12
FR1 21±9 2±1 7±4 0.66±0.22 0.81±0.15 0.64±0.22 0.11±0.12 0.06±0.01
FR2 24±10 2±2 3±3 0.77±0.20 0.83±0.17 0.74±0.23 0.16±0.14 0.03±0.01
FR3 24±10 2±2 3±3 0.77±0.20 0.83±0.17 0.74±0.23 0.16±0.14 0.03±0.01

mixtral-8x22b-instruct

FS 24±10 6±5 0.75±0.20 0.83±0.16 0.72±0.23 0.15±0.14
FV 22±9 2±2 5±4 0.71±0.20 0.82±0.15 0.69±0.23 0.12±0.12
VS 23±10 1±1 5±4 0.73±0.21 0.81±0.16 0.71±0.24 0.13±0.13
FR1 22±9 1±1 6±4 0.71±0.20 0.81±0.15 0.69±0.23 0.13±0.13 0.05±0.01
FR2 25±10 1±2 3±3 0.81±0.18 0.82±0.17 0.77±0.22 0.19±0.16 0.03±0.01
FR3 25±10 2±4 3±3 0.80±0.19 0.82±0.17 0.77±0.22 0.19±0.17 0.03±0.01

Table 9: Results obtained on the labeled Biographies
dataset using Google Search retrieved contexts.

Assessor # S # C # U Pr ↑ F1@K ↑ E ↓
granite-3.0-8b-instruct

FS 17±6 5±3 0.76±0.15 0.74±0.17
FB 8±4 0±1 13±4 0.35±0.15 0.36±0.17
FV 12±5 4±2 5±2 0.55±0.16 0.55±0.18
FR1 (ours) 4±3 1±1 16±4 0.19±0.14 0.19±0.13 0.14±0.01
FR2 (ours) 10±6 9±5 2±2 0.46±0.22 0.47±0.24 0.09±0.03
FR3 (ours) 11±6 8±4 2±2 0.47±0.22 0.48±0.24 0.10±0.03

llama-3.1-70b-instruct

FS 15±5 7±3 0.69±0.15 0.68±0.16
FB 8±5 0 13±4 0.37±0.19 0.38±0.21
FV 5±4 0 16±5 0.25±0.16 0.25±0.18
FR1 (ours) 5±4 0 17±4 0.21±0.16 0.22±0.18 0.13±0.02
FR2 (ours) 10±7 1±1 10±5 0.45±0.26 0.46±0.28 0.09±0.04
FR3 (ours) 10±7 1±1 10±5 0.44±0.25 0.45±0.27 0.09±0.04

mixtral-8x22b-instruct

FS 16±5 6±3 0.71±0.15 0.70±0.16
FB 9±5 0 12±4 0.43±0.17 0.43±0.19
FV 7±4 0 14±5 0.34±0.17 0.34±0.19
FR1 (ours) 5±4 0 17±4 0.22±0.18 0.23±0.20 0.12±0.02
FR2 (ours) 11±5 0 11±5 0.46±0.28 0.47±0.30 0.09±0.04
FR3 (ours) 11±8 0 11±5 0.46±0.30 0.47±0.30 0.09±0.04

Table 10: Results obtained on the unlabeled AskH
dataset using Wikipedia retrieved contexts.

Assessor # S # C # U Pr ↑ F1@K ↑ E ↓
granite-3.0-8b-instruct

FS 18±6 3±2 0.82±0.13 0.81±0.15
FV 14±5 1±1 7±3 0.62±0.16 0.62±0.19
VS 14±5 3±2 3±2 0.65±0.15 0.65±0.15
FR1 (ours) 13±5 4±2 4±2 0.60±0.17 0.60±0.20 0.08±0.02
FR2 (ours) 14±8 7±5 0 0.63±0.27 0.62±0.28 0.04±0.03
FR3 (ours) 15±7 7±5 0 0.67±0.24 0.66±0.25 0.06±0.03

llama-3.1-70b-instruct

FS 18±5 3±2 0.82±0.12 0.80±0.14
FV 16±6 1±1 5±3 0.71±0.18 0.70±0.20
VS 15±6 0 7±3 0.66±0.18 0.65±0.20
FR1 (ours) 12±6 1±1 8±4 0.53±0.19 0.54±0.22 0.08±0.03
FR2 (ours) 17±6 1±1 3±3 0.76±0.18 0.74±0.20 0.04±0.03
FR3 (ours) 17±6 2±1 3±3 0.75±0.18 0.74±0.20 0.04±0.03

mixtral-8x22b-instruct

FS 18±6 3±2 0.82±0.13 0.80±0.15
FV 15±6 0±1 6±3 0.67±0.18 0.67±0.21
VS 15±6 0±1 6±3 0.68±0.18 0.67±0.20
FR1 (ours) 14±6 0 8±4 0.60±0.20 0.60±0.22 0.07±0.03
FR2 (ours) 18±7 0 3±3 0.80±0.17 0.79±0.19 0.04±0.03
FR3 (ours) 18±7 0 3±3 0.80±0.17 0.79±0.19 0.04±0.03

Table 11: Results obtained on the unlabeled AskH
dataset using Google Search retrieved contexts.
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Method # S # C # U Pr F1@K E
granite-3.0-8b-instruct

FS 17±6 6±4 0.72±0.19 0.71±20
FV 9±5 0 13±5 0.38±0.18 0.38±0.18
VS 15±6 3±2 4±2 0.63±0.16 0.63±0.18
FR1 8±6 0±0 14±6 0.34±0.23 0.34±0.24 0.11±0.03
FR2 15±9 0±1 7±6 0.64±0.29 0.63±0.29 0.06±0.04
FR3 13±8 7±6 2±3 0.55±0.27 0.54±0.28 0.09±0.03

llama-3.1-70b-instruct

FS 16±6 7±4 0.69±0.18 0.68±0.19
FV 10±6 0 12±5 0.43±0.22 0.43±0.23
VS 5±4 0 17±4 0.24±0.18 0.24±0.18
FR1 5±5 0±0 17±6 0.24±0.18 0.24±0.19 0.12±0.02
FR2 11±8 1±1 10±6 0.49±0.29 0.49±0.29 0.09±0.04
FR3 12±8 2±2 9±6 0.49±0.28 0.50±0.29 0.09±0.04

mixtral-8x22b-instruct

FS 17±6 6±4 0.72±0.19 0.71±0.20
FV 11±6 0 11±5 0.50±0.21 0.50±0.21
VS 10±6 0 12±6 0.43±0.22 0.43±0.22
FR1 6±5 0±0 17±6 0.25±0.20 0.25±0.21 0.12±0.03
FR2 12±8 0±0 10±6 0.51±0.29 0.51±0.30 0.08±0.04
FR3 12±8 0±0 10±6 0.51±0.30 0.51±0.30 0.08±0.04

Table 12: Results obtained on the unlabeled Books
dataset using Wikipedia retrieved contexts.

Method # S # C # U Pr F1@K E
granite-3.0-8b-instruct

FS 20±7 2±2 0.87±0.13 0.84±0.15
FV 16±6 0±1 6±3 0.71±0.17 0.70±0.18
VS 18±7 2±2 3±2 0.76±0.17 0.75±0.19
FR1 18±8 0±1 3±3 0.79±0.19 0.77±0.20 0.04±0.03
FR2 21±7 1±1 0±1 0.90±0.14 0.86±0.15 0.02±0.02
FR3 17±8 5±5 0 0.74±0.27 0.72±0.27 0.04±0.03

llama-3.1-70b-instruct

FS 20±7 3±3 0.84±0.15 0.82±0.17
FV 18±8 0±1 4±4 0.78±0.20 0.76±0.21
VS 17±8 0 5±5 0.72±0.23 0.71±0.23
FR1 14±7 1±1 7±5 0.62±0.23 0.62±0.24 0.07±0.03
FR2 19±8 1±1 3±3 0.80±0.21 0.78±0.21 0.04±0.03
FR3 18±7 2±6 2±2 0.80±0.20 0.78±0.21 0.04±0.03

mixtral-8x22b-instruct

FS 20±7 3±3 0.84±0.16 0.82±0.18
FV 18±7 0 4±4 0.76±0.20 0.74±0.21
VS 18±8 0 4±4 0.79±0.20 0.77±0.21
FR1 16±7 0±0 6±4 0.69±0.22 0.68±0.23 0.06±0.03
FR2 20±7 0±0 2±3 0.86±0.17 0.83±0.18 0.03±0.03
FR3 20±7 0±0 2±3 0.86±0.17 0.83±0.18 0.03±0.03

Table 13: Results obtained on the unlabeled Books
dataset using Google Search retrieved contexts.

Method # S # C # U Pr F1@K E
granite-3.0-8b-instruct

FS 17±5 4±3 0.77±0.15 0.77±0.17
FV 8±3 0 12±4 0.39±0.15 0.40±0.16
VS 13±5 4±2 4±2 0.59±0.17 0.60±0.18
FR1 5±4 1±1 15±4 0.23±0.15 0.24±0.16 0.13±0.01
FR2 14±6 4±3 3±2 0.63±0.22 0.63±0.24 0.08±0.03
FR3 14±6 4±3 3±2 0.64±0.21 0.64±0.23 0.08±0.03

llama-3.1-70b-instruct

FS 16±5 5±3 0.74±0.14 0.74±0.16
FV 10±5 0 10±4 0.47±0.21 0.47±0.22
VS 6±4 0 15±5 0.29±0.18 0.30±0.19
FR1 5±4 0 15±4 0.25±0.19 0.26±0.20 0.12±0.02
FR2 12±7 1±1 8±5 0.54±0.28 0.55±0.28 0.08±0.04
FR3 12±7 1±1 8±5 0.54±0.27 0.55±0.28 0.08±0.04

mixtral-8x22b-instruct

FS 17±5 4±3 0.78±0.14 0.77±0.15
FV 12±5 0 9±4 0.55±0.18 0.55±0.19
VS 9±5 0 11±4 0.44±0.19 0.44±0.21
FR1 6±5 0 15±4 0.27±0.20 0.28±0.21 0.12±0.03
FR2 12±7 0 8±6 0.55±0.29 0.56±0.30 0.08±0.04
FR3 12±7 0 9±6 0.55±0.31 0.56±0.31 0.08±0.04

Table 14: Results obtained on the unlabeled ELI5
dataset using Wikipedia retrieved contexts.

Method # S # C # U Pr F1@K E
granite-3.0-8b-instruct

FS 18±5 3±2 0.85±0.11 0.84±0.13
FV 15±5 0±1 5±2 0.69±0.14 0.70±0.16
VS 16±5 2±2 3±1 0.71±0.14 0.72±0.17
FR1 14±5 3±2 3±2 0.66±0.17 0.67±0.19 0.08±0.02
FR2 18±6 3±4 0 0.82±0.21 0.80±0.21 0.03±0.02
FR3 16±6 3±3 0 0.83±0.18 0.82±0.18 0.03±0.03

llama-3.1-70b-instruct

FS 19±5 3±2 0.86±0.12 0.84±0.13
FV 18±5 1±1 3±2 0.81±0.16 0.80±0.17
VS 17±5 0 4±3 0.78±0.16 0.77±0.17
FR1 14±6 1±1 6±4 0.65±0.20 0.66±0.21 0.07±0.03
FR2 19±5 1±1 1±1 0.86±0.14 0.85±0.16 0.03±0.03
FR3 19±6 1±1 1±1 0.86±0.15 0.84±0.16 0.03±0.03

mixtral-8x22b-instruct

FS 19±5 2±2 0.87±0.11 0.86±0.13
FV 17±5 0 3±2 0.79±0.15 0.79±0.17
VS 17±5 0±1 3±2 0.79±0.15 0.78±0.17
FR1 16±5 0 5±3 0.74±0.18 0.74±0.19 0.05±0.03
FR2 20±5 0 1±2 0.90±0.12 0.88±0.13 0.02±0.02
FR3 20±5 0 1±2 0.90±0.12 0.88±0.13 0.02±0.02

Table 15: Results obtained on the unlabeled ELI5
dataset using Google Search retrieved contexts.
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Method # S # C # U Pr F1@K E
granite-3.0-8b-instruct

FS 22±9 4±2 0.83±0.10 0.82±0.12
FV 13±6 0±1 12±5 0.50±0.15 0.50±0.16
VS 18±8 4±3 4±2 0.69±0.14 0.69±0.16
FR1 12±8 0±0 13±7 0.46±0.23 0.47±0.24 0.09±0.03
FR2 20±11 0±1 4±6 0.79±0.24 0.78±0.25 0.04±0.04
FR3 15±11 8±6 2±6 0.58±0.28 0.58±0.28 0.08±0.04

llama-3.1-70b-instruct

FS 18±9 7±4 0.71±0.16 0.71±0.17
FV 14±9 0 11±6 0.53±0.21 0.54±0.21
VS 10±7 0 15±7 0.41±0.21 0.41±0.22
FR1 10±8 0±1 15±6 0.39±0.21 0.39±0.22 0.11±0.02
FR2 18±10 1±1 5±6 0.70±0.26 0.70±0.26 0.06±0.04
FR3 18±10 1±1 5±6 0.71±0.26 0.70±0.26 0.06±0.04

mixtral-8x22b-instruct

FS 20±9 6±4 0.76±0.16 0.75±0.17
FV 15±8 0 10±5 0.59±0.18 0.59±0.18
VS 15±8 0 10±5 0.57±0.19 0.57±0.20
FR1 11±8 0±0 14±7 0.41±0.22 0.42±0.23 0.10±0.03
FR2 19±10 0±0 6±6 0.74±0.26 0.74±0.26 0.05±0.04
FR3 19±10 0±0 6±7 0.74±0.26 0.74±0.26 0.05±0.04

Table 16: Results obtained on the unlabeled LFObj
dataset using Wikipedia retrieved contexts.

Method # S # C # U Pr F1@K E
granite-3.0-8b-instruct

FS 24±9 1±1 0.93±0.07 0.91±0.09
FV 20±8 0 4±2 0.79±0.10 0.79±0.12
VS 18±8 3±2 4±2 0.68±0.14 0.69±0.15
FR1 24±9 0±0 1±2 0.93±0.09 0.91±0.10 0.02±0.02
FR2 25±5 1±9 0±0 0.97±0.07 0.94±0.09 0.00±0.01
FR3 23±7 4±16 0 0.89±0.22 0.86±0.22 0.02±0.02

llama-3.1-70b-instruct

FS 23±9 2±2 0.91±0.09 0.89±0.10
FV 23±9 0±1 1±2 0.91±0.10 0.89±0.12
VS 10±7 0 15±7 0.40±0.21 0.40±0.22
FR1 22±9 0±1 2±3 0.85±0.13 0.84±0.14 0.03±0.02
FR2 24±5 1±9 0±1 0.94±0.10 0.92±0.11 0.01±0.01
FR3 24±5 1±10 0 0.93±0.13 0.91±0.14 0.01±0.01

mixtral-8x22b-instruct

FS 24±9 1±2 0.93±0.08 0.91±0.10
FV 23±9 0±1 2±2 0.90±0.10 0.88±0.11
VS 23±9 0 2±4 0.88±0.16 0.86±0.16
FR1 23±9 0±0 2±2 0.90±0.10 0.88±0.12 0.03±0.02
FR2 24±5 0±9 0±1 0.96±0.09 0.93±0.10 0.01±0.01
FR3 24±5 0±9 0±1 0.96±0.09 0.94±0.10 0.01±0.01

Table 17: Results obtained on the LFObj dataset using
Google Search retrieved contexts.
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Table 18: Prompt template for few-shot atomic unit decomposition - Atomizer stage
,

Atomic unit decomposition (Few-Shot)
Instructions:
1. You are given a paragraph. Your task is to break the sentence down into a list of atomic statements without adding any new
information.
2. An atomic statement is a sentence containing a singular piece of information directly extracted from the provided paragraph.
3. Atomic statements may contradict one another.
4. The paragraph may contain information that is factually incorrect. Even in such cases, you are not to alter any information
contained in the paragraph and must produce atomic statements that are completely faithful to the information in the
paragraph.
5. Each atomic statement in the outputted list should check a different piece of information found explicitly in the paragraph.
6. Each atomic statement is standalone in that any actual nouns or proper nouns should be used in place of pronouns or
anaphoras.
7. Each atomic statement must not include any information beyond what is explicitly stated in the provided paragraph.
8. Where possible, avoid paraphrasing and instead try to only use language used in the paragraph without introducing new
words.
9. Use the previous examples to learn how to do this.
10. You should only output the atomic statement as a list, with each item starting with "- ". Do not include other formatting.
11. Your task is to do this for the last paragraph that is given.
Few-Shot Examples:
Please breakdown the following paragraph into independent statements: Glenn Allen Anzalone (born June 23, 1955), better
known by his stage name Glenn Danzig, is an American singer, songwriter, musician, and record producer. He is the founder
of the rock bands Misfits, Samhain, and Danzig. He owns the Evilive record label as well as Verotik, an adult-oriented comic
book publishing company.
- Glenn Allen Anzalone was born on June 23, 1955.
- Glenn Allen Anzalone is better known by his stage name Glenn Danzig.
- Glenn Danzig is an American singer, songwriter, musician, and record producer.
- Glenn Danzig is the founder of several rock bands, including Misfits, Samhain, and Danzig.
- Glenn Danzig owns the Evilive record label.
- Glenn Danzig owns Verotik, which is an adult-oriented comic book publishing company.
Please breakdown the following paragraph into independent statements: Luiz Inácio Lula da Silva (born 27 October 1945),
also known as Lula da Silva or simply Lula, is a Brazilian politician who is the 39th and current president of Brazil since
2023. A member of the Workers’ Party, Lula was also the 35th president from 2003 to 2010. He also holds the presidency of
the G20 since 2023. Lula quit school after second grade to work, and did not learn to read until he was ten years old. As a
teenager, he worked as a metalworker and became a trade unionist.
- Luiz Inácio Lula da Silva was born on October 27, 1945.
- Luiz Inácio Lula da Silva is also known as Lula da Silva or simply Lula.
- Lula is a Brazilian politician.
- Lula is the 39th and current president of Brazil since 2023.
- Lula is a member of the Workers’ Party.
- Lula served as the 35th president of Brazil from 2003 to 2010.
- Lula holds the presidency of the G20 since 2023.
- Lula quit school after the second grade to work.
- Lula did not learn to read until he was ten years old.
- As a teenager, Lula worked as a metalworker.
- Lula became a trade unionist.
Please breakdown the following paragraph into independent statements: {}
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Table 19: Prompt template for few-shot decontextualization - Reviser stage

Decontextualization (Few-Shot)
Instructions:
1. You are given a statement and a context that the statement belongs to. Your task is to modify the statement so that any
pronouns or anaphora (words like "it," "they," "this") are replaced with the noun or proper noun that they refer to, such that
the sentence remains clear without referring to the original context.
2. Return only the revised, standalone version of the statement without adding any information that is not already contained
within the original statement. 3. If the statement requires no changes, return the original statement as-is without any
explanation.
4. The statement that you return must start with #### and finish with #### as follows: ####<statement>####
5. Do not include any explanation or any additional formatting including any lead-in or sign-off text.
6. Learn from the provided examples below and use that knowledge to amend the last example yourself.

Few-Shot Examples:
Example 1: Context: John went to the store.
Statement: He bought some apples.
Standalone: ####John bought some apples.####

Example 2: Context: The presentation covered various aspects of climate change, including sea level rise.
Statement: This was a key part of the discussion.
Standalone: ####Sea level rise was a key part of the discussion.####

Example 3: Context: Maria Sanchez is a renowned marine biologist known for her groundbreaking research on coral reef
ecosystems. Her work has contributed to the preservation of many endangered coral species, and she is often invited to speak
at international conferences on environmental conservation.
Statement: She presented her findings at the conference last year.
Standalone: ####Maria Sanchez presented her findings at the conference last year.####

Example 4: Context: Nathan Carter is a best-selling science fiction author famous for his dystopian novels that explore the
intersection of technology and society. His latest book, The Edge of Something, received widespread critical acclaim for its
imaginative world-building and its poignant commentary on artificial cacti.
Statement: It was praised for its thought-provoking themes.
Standalone: ####The Edge of Tomorrow was praised for its thought-provoking themes.####

Now perform the task for the following example: Context: {}
Statement: {}
Standalone:
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Table 20: Prompt template for few-shot NLI relation extraction.

NLI relation prompting (Few-Shot)
Instructions:
1. You are given a premise and a hypothesis and a context. Your task is to identify the relationship between them: does the
premise entail, contradict, or remain neutral toward the hypothesis?
2. Your only output must be one of: (entailment | contradiction | neutral) without any lead-in, sign-off, new lines or any other
formatting.
3. Do not provide any explanation or rationale to your output.
4. Use the following examples to learn how to do this, and provide your output for the last example given.

Few-Shot Examples:
Premise: Contrary to popular belief, the Great Wall is not visible from space without aid.
Hypothesis: Astronauts have managed to see the wall from Space unaided.
Context: The Great Wall of China is one of the most famous landmarks in the world. It stretches over 13,000 miles and was
primarily built during the Ming Dynasty. Contrary to popular belief, the Great Wall is not visible from space without aid.
The primary purpose of the Great Wall was to protect against invasions from nomadic tribes. The wall is a UNESCO World
Heritage site and attracts millions of tourists each year. Astronauts have managed to see the wall from Space unaided.
Output: Contradiction

Premise: It is estimated that around 20 percent of the world’s oxygen is produced by the Amazon.
Hypothesis: However, the Amazon Rainforest produces no significant amount of oxygen as the plants consume almost all of
it through respiration.
Context: The Amazon Rainforest is often referred to as the lungs of the Earth due to its vast capacity to produce oxygen. This
immense rainforest spans nine countries in South America. It is estimated that around 20 percent of the world’s oxygen is
produced by the Amazon. However, the Amazon Rainforest produces no significant amount of oxygen as the plants consume
almost all of it through respiration. The biodiversity of the Amazon is unparalleled, hosting millions of species of plants and
animals.
Output: Contradiction

Premise: It is estimated that around 20 percent of the world’s oxygen is produced by the Amazon.
Hypothesis: This immense rainforest spans nine countries in South America.
Context: The Amazon Rainforest is often referred to as the lungs of the Earth due to its vast capacity to produce oxygen. This
immense rainforest spans nine countries in South America. It is estimated that around 20 percent of the world’s oxygen is
produced by the Amazon. However, the Amazon Rainforest produces no significant amount of oxygen as the plants consume
almost all of it through respiration. The biodiversity of the Amazon is unparalleled, hosting millions of species of plants and
animals.
Output: Neutral

Premise: It is estimated that around 20 percent of the world’s oxygen is produced by the Amazon.
Hypothesis: The Amazon Rainforest is often referred to as the lungs of the Earth due to its vast capacity to produce oxygen.
Context: The Amazon Rainforest is often referred to as the lungs of the Earth due to its vast capacity to produce oxygen. This
immense rainforest spans nine countries in South America. It is estimated that around 20 percent of the world’s oxygen is
produced by the Amazon. However, the Amazon Rainforest produces no significant amount of oxygen as the plants consume
almost all of it through respiration. The biodiversity of the Amazon is unparalleled, hosting millions of species of plants and
animals.
Output: Entailment

Premise: {}
Hypothesis: {}
Context: {}
Output:

Table 21: Prompt template used by the FactScore (FS) assessor.

Answer the input question based on the given context.
{CONTEXTS}
Input: {ATOM} True or False?
Output:
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Table 22: Prompt template used by the FactVerify (FV) assessor.

Instructions:
You are provided with a STATEMENT and several KNOWLEDGE points.
Your task is to evaluate the relationship between the STATEMENT and the
KNOWLEDGE, following the steps outlined below:
1. Summarize KNOWLEDGE Points: Carefully analyze the KNOWLEDGE points one by one and
assess their relevance to the STATEMENT.
Summarize the main points of the KNOWLEDGE.
2. Evaluate Evidence: Based on your reasoning:
- If the KNOWLEDGE strongly implies or directly supports the STATEMENT, explain the supporting
evidence.
- If the KNOWLEDGE contradicts the STATEMENT, identify and explain the conflicting evidence.
- If the KNOWLEDGE is insufficient to confirm or deny the STATEMENT, explain why the evidence
is inconclusive.
3. Restate the STATEMENT: After considering the evidence, restate the STATEMENT to maintain
clarity.
4. Final Answer: Based on your reasoning and the STATEMENT, determine your final answer.
Your final answer must be one of the following, wrapped in square brackets:
- [Supported] if the STATEMENT is supported by the KNOWLEDGE.
- [Contradicted] if the STATEMENT is contradicted by the KNOWLEDGE.
- [Undecided] if the KNOWLEDGE is insufficient to verify the STATEMENT.
Your task:
KNOWLEDGE:
{}
STATEMENT:
{}
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Table 23: Prompt template used by the VeriScore (VS) assessor.

Instructions
You need to judge whether a claim is supported or contradicted by Google search results, or whether there is no enough
information to make the judgement. When doing the task, take into consideration whether the link of the search result is of a
trustworthy source. Mark your answer with ### signs.
Below are the definitions of the three categories:
Supported: A claim is supported by the search results if everything in the claim is supported and nothing is contradicted by
the search results. There can be some search results that are not fully related to the claim.
Contradicted: A claim is contradicted by the search results if something in the claim is contradicted by some search results.
There should be no search result that supports the same part.
Undecided: A claim is inconclusive based on the search results if:
- a part of a claim cannot be verified by the search results,
- a part of a claim is supported and contradicted by different pieces of evidence,
- the entity/person mentioned in the claim has no clear referent (e.g., "the approach", "Emily", "a book").
Here are some examples:
Claim: Characters Lenny and Carl on The Simpsons are hearing but are depicted as close friends of the Simpsons family.
Search result 1
Title: Character Spotlight: Lenny Leonard and Carl Carlson
Content: Their friendship is a pretty singular aspect on the show – save Bart and Milhouse (or to some degree, Mr. Burns and
Smithers) – they always ...
Link: https://nohomers.net/forums/index.php?threads/character-spotlight-lenny-leonard-and-carl-carlson-barflies.23798/
Search result 2
Title: The Simpsons: Lenny and Carl’s History, Explained - CBR
Content: Introduced in the show’s first season, the pair were portrayed as background characters at Homer’s work, usually
appearing together in minor ...
Link: https://www.cbr.com/the-simpsons-lenny-carl-history-explained/
Search result 3
Title: Are Lennie and Carl Homer Simpson’s real or fake friends? - Quora
Content: Lenni is a pal, Carl doesn’t consider any of them to be ’friends’ they’re just shallow guys he hangs out with. Lenny
and Carl have a special ...
Link: https://www.quora.com/Are-Lennie-and-Carl-Homer-Simpson-s-real-or-fake-friends
Your decision: ###Undecided###
Claim: The championship match of the FIFA World Cup 2026 will be hosted by the United States.
Search result 1
Title: World Cup 2026 | New York New Jersey to host final - FIFA
Content: New York New Jersey Stadium has been confirmed as the location for the FIFA World Cup 26 final on Sunday, 19
July 2026. The full match schedule for the ...
Link:https://www.fifa.com/fifaplus/en/tournaments/mens/worldcup/canadamexicousa2026/articles/new-york-new-jersey-
stadium-host-world-cup-2026-final
Search result 2
Title: 2026 FIFA World Cup - Wikipedia
Content: The tournament will take place from June 11 to July 19, 2026. It will be jointly hosted by 16 cities in three North
American countries: Canada, Mexico, and the ...
Link: https://en.wikipedia.org/wiki/2026_FIFA_World_Cup
Search result 3
Title: World Cup 2026 | Dallas to host nine matches - FIFA
Content: Dallas Stadium will host nine matches from the FIFA World Cup 26, including four knockout games in the latter
stages of the tournament.
Link:https://www.fifa.com/fifaplus/en/tournaments/mens/worldcup/canadamexicousa2026/articles/dallas-stadium-host-
nine-world-cup-matches
Your decision: ###Supported###
Claim: Vikings used their longships to transport livestock.
Search result 1
Title: How did the Vikings transport animals on their ships? - Quora
Content: The Vikings transported horses overseas in boats very similar to Viking longships, but with flat flooring built within
the hulls, which allowed ...
Link: https://www.quora.com/How-did-the-Vikings-transport-animals-on-their-ships
Search result 2
Title: The Truth Behind Vikings Ships
Content: They could land on any beach, permitting lightning-quick embarking and attacks. Great loads could be carried,
including horses and livestock.
Link: https://www.vikings.com/news/the-truth-behind-vikings-ships-18274806
Search result 3
Title: Viking ships | Royal Museums Greenwich
Content: Cargo vessels were used to carry trade goods and possessions. They were wider than the longships and travelled
more slowly.
Link: https://www.rmg.co.uk/stories/topics/viking-ships
Your decision: ###Contradicted###
Your task:
Claim: {}
{}
Your decision: 22



Table 24: Prompt template used by DeepSeek-v3.

Instructions:
You are provided with a STATEMENT and several external EVIDENCE points.
Your task is to use your internal knowledge as well as the provided EVIDENCE to
reason about the relationship between the STATEMENT and the EVIDENCE.

1. Carefully analyze the EVIDENCE points one by one and assess their relevance to the STATEMENT.
2. Use your reasoning and your internal knowledge, evaluate the EVIDENCE as follows:
- If the EVIDENCE strongly implies or directly supports the STATEMENT, explain the supporting
evidence.
- If the EVIDENCE contradicts the STATEMENT, identify and explain the conflicting evidence.
- If the EVIDENCE is insufficient to confirm or deny the STATEMENT, explain why the evidence is
inconclusive.
3. Based on your reasoning and your explanations, determine your final answer.
Your final answer must be one of the following, wrapped in square brackets:
- [Supported] if the EVIDENCE supports the STATEMENT.
- [Contradicted] if the EVIDENCE contradicts the STATEMENT.
- [Undecided] if the EVIDENCE is insufficient to assess the STATEMENT.

Your task:
EVIDENCE: {}
STATEMENT:
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