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Abstract

Vision-language models (VLMs) excel at descriptive tasks, but whether they truly
understand scenes from visual observations remains uncertain. We introduce IR3D-
Bench, a benchmark challenging VLMs to demonstrate understanding through
active creation rather than passive recognition. Grounded in the analysis-by-
synthesis paradigm, IR3D-Bench tasks Vision-Language Agents (VLAs) with
actively using programming and rendering tools to recreate the underlying 3D
structure of an input image, achieving agentic inverse rendering through tool use.
This “understanding-by-creating” approach probes the tool-using generative capac-
ity of VLAs, moving beyond the descriptive or conversational capacity measured
by traditional scene understanding benchmarks. We provide a comprehensive suite
of metrics to evaluate geometric accuracy, spatial relations, appearance attributes,
and overall plausibility. Initial experiments on agentic inverse rendering powered
by various state-of-the-art VLMs highlight current limitations, particularly in visual
precision rather than basic tool usage. IR3D-Bench, including data and evaluation
protocols, is released to facilitate systematic study and development of tool-using
VLAs towards genuine scene understanding by creating.

1 Introduction

What I cannot create, I do not understand. —Richard Feynman

Vision-language models (VLMs) have made striking progress on tasks that resemble surface-level
scene comprehension: answering questions, describing layout, grounding text in pixels [1, 2, 3, 4, 5, 6].
However, understanding, in a deeper sense, remains questionable. When a VLM generates text tokens
that convey the meaning of three red cylinders in a scene, does its internal world model actually know
what this means? Can it prove true understanding by reconstructing the world that image came from?

This paper proposes a different test of visual intelligence, one grounded not in passive recognition
but in active creation through tool use. Inspired by the analysis-by-synthesis paradigm in human
perception [7, 8, 9, 10], we frame this challenge as agentic inverse rendering: a vision-language
agent (VLA) – an agent powered by a VLM – reconstructing the 3D scene behind a single image by
writing an explicit, executable program that recreates the scene from scratch.

Agentic inverse rendering embodies the cyclical process of analysis-by-synthesis: analyzing the input,
synthesizing a hypothesis, comparing it to the original, and refining based on the comparison. Similar
to recent progress in tool-augmented VLMs [11, 12, 13, 14], our programmatic approach recasts
the traditional goal of inverse rendering as a multimodal programming task where the VLA must
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Figure 1: Understanding by Creating. (A) Humans demonstrate understanding by constructing
internal world models with mental representations of object layouts, spatial relations, and physical
attributes, which they can use to recreate observed scenes. In contrast, vision–language agents
(VLAs) are typically evaluated on recognition tasks like captioning or VQA, which only tap into
surface-level visual comprehension. (B) IR3D-Bench shifts the focus to generative reconstruction
with inverse rendering via tool use. While VLAs show sparks of scene understanding, their ability to
build coherent, executable 3D programs reveals how incomplete their internal world models remain.

actively use tools to demonstrate understanding: to recreate a given image, the agent must compose
a valid Python script, communicated to Blender [15] via Model Context Protocol (MCP) [16, 17],
that expresses the underlying 3D structure when executed by Blender. This tool-using programmatic
representation lifts the VLA’s internal world model beyond vectorized features to an explicit 3D
physical space. However, despite the early promise shown by VLA using tools like BlenderMCP [17]
to generate 3D content based on 2D image prompts, the generated outputs remain unreliable. More
importantly, the limitations in scene understanding of current VLM are not yet well understood.

To systematically evaluate VLM scene understanding through the lens of “understanding-by-creating”,
we introduce the IR3D-Bench benchmark, where we prompt the VLA with an image and task it to
perform agentic inverse rendering by producing a Blender script that, when executed, reconstructs
the original scene. This explicitly tests the agent’s ability to use programming tools to externalize its
understanding. We evaluate VLA performance using a suite of metrics that assess geometry, spatial
relations, appearance attributes, and overall plausibility.

Unlike existing multimodal benchmarks that primarily focus on descriptive or conversational tasks
such as 3D captioning, 3D Visual Question Answering (VQA), or 3D visual grounding, IR3D-Bench
directly tests the agentic generative capacity: the ability to use tools to synthesize the latent 3D
world state from a 2D view. Our experiments suggest that while scripting errors occur, the dominant
bottleneck is not tool usage itself, but a lack of visual precision in the agent’s perception. When
agents cannot reliably distinguish fine-grained differences between their rendered output and the
target image, they quickly plateau in self-correction, even with iterative prompting. This indicates
that future progress may hinge less on instruction tuning or syntax scaffolding and more on enhancing
the fidelity of visual representations within multimodal models.

We release IR3D-Bench to facilitate the systematic study of VLM scene understanding and the
development of agents that can observe, reason about, and truly understand scenes by demonstrating
the ability to recreate them in an actionable, structured format. Just as human children show early
signs of understanding by attempting to recreate what they see [18, 19, 20], our benchmark embraces
Feynman’s insight that creation is the test of understanding and challenges AI systems to prove their
comprehension by generating, through tool use, the world they perceive [21, 22].

2 Agentic Inverse Rendering with VLMs

This section formally defines our task of agentic inverse rendering. We discuss connections to the
broader field of inverse rendering, while highlighting the fundamental shift enabled by VLAs.

Traditional inverse rendering seeks to infer the underlying scene properties (e.g., geometry, appear-
ance, illumination) that best explain the observation. This is often framed as an optimization problem
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Figure 2: Overview of the IR3D-Bench Pipeline. The benchmark consists of two stages:
Stage 1: Inverse Rendering. Given a raw image and camera parameters, the agent is prompted to
infer a structured scene representation in JSON format. The predicted objects are rendered in
Blender and matched to GT annotations using geometric alignment and per-object mask comparisons.
Stage 2: Benchmark Evaluation. Reconstruction quality is evaluated along three axes: Localization
(object count, spatial alignment, and relation consistency), Visual Appearance (shape and material
accuracy via mask- and attribute-level scores), and Language-Aligned Semantics (layout fidelity and
object plausibility assessed via GPT-4o). Together, these metrics provide a comprehensive view of
the VLA’s internal world model and generative precision.

over a differentiable graphics pipeline: Given a rendering model and camera parameters, the goal is
to find 3D scene parameters that minimize the difference between the rendered image and the input.

Our task differs substantially from conventional approaches to 3D inverse rendering through a focus
on agentic tool use. Rather than performing low-level predictions like geometric primitives, depth
maps, or volumetric densities, the VLA actively uses programming tools to synthesize an explicit,
executable program that regenerates the 3D scene depicted in a single input image I. This program
P , typically a Python script for Blender, acts as a structured, symbolic hypothesis about the scene
composition. When executed within a deterministic rendering environment R, the script should
produce an image R(P) that matches the original I as closely as possible under a set of predefined
metrics. This directly embodies the analysis-by-synthesis cycle: the VLA analyzes I and synthesizes
P as its understanding of the scene’s generative process.

This shift from continuous parameter regression (classic inverse rendering) to structured program
synthesis introduces distinct challenges. The VLA must use programming tools effectively, producing
outputs that are not only semantically meaningful but also syntactically precise. A syntactically
invalid script is unexecutable; subtle errors in coordinate systems can lead to geometrically plausible
but incorrect reconstructions; and inconsistencies in naming conventions can cause API errors. These
strict requirements of tool use limit the tolerance for hallucinations, imprecision, or vagueness often
seen in VLM outputs for free-form tasks like captioning or dialogue, and demand a higher level of
precision in the agent’s understanding of both the visual scene and the programming tools.

To manage the complexity of unconstrained 3D scenes and to enable rigorous evaluation, our study
constrains the task domain using scenes from the CLEVR dataset [23]. CLEVR provides ground-truth
scene graphs, 6D object poses, material properties, and other metadata for scenes composed of simple
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primitive objects under controlled lighting. This controlled environment allows us to focus evaluation
on the agent’s ability to use programming tools effectively rather than on scene complexity itself.

The interface with the 3D environment (e.g., Blender MCP) is crucial for agentic inverse rendering.
It acts as the bridge, interpreting the VLA’s generated text as executable code. This programmatic
formulation allows us to assess model performance at multiple levels of abstraction: Does it correctly
place objects in 3D space (geometric accuracy)? Does it preserve spatial relationships between objects
(relational reasoning)? Does it match visual features like color, material, and shape (appearance
fidelity)? Is the overall reconstructed scene plausible and similar to the original (holistic quality)?

These evaluations probe not only the VLA’s ability to act as an agent using Blender tools but its
capacity to internalize and reconstruct a latent 3D world state from a 2D image. IR3D-Bench thus
positions agentic inverse rendering not merely as a reconstruction task, but as a foundational step
towards agents that possess a practical, generative understanding of the 3D world, enabling them to
not just perceive it, but also to reconstruct and manipulate it.

3 Related Work

Our work intersects with several established and emerging research areas: classic inverse rendering,
broader efforts in 3D scene understanding using VLMs, and programmatic scene modeling.

Classic Inverse Rendering Traditional inverse rendering has long sought to recover the underlying
physical and geometric properties of a scene, such as shape, material, and illumination, from one or
more 2D images [24]. This is typically formulated as an optimization problem where the parameters
of a (often differentiable) graphics pipeline are adjusted to minimize the discrepancy between a
rendered image and the observed input [25, 26, 27]. This paradigm has led to substantial progress
in physically grounded scene reconstruction, with notable advances in volumetric or implicit neural
representations [28, 29, 30], point-based rendering [31, 32] and differentiable path tracing [33]. These
methods can achieve high-fidelity reconstructions and are often grounded in physical priors. Our
approach, while also a form of inverse rendering, shifts the target representation from continuous
weights or geometric primitives to discrete, executable programs, prioritizing interpretability and
editability, and explicit demonstration of understanding through creation.

VLMs for 3D Scene Understanding The capabilities of Vision-Language Models (VLMs) have
recently been extended to the 3D domain [34, 35]., leading to benchmarks and methods for tasks such
as 3D Visual Question Answering [36, 37], 3D visual grounding [38, 39], 3D captioning [40, 41], and
embodied AI navigation or interaction based on language instructions [42, 43]. These works primarily
focus on the VLM’s ability to interpret or describe existing 3D information, whether presented as
point clouds, meshes, or within simulated environments [44, 45, 46]. Some recent efforts also explore
3D-aware LLMs or multimodal instruction tuning for broader 3D reasoning [47, 48, 49, 50, 51, 52].
While these approaches advance 3D scene comprehension, they generally do not position the model
as an agent using programming tools to generate the underlying 3D scene structure from a single
2D image in an explicit, programmatic form. Our work uniquely focuses on this agentic, tool-using
generative synthesis capability as a test of deeper understanding demonstrated through creation.

Programmatic Scene Generation and Analysis-by-Synthesis Representing scenes as programs or
through generative grammars has a rich history in computer graphics and vision [53, 54, 55, 56]. More
recently, with the advent of powerful tool-augmented language models, there is renewed interest in
having models generate code that produces complex outputs [11], including visual content [57, 58, 59,
60, 61, 62, 63]. This echoes with the analysis-by-synthesis paradigm [8], where perception involves
generating internal hypotheses (programs) to explain visual sensory input. Some works generate 2D
images or simple 3D assets programmatically from text or sketches [58, 64, 65]. Others focus on
programs that control simulation environments [66] or robotic actions [67]. However, the specific task
of a VLA reconstructing a detailed 3D scene from a single RGB image by using programming and
rendering tools, and systematically benchmarking this agentic “understanding-by-creating” ability,
remains less explored, and IR3D-Bench directly addresses this gap.
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4 IR3D-Bench Suite

In this section, we introduce the core components of IR3D-Bench, our proposed benchmark for
evaluating VLMs scene understanding via agentic inverse rendering shown in Fig. 2. Sec. 4.1
describes how we integrate the CLEVR dataset for our benchmark. Sec. 4.2 presents the inverse
rendering pipeline, which involves VLAs using tools to reconstruct 3D scene representations from
visual inputs. Sec. 4.3 defines a set of evaluation metrics to assess VLA performance.

4.1 CLEVR Dataset Integration

CLEVR dataset [23] has been widely adopted in 3D vision tasks [68, 69, 70, 71, 72]. To facilitate
controlled evaluation of agentic inverse rendering and 3D scene understanding, we adopt the validation
split of CLEVR, which contains 15,000 synthetic images rendered from 3D scene graphs. Each
image depicts a structured scene composed of 3 to 10 objects, with precise annotations of object-level
geometry and semantics, including 3D coordinates P3D ∈ R3 , pixel-space projections P2D ∈ R3,
shapes ts, colors tc, sizes tz , materials tm, and inter-object spatial relationships defined as: for each
spatial relation r ∈ {right, left, front, behind}, R(r)

i ⊆ {0, 1, . . . , N − 1} \ {i}, where R
(r)
i denotes

the set of objects that are in relation r with object i and N be the number of objects, indexed by
i = 0, 1, . . . , N − 1. The images are rendered at a resolution of 480× 320 pixels using Blender [15].
These rich annotations make CLEVR particularly suitable for benchmarking object-centric 3D
reconstruction and spatial reasoning in a controlled setting.

In IR3D-Bench, we leverage CLEVR as a structured testbed for evaluating VLAs as tool-using agents.
For each scene, we use the rendered RGB image from CLEVR along with a well-designed textual
prompt that specifies the agentic inverse rendering task, and provide both as input to the VLA. The
prompt is constructed under fixed camera intrinsic K, and extrinsic E across all samples, and encodes
the reconstruction objective and relevant assumptions as illustrated in Fig. 7. The VLA is tasked with
predicting a set of object-level parameters structured according to a predefined JSON schema.

4.2 Inverse Rendering Pipeline

We evaluate how effectively the agent has reconstructed the full 3D scene using Blender [15]. Here,
we define the attributes from four dimensions that the agent must correctly specify: 3D position P̂3D,
shape t̂s, color t̂c, size t̂z , and material t̂x. Rendering is performed under a fixed camera intrinsic
matrix K and extrinsic parameters E , determining the rendering viewpoint. This controlled setup
ensures consistent projection geometry across all evaluations.

Reprojection and Alignment The coordinate systems of the generated and the ground-truth (GT)
scenes are misaligned in CLEVR, potentially leading to unfair or failed evaluation. To address this
issue, we adopt a fixed camera model with known intrinsics K and extrinsics E to project the predicted
3D object centers into the 2D image plane. The projection is defined as:

p̂2D = π(K, E ,P3D) = K · [R | t] ·

[
P3D

1

]
,

where P̂3D ∈ R3 is the predicted object center in world coordinates, and p̂2D denotes its correspond-
ing location in the image space.

Object Matching To resolve object correspondences between agent-generated reconstructions
(Fig. 2 Stage 1) and GT, we first augment each agent-generated object with a textual description
name (e.g., “red large metal sphere”) that encodes its semantic attributes: t̂c + t̂z + t̂m + t̂s.
We then extract structured attribute vectors from both agent-generated and GT objects, denoted
as t̂i and tj respectively, where t̂i represents the attribute set (color, size, shape, material) of the
i-th predicted object, and tj that of the j-th GT object. For each attribute dimension k in color,
size, material, and shape, we compute the semantic similarity using a CLIP [73] text encoder:
s(t̂i, tj) =

1
4

∑4
k=1 CLIP

(
t̂
(k)
i , t

(k)
j

)
, where t̂(k)i and t

(k)
j denote the k-th attribute (as a text string)

of the i-th predicted and j-th GT object. This yields a similarity matrix S ∈ RN×M between the
N predicted and the M GT objects. We convert it into a cost matrix C = 1 − S, and solve the
assignment using the Hungarian algorithm: ϕ∗ = argminϕ

∑N
i=1 Ci,ϕ(i) = argmaxϕ

∑N
i=1 Si,ϕ(i),
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Figure 3: Visual Results with Selected VLMs. Gemini-2.5-pro demonstrates strong understanding of
object spatial positions and relative layouts. Grok-3 excels at modeling fine-grained details such as
material and color. Qwen2.5-VL-72B struggles in more complex scenarios.

where ϕ is a bijective mapping from the set of predicted object indices {1, . . . , N} to GT object
indices {1, . . . ,M}. To avoid spurious matches, we apply a similarity threshold τ and define the
final matching function as Match(i) = ϕ∗(i) if Si,ϕ∗(i) ≥ τ, and Match(i) = −1 if otherwise.

Per-Object Mask Evaluation To quantitatively assess the fidelity of each reconstructed object, we
employ the Segment Anything Model (SAM) [74] to extract instance-level segmentation masks in
a zero-shot manner. Specifically, we project the 3D center of each predicted object onto the image
plane to obtain a 2D point p̂2D, which serves as the prompt to SAM. The model then returns a
binary segmentation mask M̂i corresponding to the predicted object i. Similarly, we apply the same
procedure to the GT 3D object centers to extract ground-truth masks Mj via the same SAM-based
pipeline, ensuring consistent and unbiased mask generation.

4.3 Evaluation Metrics

To comprehensively evaluate the performance of VLMs on agentic inverse rendering and 3D scene
understanding, we propose a suite of evaluation metrics grouped into four major categories: Localiza-
tion, Visual Appearance, and Language-Aligned Semantics. This multi-faceted evaluation protocol
allows us to assess both geometric accuracy and semantic fidelity of the reconstructed scenes.

4.3.1 Localization

We evaluate object-level localization from four perspectives: geometric accuracy, object count
consistency, bounding box similarity and spatial relations. These metrics jointly assess how accurately
the model reconstructs spatial layouts in the scene.

Pixel Distance We compute the average ℓ2 distance between the 2D projected centers of generated
objects p̂i and their corresponding GT centers pj , after optimal bipartite matching. This quantifies
the geometric proximity between generated and GT object positions in image space.

Count Accuracy We evaluate the consistency of object enumeration by comparing the generated
object count with the GT number of objects.

BBox Edge Score To quantify the structural similarity between generated and GT bounding boxes,
we propose a center-to-edge distance-based metric. Given a predicted box b̂i = (x1, y1, x2, y2) and
the GT box bj , we first compute the distances from the box center to each of its four edges. These
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directional distances capture both the size and aspect ratio of the box. BBox Edge Score is then

formulated as sbbox(b̂i, bj) = 1 −
∑

k

∣∣∣d(i)
k −d

(j)
k

∣∣∣∑
k |d(j)

k |+ϵ
, where d

(i)
k and d

(j)
k represent the center-to-edge

distances for the generated and GT boxes along each direction k ∈ {left, right, top, bottom}, and ϵ is
added to prevent division by zero. This metric yields a score in the range [0, 1], where higher values
indicate greater similarity in both size and alignment.

Spatial Relations We measure how well the VLA recovers pairwise object relations like left of,
right of, in front of, and behind. Given the predicted 3D positions P̂3D, we derive relational
labels based on predefined geometric rules and compare them with GT {R(r)

i }. Relation Accuracy is
reported as the proportion of correctly predicted relations across all annotated object pairs.

4.3.2 Visual Appearance

Mask-level We evaluate the quality of generated segmentation masks M̂i obtained in Per-Object
Mask Evaluation by comparing them with GT masks Mj using Intersection-over-Union (IoU) and
DICE Score. These metrics capture spatial overlap and foreground prediction accuracy, respectively.

Semantic-level To evaluate the consistency of object-level semantic attributes, we convert both
predicted and GT properties (color, size, material, and shape) into textual descriptions. These are
embedded using the CLIP model, and cosine similarity is computed between the predicted and
reference embeddings. Attribute-wise scores are reported along with an Overall Appearance Score
obtained by averaging across all annotated attributes.

4.3.3 Language-Aligned Semantics

We use GPT-4o to assess perceptual quality and semantic coherence as LLM score. Both predicted
and GT scenes are JSON-serialized and presented to GPT-4o, which provides ratings from 0 to 5 in
three dimensions: 1) Object Appearance, correctness of color, shape, and material; 2) Scene Layout,
consistency of the spatial object arrangement with GT; 3) Overall Visual Quality, holistic realism and
semantic alignment of the entire scene. The evaluation prompt used is shown in Figure 7 (A).

5 Experiments
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Qwen2.5-VL-72B

Figure 4: Holistic comparison over 14 metrics.

In this section, we evaluate the agentic inverse
rendering capabilities of VLMs as they inter-
act with programming and rendering tools to
demonstrate their understanding by creating.

5.1 Benchmark Setup

Models We evaluate more than 20 state-of-the-
art VLMs, with diverse model sizes (from 2B
to 70B), architecture, and training paradigms.
Closed-source models include GPT-4o [2], GPT-
4.1 [75], GPT-4V [75], Gemini-2.0-Flash [76],
Gemini-2.5-Pro [76], Claude-3.5-Sonnet [3],
Claude-3.7-Sonnet [3], and Grok-3 [77]. Open
source models include DeepSeek-VL2 [78],
LLaVA-NeXT [79], LLaMA-3.2 [80], H2OVL [81], Phi-3.5-Vision [82], Pixtral [83], Aria [84],
Idefics [85], InternVL2.5 [86], InternVL3 [87], and Qwen2.5-VL [88].

Prompt Design We design a single-turn prompt that instructs VLM to extract geometric information
from a given image. The VLM predicts the attributes of each object, such as shape, size, position,
and material, based on a predefined output format, returning a structured JSON file. The intrinsic
and extrinsic parameters of the camera are fixed and cannot be inferred, ensuring a consistent
reconstruction of the scene (see Sec. 5.2.3 for details). The full prompt is provided in the appendix.
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Table 1: Evaluation of VLMs on IR3D-Bench. We report performance across key aspects of 3D
scene reconstruction from a single image. For each column, only the top three performances are
highlighted from dark (highest) to light (lowest).

Model Release
Layout & Localization Relation Instance Seg. CLIP Score LLM Score

Pix. Dist.↓ Count Acc↑ Bbox↑ Rel. Acc↑ IoU↑ Dice↑ Color↑ Size↑ Material↑ Shape↑ Overall↑ Obj App.↑ Layout↑ Overall↑

Latest Proprietary Models

Gemini-2.5-pro 2025-03 0.3791 1.00 0.45 0.55 0.11 0.18 96.12 97.00 99.50 99.75 93.08 2.96 2.05 2.62

Gemini-2.0-flash 2025-02 0.4291 0.99 0.37 0.46 0.08 0.13 96.59 97.67 99.41 99.92 94.97 2.99 2.08 2.72

Claude3.5-Sonnet 2024-10 0.5402 0.87 0.50 0.28 0.09 0.14 93.19 96.77 97.39 98.60 91.39 2.67 1.85 2.28

Claude-3.7-Sonnet 2025-02 0.5099 0.93 0.53 0.38 0.09 0.14 97.71 98.34 99.42 99.09 96.36 3.05 2.10 2.82

GPT-4.1 2025-04 0.4366 1.00 0.48 0.42 0.08 0.13 97.55 97.34 98.96 99.87 94.59 2.68 1.66 2.34

GPT-4o 2024-11 0.5528 0.94 0.29 0.30 0.07 0.11 96.70 98.36 98.66 99.88 94.22 2.90 1.94 2.52

grok-3 2024-12 0.4378 0.98 0.33 0.38 0.08 0.13 98.04 99.15 99.87 99.89 97.80 3.02 2.06 2.71

Open-source Models

DeepSeek-VL2 2024-12

× FailedLlama-3.2-11B-Vision 2024-09

H2OVL-Mississippi-2B 2024-10

LLaVA-NeXT 2025-01 0.6835 0.69 0.38 0.12 0.03 0.04 92.11 96.78 96.31 96.85 89.17 2.03 0.96 1.47

Mistral3 2025-01 0.4733 0.99 0.26 0.44 0.06 0.11 99.56 99.79 99.85 99.90 97.95 3.17 2.16 2.78

Phi-3.5-Vision 2024-07 0.6027 0.80 0.45 0.13 0.02 0.03 91.44 96.35 93.08 96.35 87.06 2.10 1.01 1.53

phi4_mm 2025-02 0.6192 0.92 0.32 0.21 0.03 0.05 94.82 93.16 96.02 99.58 92.63 2.59 1.49 2.04

Pixtral-12B 2024-11 0.4661 0.98 0.23 0.42 0.07 0.11 99.28 99.90 99.03 99.83 98.93 3.22 2.15 2.78

Aria 2024-11 0.5932 0.87 0.25 0.17 0.05 0.08 95.96 99.22 92.22 99.80 92.09 2.90 1.91 2.44

Idefics3-8B 2024-08 0.9100 0.97 0.11 0.18 0.03 0.06 98.35 99.83 95.35 99.98 96.97 3.14 1.79 2.48

InternVL2.5-8B 2024-11 0.9511 1.00 0.22 0.28 0.03 0.05 99.85 99.92 99.85 99.98 99.80 3.02 1.86 2.51

InternVL2.5-38B 2024-11 0.5233 1.00 0.23 0.38 0.07 0.11 99.79 99.98 100.00 100.00 99.86 3.26 2.17 2.83
InternVL3-8B 2025-04 0.5549 1.00 0.32 0.30 0.05 0.08 99.20 99.49 98.82 99.96 98.82 3.00 1.89 2.49

InternVL3-38B 2025-04 0.4560 1.00 0.18 0.42 0.07 0.13 99.15 99.98 100.00 100.00 99.47 3.25 2.22 2.89
Qwen2.5-VL-7B 2025-01 0.6537 0.96 0.40 0.30 0.04 0.06 98.21 99.60 99.71 99.86 96.89 3.04 1.95 2.55

Qwen2.5-VL-72B 2025-01 0.4082 1.00 0.21 0.39 0.08 0.13 99.86 99.98 99.99 99.98 99.80 3.24 2.20 3.02

GT ImageGemini-2.5-proRefine #1GPT-4o Refine #5 Refine #10

Figure 5: Qualitative results illustrating the effect of increasing refinement iterations on performance.
Starting from GPT-4o outputs, iterative refinements (#1, #5, #10) progressively improve alignment
with the GT. Gemini-2.5-pro results are also shown for comparison.

5.2 Experimental Results

General Trends As shown in Table 1, several models (DeepSeek-VL2 variants, LLaMA-3.2-11B-
Vision, H2OVL-Mississippi-2B) failed to produce valid outputs, indicating either insufficient 3D
understanding or incompatibility with the task format. Among those completing the benchmark,
most VLMs demonstrate strong recognition of object-level attributes (color, material, shape, size)
as indicated by high CLIP scores (GPT-4o: 0.98, Claude-3.7: 0.95); Pixel Distance is low (GPT-
4o: 0.0004, Gemini-2.5-pro: 0.0003), showing most models can well estimate the position of the
object center. However, their spatial understanding between objects is notably weaker. Size-related
metrics such as IoU and DICE are low (IoU: GPT-4o: 0.43, Claude-3.7: 0.40), indicating difficulty
in estimating object scale and boundaries; Relational Accuracy, which captures reasoning over
inter-object spatial relations, is below 0.3 for most models (GPT-4o: 0.28, Gemini: 0.26), showing
persistent errors in understanding relative positions, proximity, and containment. Together, these
results suggest that while VLMs can describe what is in the scene and how it looks, they still struggle
to understand where things are and how they relate in structured 3D space.
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Predicted the attributes 
of all objects in the 
given image. ...
...

Please output **only** a 
valid JSON object, ...
```json
{

"camera": {
// --- CRITICAL: Use 

these FIXED values for the 
camera ---

"name": "MainCamera",
"location": [0.0, -

10.0, 5.0],
    ...

(1) No fine-grained task description

(A) The Designed Prompt and Expected Output

Camera Position

Material Attribute

Spatial Layout

"name": "gray large metal cylinder",
"location": [-3.0, 3.5, 1.5],
"rotation_euler": [0.0, 0.0, 0.0],
"size_params": {

"radius": 1.0,
"depth": 3.0

},
"material": {

"name": "GrayMetal",
"base_color": [0.6, 0.6, 0.6, 1.0],
"metallic": 1.0,
"roughness": 0.2

...

Wrong Object count and values

Please output only a valid 
JSON object, ...
```json
{

"camera": {
// --- CRITICAL: Use 

these FIXED values for the 
camera ---

"name": "MainCamera",
"location": [0.0, -

10.0, 5.0],
...    
// --- Do NOT estimate 

camera parameters ---},
"objects": [
...

(2) No using fixed camera parameters

"camera": {
"name": "MainCamera",
"location": [0.0, -10.0, 5.0],
"rotation_euler": [90.0, 0.0, 0.0],},

"objects": [
{

"name": "silver large metal 
cylinder",

"location": [-4.0, 0.0, 1.25],
"rotation_euler": [0.0, 0.0, 0.0],
"size_params": {

"radius": 1.25,
        ...

Obj & Cam Position Mismatch  

"objects": [{
“name”: 

“descriptive_name_string”, 
// Descriptive name...},

"material": {
“name”: 

“MaterialNameString”,    
// Material name ...

...} // ... 
Potentially multiple 
object entries ...

Analysis Guidelines and 
Notes:

(3) No providing output format template

"objects": [
{
"name": "Metal Cylinder",
"type": "Cylinder",
"size": [1.5, 1.5, 3],
"location": [-4, 2, 1.5],
"rotation": [0, 0, 0],
"material": {

"name": "Metal",
"color": [0.5, 0.5, 0.5],
"specular": 0.8,
"roughness": 0.1

...

Unknown and Missed Attributes 

Please output only a valid 
JSON object, 
...

Analysis Guidelines and 
Notes:
1.  **Camera:** **Do not 
estimate camera 
parameters.** Use the ...
2.  **Lighting:** Observe 
the shadow direction 
and ...
3.  **Objects:**

...

(4) No providing analysis guidelines

{
"name": "YellowCylinder",
"location": [ -1.0, -0.5, 0.5 ],
"rotation_euler": [ 0.0, 0.0, 0.0 ],
"size_params": {

"radius": 0.3,
"depth": 1.0

},
"material": {

"name": "YellowMaterial",
"base_color": [ 1.0, 1.0, 0.0, 1.0 

],
"metallic": 0.1,
"roughness": 0.5

Missed Size and Material Name

(B) Ablation of Trying Different Prompts and the Corresponding Outputs

User LLM

<image>     </image> Please carefully analyze the provided 
image, identifying all major geometric objects, their 
properties, and the scene‘s lighting setup ...

Please output only a valid JSON object, ...
```json
{
"camera": {
// --- CRITICAL: Use these FIXED values for the camera 

---
"name": "MainCamera",
"location": [0.0, -10.0, 5.0],

    ...
// --- Do NOT estimate camera parameters ---

},
   "objects": [

{
“name”: “descriptive_name_string”, // Descriptive 

name...},
"material": {
“name”: “MaterialNameString”,    // Material 

name ...
        ...

}
// ... Potentially multiple object entries ...

    

"camera": {
"name": "MainCamera",
"location": [0.0, -10.0, 5.0],
"rotation_euler": [65.0, 0.0, 0.0],
"lens": 50.0,
"sensor_width": 36.0,
"sensor_height": 36.0,
"clip_start": 0.1,
“clip_end”: 100.0 },

"objects": [{
"name": "gray large metal cylinder",
"location": [-3.0, 1.0, 1.0],
"rotation_euler": [0.0, 0.0, 0.0],
"size_params": {

"radius": 1.0,
"depth": 2.0

},
"material": {

"name": "GrayMetal",
"base_color": [0.5, 0.5, 0.5, 

1.0],
"metallic": 1.0,
"roughness": 0.3

} ...

Analysis Guidelines and Notes:
1.  Camera:Do not estimate camera parameters. Use the ...
2.  Lighting:Observe the shadow direction and ...
3.  Objects:

* Identification: ...
...

    

Figure 7: Prompt Design and Error Analysis. (A) Inverse rendering prompt includes structured
format, fixed camera, and attribute guidelines. (B) Ablation of prompt components reveals distinct
failure modes, highlighting the importance of precise prompt engineering.

Model-specific Analysis We conduct an in-depth analysis on two VLMs, Gemini-2.5-pro and Qwen-
VL-2.5, which are representative of two paradigms (high-end proprietary model v.s. open-source
model). Gemini-2.5-pro is consistently strong across all evaluated dimensions. With a CLIP score of
0.97, it shows precise recognition of object-level appearance (color, shape, and material). In terms of
spatial reasoning, it achieves an IoU of 0.41 and a DICE score of 0.55, showing reliable estimation
of object size and extent. Its Pixel Distance is low at 0.29, reflecting accurate object localization,
while Relational Accuracy reaches 0.26, among the highest in our benchmark. These results suggest
that Gemini-2.5-pro not only recognizes what is present in a scene, but also exhibits a measurable
capacity to infer where objects are and how they are spatially organized. In contrast, Qwen-VL-2.5,
as a leading open-source alternative, performs reasonably well in appearance-related tasks with a
CLIP score of 0.89. However, its spatial understanding remains limited. The model records a Pixel
Distance of 0.42 and low IoU and DICE scores of 0.28 and 0.36, which indicate difficulties in precise
object localization and shape reconstruction. Its Relational Accuracy is 0.18, suggesting substantial
challenges in modeling inter-object spatial relationships. Still, it shows consistent recognition of
object categories and general scene layout, which points to a solid foundation for future improvements.
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Figure 6: Understanding scales with more refinements.

Iterative Refinements We examine if
agentic inverse rendering can improve with
iterative reasoning and self-correction, us-
ing GPT-4o as the backbone VLM (prompt
design detailed in Appendix Tab. 4). At
each refinement step, the VLA sees the
GT image, the previous rendering, and the
JSON scene description. We apply ten re-
finement iterations, and some renderings
are shown in Figure 5. As the number of
refinement steps increases, we observe consistent improvements in object spatial alignment, color
fidelity, and scale accuracy. After ten iterations, the output quality becomes comparable to that of
Gemini-2.5-pro. Figure 6 confirms this trend in quantitative metrics: pixel distance decreases while
bounding box scores increase as we scale refinement iterations, suggesting that the model’s scene
understanding improves after refinement.

Impact of Prompt Design We conduct ablation studies on four key components of our prompt:
(1) task decomposition and clarification, (2) fixed camera parameters, (3) structured output format,
and (4) detailed attribute guidelines. Figure 7 (B) shows that removing any component leads to
failure cases. Task decomposition helps the model understand complex instructions and accurately
determine object count. Fixed camera ensures consistent object orientation and spatial alignment.
A structured output format guides the model to produce valid and complete JSON results. Clear
attribute guidelines improve the accuracy of size, shape, and material predictions.

6 Conclusion

IR3D-Bench redefines VLM scene understanding through agentic inverse rendering, challenging
VLAs to reconstruct 3D scenes from 2D images via automatic tool-use. Our experiments find that

9



current VLMs grasp high-level object attributes and tool-use abilities, but struggle with precise spatial
control. We found that iterative refinement and careful prompt design can improve reconstruction
quality, providing guidance for future VLM research. With IR3D-Bench, we provide the community
with a systematic framework to measure progress of VLM scene understanding, moving beyond
passive observation to agentic understanding-by-creating.

References
[1] Bo Li, Yuanhan Zhang, Dong Guo, Renrui Zhang, Feng Li, Hao Zhang, Kaichen Zhang, Yanwei

Li, Ziwei Liu, and Chunyuan Li. Llava-onevision: Easy visual task transfer. arXiv preprint
arXiv:2408.03326, 2024.

[2] OpenAI et al. GPT-4o System Card. arXiv:2410.21276, 2024.

[3] Anthropic. The Claude 3 Model Family: Opus, Sonnet, Haiku. https://www.anthropic.
com/news/claude-3-family.

[4] Gemini Team, Rohan Anil, Sebastian Borgeaud, Jean-Baptiste Alayrac, Jiahui Yu, Radu Soricut,
Johan Schalkwyk, Andrew M Dai, Anja Hauth, Katie Millican, et al. Gemini: a family of highly
capable multimodal models. arXiv preprint arXiv:2312.11805, 2023.

[5] Shuai Bai, Keqin Chen, Xuejing Liu, Jialin Wang, Wenbin Ge, Sibo Song, Kai Dang, Peng Wang,
Shijie Wang, Jun Tang, et al. Qwen2. 5-vl technical report. arXiv preprint arXiv:2502.13923,
2025.

[6] Zhe Chen, Jiannan Wu, Wenhai Wang, Weijie Su, Guo Chen, Sen Xing, Muyan Zhong, Qinglong
Zhang, Xizhou Zhu, Lewei Lu, et al. Internvl: Scaling up vision foundation models and aligning
for generic visual-linguistic tasks. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 24185–24198, 2024.

[7] Richard Langton Gregory. Perceptions as hypotheses. Philosophical Transactions of the Royal
Society of London. B, Biological Sciences, 290(1038):181–197, 1980.

[8] Alan L. Yuille and Daniel Kersten. Vision as bayesian inference: analysis by synthesis? Trends
in Cognitive Sciences, 10:301–308, 2006.

[9] Ilker Yildirim, Tejas D Kulkarni, Winrich A Freiwald, and Joshua B Tenenbaum. Efficient
and robust analysis-by-synthesis in vision: A computational framework, behavioral tests, and
modeling neuronal representations. In Annual Conference of the Cognitive Science Society,
2015.

[10] Thomas G. Bever and David Poeppel. Analysis by synthesis: A (re-)emerging program of
research for language and vision. Biolinguistics, 2010.

[11] Timo Schick, Jane Dwivedi-Yu, Roberto Dessì, Roberta Raileanu, Maria Lomeli, Eric Hambro,
Luke Zettlemoyer, Nicola Cancedda, and Thomas Scialom. Toolformer: Language models can
teach themselves to use tools. Advances in Neural Information Processing Systems, 36:68539–
68551, 2023.

[12] Tanmay Gupta and Aniruddha Kembhavi. Visual programming: Compositional visual reasoning
without training. 2023 IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), pages 14953–14962, 2022.

[13] Didac Suris, Sachit Menon, and Carl Vondrick. Vipergpt: Visual inference via python execution
for reasoning. 2023 IEEE/CVF International Conference on Computer Vision (ICCV), pages
11854–11864, 2023.

[14] Shishir G Patil, Tianjun Zhang, Xin Wang, and Joseph E Gonzalez. Gorilla: Large language
model connected with massive apis. Advances in Neural Information Processing Systems,
37:126544–126565, 2024.

[15] Blender Online Community. Blender - a 3D modelling and rendering package, 2016.

[16] Model Context Protocol. https://github.com/modelcontextprotocol, 2024.

10

https://www.anthropic.com/news/claude-3-family
https://www.anthropic.com/news/claude-3-family
https://github.com/modelcontextprotocol


[17] Siddharth Ahuja. Blendermcp. https://github.com/ahujasid/blender-mcp, 2025.

[18] Abhishek Das, Samyak Datta, Georgia Gkioxari, Stefan Lee, Devi Parikh, and Dhruv Batra.
Embodied question answering. In Proceedings of the IEEE conference on computer vision and
pattern recognition, pages 1–10, 2018.

[19] Licheng Yu, Xinlei Chen, Georgia Gkioxari, Mohit Bansal, Tamara L Berg, and Dhruv Batra.
Multi-target embodied question answering. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 6309–6318, 2019.

[20] Yining Hong, Chunru Lin, Yilun Du, Zhenfang Chen, Joshua B Tenenbaum, and Chuang Gan.
3d concept learning and reasoning from multi-view images. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pages 9202–9212, 2023.

[21] Chan Hee Song, Jihyung Kil, Tai-Yu Pan, Brian M Sadler, Wei-Lun Chao, and Yu Su. One step
at a time: Long-horizon vision-and-language navigation with milestones. In Proceedings of the
IEEE/CVF conference on computer vision and pattern recognition, pages 15482–15491, 2022.

[22] Alessandro Suglia, Qiaozi Gao, Jesse Thomason, Govind Thattai, and Gaurav Sukhatme.
Embodied bert: A transformer model for embodied, language-guided visual task completion.
arXiv preprint arXiv:2108.04927, 2021.

[23] Justin Johnson, Bharath Hariharan, Laurens Van Der Maaten, Li Fei-Fei, C Lawrence Zitnick,
and Ross Girshick. Clevr: A diagnostic dataset for compositional language and elementary
visual reasoning. In Proceedings of the IEEE conference on computer vision and pattern
recognition, pages 2901–2910, 2017.

[24] Harry G. Barrow and Jay M. Tenenbaum. Recovering intrinsic scene characteristics from
images. In Computer Vision Systems, 1978.

[25] Shichen Liu, Tianye Li, Weikai Chen, and Hao Li. Soft rasterizer: A differentiable renderer
for image-based 3d reasoning. In Proceedings of the IEEE/CVF international conference on
computer vision, pages 7708–7717, 2019.

[26] Yuanming Hu, Luke Anderson, Tzu-Mao Li, Qi Sun, Nathan A. Carr, Jonathan Ragan-Kelley,
and Frédo Durand. Difftaichi: Differentiable programming for physical simulation. Interna-
tional Conference on Learning Representations (ICLR), 2020.
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1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction sections offer a comprehensive discussion of the
manuscript’s context, intuition, and ambitions, as well as its contributions.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The limitations of the work are discussed by authors at the end of the paper
also in the appendix of the paper.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.
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• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: For each theoretical result, the paper provides the full set of assumptions and a
complete (and correct) proof.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The pipeline of the methods and the details of experiments are presented with
corresponding reproducible credentials.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
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dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All utilized data are sourced from open-access platforms. The code will be
made publicly available. The link of the code is also submitted.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so "No" is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
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Justification: The pipeline of the methods and the details of experiments are presented with
corresponding reproducible credentials.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: The results contain the standard deviation of the results over several random
runs.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The details of experiments are presented with corresponding reproducible
credentials.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
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Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the paper conforms with the NeurIPS Code of
Ethics
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: This work promotes the development of vision-language agents capable of
deeper scene understanding, with positive applications in robotics, education, and assistive
technologies. However, it also poses potential risks, such as misuse for surveillance, privacy
invasion, or synthetic scene manipulation. The authors mitigate these concerns by using
synthetic datasets (e.g., CLEVR) and recommending safeguards like usage restrictions and
safety filters for released models.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [Yes]
Justification: Released models that have a high risk for misuse or dual-use should be released
with necessary safeguards to allow for controlled use of the model, by requiring that users
adhere to usage guidelines or restrictions to access the model or implementing safety filters.
Guidelines:
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• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The original owners of assets, including data and models, used in the paper,
are properly credited and are the license and terms of use explicitly mentioned and properly
respected.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The new assets introduced in the paper are well documented and provided
alongside the assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: The answer NA means that the paper does not involve crowdsourcing nor
research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The answer NA means that the paper does not involve crowdsourcing nor
research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: The paper involves the use of large language models (LLMs) as vision-language
agents (VLAs) that interact with rendering tools (e.g., Blender) to perform agentic inverse
rendering. This constitutes an component of the methodology. Therefore, LLM usage is
clearly described in the experimental setup, including which models were used, how they
were prompted, and how their outputs were evaluated.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Experiment Setup Details

A.1 Implement Details

Setup To ensure consistency across models with reasoning capabilities, such as GPT-4o [89] and
Grok-3 [77] etc, which often generate intermediate "thought" steps or chain-of-thought reasoning,
we discard all non-structured outputs during inference. We extract only the final JSON-formatted
response that conforms to our predefined schema. In designing the evaluation metrics, we intentionally
ignore lighting-related attributes (shading and brightness) since these aspects are not explicitly
modeled by the agents and often introduce high variability. Moreover, accurately recovering lighting
conditions from a single image is inherently ambiguous, even for human annotators, making it an
unrealistic expectation for current VLMs. Thus, we focus evaluation on geometry and semantics,
rather than photometric fidelity. Additionally, we observe that most models output zero object rotation
by default; hence, we omit rotation from evaluation to simplify the task and focus on more meaningful
aspects of spatial understanding. In this paper, we evaluate all models on a representative subset of
the CLEVR dataset’s validation split, containing 1,500 image–scene pairs with GT annotations.

Json Correction We incorporate two levels of correction in the IR3D-Bench pipeline to make
the proposed pipeline robust: Rule-based correction: We apply structural validation using regular
expressions and syntax normalization to fix common JSON formatting issues (e.g., missing brackets,
misplaced commas, incorrect types). LLM-based correction: We further use a secondary LLM (GPT-
4o in our experiments) to correct formatting errors while preserving semantics. This significantly
improves the consistency of parsed outputs.

A.2 Task prompt

Design of Inverse Rendering Prompt The complete prompt used for inverse rendering is presented
in Table 2. Given an input image, the vision-language model is instructed to extract scene-level
geometry, material properties, and lighting parameters, and to output the results in a strict JSON
format. This structured output is then parsed and used to reconstruct the 3D scene within Blender [15].
The prompt is carefully designed to ensure consistency, reproducibility, and compatibility with
downstream scene synthesis workflows.

Design of LLM Score Prompt The complete prompt used to elicit LLM-based evaluations of
reconstructed 3D scenes is detailed in Table 3. This prompt instructs the LLM to compare a predicted
scene description against a ground-truth JSON, and to assign scores across multiple dimensions of
fidelity and accuracy. The evaluation process is fully self-contained, requiring the model to analyze
only the provided JSON content without recourse to external assumptions. Scores are returned in a
structured JSON format, with each score accompanied by a concise justification referencing specific
attributes or spatial discrepancies.

Design of Refinement Prompt The complete prompt used for refining the scene description based
on prior outputs is presented in Table 4. This prompt instructs the LLM to revise the predicted JSON
scene by leveraging both the ground-truth image and the rendered image from the current JSON, under
a fixed camera setup. The objective is to produce a refined scene JSON that is visually and spatially
aligned with the ground-truth reference, in terms of object layout, attributes, and relationships. LLM
is required to output a valid JSON object conforming to a strict schema (the same as the inverse
rendering prompt), with no additional text, ensuring consistency and interpretability for downstream
evaluation.

B More Experimental Results

B.1 More Visual Results

We present additional qualitative comparisons in Figure 8. Among all models, Gemini-2.5 Pro [76]
achieves the most faithful reconstructions in terms of geometry, spatial layout, and material appear-
ance. Grok-3 [77] shows competitive performance in recovering fine material details, though with
minor spatial inconsistencies. In contrast, models such as Mistral-3 [90], InternVL-Chat-3B [87],

22



Table 2: Prompt for Inverse Rendering

3D Inverse Rendering Prompt Specification
#1 Task Description

Please carefully analyze the provided image, identifying all major geometric objects, their properties,
and the scene’s lighting setup. Your task is to extract object and lighting information and return the
result strictly following the JSON format specified below. The Camera parameters are fixed and should
be used as provided in the JSON structure. This JSON will be used by a Python script to reconstruct
the scene in Blender.

#2 Output Format Requirements
• Please output **only** a valid JSON object, without any additional explanations, comments, or code
block markers (like “‘json ...”’). The JSON object must adhere to the following structure:

"camera": {
// --- CRITICAL: Use these FIXED values for the camera ---
"name": "MainCamera", "location": [0.0, -10.0, 5.0], "lens": 50.0,
"rotation_euler": [65.0, 0.0, 0.0], // Provided in degrees
"sensor_width": 36.0, "sensor_height": 36.0, "clip_start": 0.1, "clip_end": 100.0
// --- Do NOT estimate camera parameters ---

},

"lighting": {
"sun_energy": float, // Estimated sun light intensity (e.g., between 2.0 and 5.0)
"sun_rotation_euler_degrees": [float, float, float], // Rotation angles [X, Y, Z]
"environment_color": [float, float, float, float], // RGBA, e.g., [0.8, 0.8, 0.8, 1.0]
"environment_strength": float // Light strength, e.g., between 1.0 and 1.5

},

"objects": [
{
"name": "descriptive_name_string", // e.g., "green large metal cylinder"
"location": [float, float, float], // [X, Y, Z]
"rotation_euler": [float, float, float], // Usually [0, 0, 0]
"size_params": {
// One of the following based on shape:
// "size": float // If ’cube’
// "radius": float, "depth": float // If ’cylinder’
// "radius": float // If ’sphere’

},
"material": {
"name": "MaterialNameString", // e.g., "GreenMetal"
"base_color": [float, float, float, float], // [R, G, B, A]
"metallic": float, // Between 0.0 and 1.0
"roughness": float // Between 0.0 and 1.0

}
} // ... Potentially multiple object entries ...

]

#3 Object Analysis Guidelines:
• Identification: Find all clearly visible, primary geometric objects in the image.
• Name (name): Use the format "color size material shape", e.g., "blue large rubber
cube".

• Location (location): Estimate the object’s center position as [X, Y, Z]. Assume the ground is at
Z = 0, and Z is usually half the object’s height. Estimate X and Y based on the object’s left-right
and front-back position in the image.

• Rotation (rotation_euler): For CLEVR-style images, objects are usually upright. Use [0.0, 0.0,
0.0] unless there is visual evidence to the contrary.

• Size Parameters (size_params): Based on the object shape, include:
– cube: "size": float (estimated edge length)
– cylinder: "radius": float, "depth": float (estimated base radius and height)
– sphere: "radius": float (estimated radius)

Estimate all size values visually relative to other objects in the image.
• Material (material):

– name: Generate a concise material name, e.g., "GreenMetal". Reuse the same name for
identical materials across objects.

– base_color: RGBA color in format [R, G, B, A], where values are between 0.0 and 1.0.
– metallic: Use 1.0 for metallic surfaces, 0.0 for non-metal surfaces.
– roughness: Estimate based on surface appearance — smooth/mirror-like surfaces have low

roughness (near 0.0), matte/dull surfaces have high roughness (near 1.0).
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Table 3: Evaluation Prompt for Scoring 3D Sene Json

3D Scene JSON Description Evaluator Prompt
#1 Role and Task

You are an AI evaluator specializing in 3D scene descriptions. Your task is to compare a
Predicted JSON scene description with a Ground Truth (GT) JSON and evaluate the
accuracy and consistency of the predicted scene.

#2 Instructions
• The Predicted JSON will be provided first.
• The GT JSON will follow.
• Focus only on the data in the JSONs — no external visual interpretation or assumptions.
• Acknowledge and account for structural differences across JSONs.
• Your output must be a single valid JSON object following the format below — no other
text or explanations.

#3 Scoring Scale (Per Dimension)
• 5: Excellent — Highly accurate and consistent
• 4: Good — Mostly accurate, minor discrepancies
• 3: Fair — Captures core ideas but with noticeable issues
• 2: Poor — Significant inaccuracies
• 1: Very Poor — Major incorrect aspects
• 0: Completely Incorrect or Missing

#4 Evaluation Dimensions
1 GPT4.1-JSON Object Appearance Fidelity

Focus: Can plausible object matches be found? How accurate are the predicted attributes
vs GT?
• Match predicted name (color/size/material/shape) with GT attributes.
• Compare predicted material fields (e.g., metallic) with GT material category.
• Compare predicted size_params to size descriptors like "small"/"large".
Score reflects object match quality and attribute-level accuracy.

2 GPT4.1-JSON Scene Layout Accuracy
Focus: For matched objects, how close are predicted location values to GT 3d_coords?
Score reflects 3D spatial alignment accuracy.

3 GPT4.1-JSON Overall Visual Quality & Similarity
Focus: Holistic assessment of how well the predicted JSON matches the GT.
• Consider object count, attributes, locations.
• Identify any major inconsistencies within the predicted data.
Score reflects overall scene description quality.

#5 Expected Output Format (After receiving both JSONs)

json
{

"GPT4_1_JSON_Object_Appearance_Fidelity": {
"score": <integer 0-5>,
"justification": "<string explanation of matching success and attribute accuracy,
noting structural differences and specific examples>"

},
"GPT4_1_JSON_Scene_Layout_Accuracy": {
"score": <integer 0-5>,
"justification": "<string qualitative assessment of the similarity between predicted
locations and GT 3d_coords for matched objects>"

},
"GPT4_1_JSON_Overall_Visual_Quality_and_Similarity": {
"score": <integer 0-5>,
"justification": "<string explanation for the overall data accuracy score>"

}
}
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Table 4: Structured refinement prompt for 3D scene JSON correction based on GT and predicted
image comparison.

Refinement Prompt Based on GT and Predicted Images
#1 Inputs

• GT Image: Ground truth image of the scene (accurate reference).
• Pred Image: Rendered image from the current JSON scene.
• Current JSON: Scene description generated from the predicted image.

#2 Refinement Goals
• Objective: Refine the parameters of all objects in a 3D scene JSON to closely match
a provided ground truth (GT) image, under a fixed camera setup. NOTICE: The refined
attributes of all objects in the refined json file should not be all the same as the input json
file.
Goal: Achieve a refined scene JSON whose rendered image (with the fixed camera) is
visually and spatially consistent with the GT image, in terms of object count, placement,
size, shape, material, and inter-object relationships.

#3 Constraints
• All changes must be grounded in visual evidence from GT vs Pred and metric feedback.
• The final output must be a valid JSON object that strictly follows the original schema.
• Output only the JSON object — no extra explanation, comments, or formatting.

#4 Output Format Requirements
• Please output only a valid JSON object, without any additional explanations, comments, or
code block markers (like json ... ). The JSON object must adhere to the following structure:
• Camera format:
"camera": {
// --- CRITICAL: Use these FIXED values for the camera ---
"name": "MainCamera", "location": [0.0, -10.0, 5.0], "lens": 50.0,
"rotation_euler": [65.0, 0.0, 0.0], // Provided in degrees
"sensor_width": 36.0, "sensor_height": 36.0, "clip_start": 0.1, "clip_end": 100.0
// --- Do NOT estimate camera parameters ---

},

• Lighting format:
"lighting": {
"sun_energy": float, // Estimated sun light intensity (e.g., between 2.0 and 5.0)
"sun_rotation_euler_degrees": [float, float, float], // Rotation angles [X, Y, Z]
"environment_color": [float, float, float, float], // RGBA, e.g., [0.8, 0.8, 0.8, 1.0]
"environment_strength": float // Light strength, e.g., between 1.0 and 1.5

},

• Objects format:
"objects": [
// --- CRITICAL: Refine the parameters of each object ---
{
"name": "descriptive_name_string", // e.g., "green large metal cylinder"
"location": [float, float, float], // [X, Y, Z]
"rotation_euler": [float, float, float], // Usually [0, 0, 0]
"size_params": {
// One of the following based on shape:
// "size": float // If ’cube’
// "radius": float, "depth": float // If ’cylinder’
// "radius": float // If ’sphere’

},
"material": {
"name": "MaterialNameString", // e.g., "GreenMetal"
"base_color": [float, float, float, float], // [R, G, B, A]
"metallic": float, // Between 0.0 and 1.0
"roughness": float // Between 0.0 and 1.0

}
} // ... Potentially multiple object entries ...

]
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Figure 8: More Visual Results with Selected VLMs on IR3D-Bench

Qwen2-5LVL-72B [88], and Claude-3-7 [3] often exhibit noticeable errors in object positioning and
material prediction, leading to spatial misalignments, incorrect relative depths, and inconsistencies in
color or reflectance. These observations further highlight the strengths of Gemini-2.5 Pro in holistic
scene understanding.

B.2 Impact of Prompt Design

To quantitatively assess the contribution of different prompt components, we perform ablation studies
on four key elements: structured output format, fixed camera configuration, task decomposition, and
attribute specification. We use GPT-4o [89] as the VLA for conducting these experiments. As shown
in Table 5, the full prompt achieves the best overall performance across almost all evaluation metrics,
with a total Pixel Distance of 0.5528 and DICE score 0.11. Removing the structured format results
in outputs lacking essential attributes required for rendering, thereby making it fail to render and
compute downstream reconstruction metrics. This highlights the critical role of structured prompts in
constraining the output space and ensuring syntactic and semantic completeness. Eliminating the
fixed camera setup results in worsened spatial consistency, particularly evident in reduced shape
accuracy (99.14 vs. 99.88) and a lower layout score (1.91 vs. 1.94). Without task decomposition
and clarification, the model struggles with compositional reasoning, leading to a drop in object count
accuracy (0.91 vs. 0.94) and Pixel Distance (0.7156 vs. 0.5528). Finally, omitting attribute guidelines
significantly impacts fine-grained predictions, notably reducing material accuracy (97.59 vs. 98.66)
and object-level score (2.73 vs. 2.90). These results empirically validate that each prompt component
plays a critical role in guiding the VLM toward faithful and consistent scene reconstruction.
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Table 5: Quantitative results of models with various prompt designs on IR3D-Bench. We report
performance across key aspects of 3D scene reconstruction from a single image.

Models
Layout & Localization Relation Instance Seg. CLIP Score LLM Score

Pix. Dist.↓ Count ACC↑ Bbox↑ Rel. ACC↑ IOU↑ DICE↑ Color↑ Size↑ Material↑ Shape↑ Overall↑ Obj↑ Layout↑ Overall↑

w.o. Given Format - - - - - - - - - - - - - -

w.o. Given Camera 0.7156 0.94 0.06 0.24 0.02 0.03 96.57 97.58 98.02 99.59 93.46 2.69 1.91 2.38

w.o. Task Analysis 0.6718 0.91 0.27 0.28 0.06 0.09 97.01 97.53 97.79 99.14 93.65 2.84 2.05 2.31

w.o. Attribute Guides 0.5891 0.94 0.26 0.27 0.07 0.1 97.15 98.15 97.59 99.59 94.03 2.73 1.85 2.01

GPT-4o 0.5528 0.94 0.29 0.3 0.07 0.11 96.7 98.36 98.66 99.88 94.22 2.9 1.94 2.52

(A) Llama-3.2-11B-Vision

"objects": [
{
"name": "green large rubber cube",
"location": [0.0, 0.0, 0.0],
"rotation_euler": [0.0, 0.0, 0.0],
“size_params”: { “size”: 1.0 },
"material": {
"name": "GreenRubber",
"base_color": [0.0, 1.0, 0.0, 1.0],
"metallic": 0.0,
"roughness": 1.0

}
},
{
"name": "gold small metal sphere",
"location": [0.0, 0.0, 0.0],
"rotation_euler": [0.0, 0.0, 0.0],
“size_params”: {“radius”: 0.5 },
"material": {
"name": "GoldMetal",
"base_color": [0.8, 0.8, 0.0, 1.0],
"metallic": 1.0,
"roughness": 0.0

}
},
{
"name": "purple large metal sphere",
"location": [0.0, 0.0, 0.0],
"rotation_euler": [0.0, 0.0, 0.0],
"size_params": {"radius": 1.0},
"material": {
"name": "PurpleMetal",
"base_color": [0.0, 0.0, 1.0, 1.0],
"metallic": 1.0,
"roughness": 0.0

}
}

]
}
**Note:** The provided example output is a 
sample, not the actual output. Please ensure 
your output follows the exact format and 
structure specified in the JSON template. The 
example output is for illustration purposes only. 
Please do not copy it verbatim. Your output 
should be unique and based on your analysis of 
the image. 

(B) DeepSeek-VL2-tiny

```json
{
"camera": {
"name": "MainCamera",
"location": [0.0, -10.0, 5.0],
"rotation_euler": [65.0, 0.0, 0.0],
"lens": 50.0,
"sensor_width": 36.0,
"sensor_height": 36.0,
"clip_start": 0.1,
"clip_end": 100.0

},
"lighting": {
"sun_energy": float,
"sun_rotation_euler_degrees": [float, float, 

float],
"environment_color": [float, float, float, float],
"environment_strength": float

},
"objects": [
{
"name": "descriptive_name_string",
"location": [float, float, float],
"rotation_euler": [float, float, float],
"size_params": {
"size": float,
"radius": float,
"radius": float,
"radius": float

},
"material": {
"name": "MaterialNameString",
"base_color": [float, float, float, float],
"metallic": float,
"roughness": float

}
}

]
}
```<｜end▁of▁sentence｜>

(C) DeepSeek-VL2-small

```json
{
"camera": {
"name": "Main": "Main",
"location": [0.0.0,
"rotation_euler": [65.0.0.0.0, 0.0,
"lens": 5.0,
"sensor_width": 3.0.0.0,
"height": 3.0.0.0.0,
"clip_start": 0.0.0.0,
"end": 10.0.00.0

},
"lighting": {
"sun_e": "sun",
"energy": 2.0.0,
"rotation_rotation_euler": [0.0.0, 0.0.0, 0.0.0,
"environment_color": 

[0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0
.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0
.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0
.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0
.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0
.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
0.0.0.0.0.0.0.0.000.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0
.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0
.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0
.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.
0.0.0.0.0

(D) H2OVL-Mississippi-2B

{
"camera": {

"name": "MainCamera",
"location": [0.0, -10.0, 5.0],
"rotation_euler": [65.0, 0.0, 0.0],
"lens": 50.0,
"sensor_width": 36.0,
"sensor_height": 36.0,
"clip_start": 0.1,
"clip_end": 100.0

},
"lighting": {

"sun_energy": 2.0,
"sun_rotation_euler_degrees": [0.0, 0.0, 0.0],
"environment_color": [0.8, 0.8, 0.8, 1.0],
"environment_strength": 1.5

},
"objects": [

{
"name": "descriptive_name_string",
"location": [0.0, -10.0, 5.0],
"rotation_euler": [0.0, 0.0, 0.0],
"size_params": {

"size": 1.0,
"radius": 0.5,
"depth": 0.5,
"material": "metal",
"color": [0.8, 0.8, 0.8, 1.0],
"metallic": 1.0,
"roughness": 0.0

}
},
{

"name": "descriptive_name_string",
"location": [0.0, -10.0, 5.0],
"rotation_euler": [0.0, 0.0, 0.0],
"size_params": {

"size": 1.0,
"radius": 0.5,
"depth": 0.5,
"material": "metal",
"color": [0.8, 0.8, 0.8, 1.0],
"metallic": 1.0,
"roughness": 0.0

}
},
… (all the same structure and value)]

}

Figure 9: Failure output of selected models on IR3D-Bench

B.3 Analysis of Failure Cases

Among the evaluated models, LLaMA-3.2-11B-Vision [80], DeepSeek-VL2 [78] (tiny and small
version), and H2OVL-Mississippi-2B [81] represent clear failure cases on IR3D-Bench. Despite the
general success of many models, these models consistently fail to produce valid outputs suitable
for inverse rendering. As illustrated in Figure 9, LLaMA-3.2-11B-Vision repeatedly emits a static
template across all test cases, with identical object attributes and all object locations fixed at (0, 0, 0),
rendering the outputs semantically meaningless and non-renderable. DeepSeek-VL2-tiny directly
copies the JSON template, including placeholders such as [float, float, float], without
generating any instance-specific values. Similarly, DeepSeek-VL2-small fails to populate essential
fields, instead outputting large arrays of zeros without assigning any object-level attributes. H2OVL-
Mississippi-2B generates multiple objects, but with identical and repetitive attributes across all
instances, suggesting template replication without true scene interpretation. In all these cases, the lack
of structurally valid and semantically grounded output prevents rendering and quantitative evaluation,
highlighting the importance of model understanding and prompt grounding in 3D scene tasks.

C Further Analysis

C.1 Limitation

While IR3D-Bench offers a novel lens to evaluate vision-language models (VLMs) through agentic
inverse rendering, several limitations remain. First, the benchmark is constructed on the CLEVR
dataset, which contains synthetic scenes with clean geometry and controlled semantics. While
this design enables precise evaluation, it lacks the visual richness and noise inherent in real-world
data. We intentionally refrain from using real-world datasets at this stage because most models still
struggle to perform reliably even under the simplified CLEVR setting. Second, our current evaluation
focuses on single-view, static scene reconstruction, without considering temporal consistency or
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multi-view fusion, both of which are essential for reasoning in dynamic and embodied environments.
Lastly, we fix the camera intrinsics and extrinsics and omit illumination modeling. This decision is
made not only to reduce task ambiguity, but also because current models already exhibit substantial
limitations in reconstructing geometry and semantics under these simplified conditions. Introducing
additional complexity at this stage may obscure rather than clarify the core challenges in agentic
visual understanding.

C.2 Future Extension

IR3D-Bench provides a structured setting that can support the construction of high-quality instruction-
output pairs for supervised fine-tuning (SFT) or chain-of-thought (CoT) training. By leveraging
successful inverse rendering examples, we can curate targeted datasets to improve VLMs’ com-
positional reasoning and program generation capabilities. Building on this, future extensions of
IR3D-Bench could extend to multi-view and dynamic scenes, and incorporate camera parameter
estimation and illumination modeling. Ultimately, extending the benchmark to real-world datasets
with diverse appearance, clutter, and geometry will enable comprehensive evaluation and training of
VLAs in open-world, visually complex environments.
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