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ABSTRACT

In this work, we study the optimization and the generalization performance of the
widely used FedAvg algorithm for solving Federated Learning (FL) problems. We
analyze the generalization performance of FedAvg by handling the optimization
error and the Rademacher complexity. Towards handling optimization error, we
propose novel constrained Polyak-t.ojasiewicz (PL)-type conditions on the objec-
tive function that ensure existence of a global optimal to which FedAvg converges
linearly after O(log(1/¢€)) rounds of communication, where € is the desired opti-
mality gap. Importantly, we demonstrate that a class of single hidden layer neural
networks satisfies the proposed constrained PL-type conditions required to estab-
lish the linear convergence of FedAvg as long as m > nK/d, where m is the
width of the neural network, K is the number of clients, n is the number of sam-
ples at each client, and d is the feature dimension. We then bound the Rademacher
complexity for this class of neural networks and establish that both Rademacher
complexity and the generalization error of FedAvg decrease at an optimal rate of
O(1/+/n). We further show that increasing the number of clients K decreases the

generalization error at the rate of O(1/y/n + 1/vnK).

1 INTRODUCTION

Federated learning (FL) is a distributed learning paradigm where multiple client devices collabo-
rate with the help of a server to solve a joint problem while keeping the data of each client private
(Kairouz et al., 2021). A typical FL problem aims to solve min,, Zszl D (w), where Oy (w) is
the loss at the k™ client and w refers to the joint model the clients aim to learn. A standard and most
widely adopted algorithm to solve the FL problem is the Federated Averaging (FedAvg) algorithm
first proposed in (McMabhan et al., 2017). Consequently, the study of the convergence performance
of FedAvg has received wide attention (Konecny et al., 2015; Stich, 2018; McMabhan et al., 2017; Li
et al., 2020; Zhou & Cong, 2017b). However, when it comes to ensuring generalization guarantees
for FedAvg, the problem has not received significant attention, partially because of the challenging
nature of the problem (Mohri et al., 2019; Sun et al., 2023; Hu et al., 2022). To prove the gener-
alization guarantees for FedAvg, we need to bound () the optimization error (on empirical loss)
achieved by FedAvg, and (b) the complexity measure such as the Rademacher complexity of the
model (Arora et al., 2019; Mohri et al., 2019; 2018). The major challenge in guaranteeing good
generalization performance is to bound both (a) and (b) above, which are often contradictory, i.e.,
proving optimization guarantees usually rely on restrictive assumptions on the loss landscape like
(strong)-convexity or Polyak-Lojasiewicz (PL) inequality to be satisfied over the entire parameter
space Haddadpour et al. (2019); Haddadpour & Mahdavi (2019) while the Rademacher complex-
ity is large for an unbounded parameter space [see Theorem 5.10 (Mohri et al., 2018)]. Therefore,
bounding both (@) and (b) simultaneously is challenging, thereby making it difficult to provide sat-
isfactory generalization guarantees for FedAvg. To address these challenges in this work:

> We first analyze the convergence of FedAvg and establish linear convergence under a new set of
assumptions that are only required to be satisfied locally. Importantly, to highlight the practicality
of the assumptions, we establish that the proposed assumptions are naturally satisfied by a single
hidden-layer Neural Network (NN).

> We then study the generalization guarantees of FedAvg for the single hidden-layer NN and show
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that the proposed local assumptions lead to a Rademacher complexity that goes down with the
number of samples n as O(1/+/n). Specifically, our analysis captures the effects of local samples,
the number of clients, and model sizes on the performance of the FedAvg algorithm.

In the following, we discuss specific challenges and the drawbacks of the current state-of-the-art
with respect to challenges (a) and (b) discussed above.

Convergence of FedAvg. As discussed earlier, several works have analyzed the convergence perfor-
mance of FedAvg under various settings. In the non-convex regime, multiple works have established
the convergence of FedAvg to a stationary point (local optimal) (Kone¢ny et al., 2015; Stich, 2018;
McMahan et al., 2017; Li et al., 2020; Zhou & Cong, 2017b). However, the local optimal does not
guarantee a small empirical loss, and hence cannot be used to provide generalization guarantees.
Some works have shown convergence of FedAvg to global optimal but under restrictive assumptions
of (strong) convexity (Stich, 2018; Qu et al., 2020). In Haddadpour et al. (2019), the authors provide
convergence of FedAvg to the global optimal by imposing the PL condition on the objective func-
tion, which is unfortunately not satisfied by several loss functions (e.g., log-logistic loss) over the
whole parameter space. Importantly, assuming that the PL inequality is satisfied globally (without
any restriction on the parameter space Haddadpour & Mahdavi (2019)) leads to a large Rademacher
complexity, thus leading to worse generalization guarantees. This leads to the following question:

Can we develop conditions that are satisfied locally (on a restricted parameter space)
rather than globally and provide convergence guarantees for FedAvg? Are there models that
satisfy such a condition?

To address 01, we provide new weaker conditions (a constrained variant of the PL-inequality) on
the global and local loss functions. Importantly, we prove that there exists a globally optimal point
within a ball of radius p around initialization to which FedAvg converges linearly. Moreover, we
also establish that there exist NN architectures that satisfy the conditions proposed in our work.

Generalization guarantees for FedAvg: The generalization performance of centralized machine
learning algorithms has been extensively studied (Mohri et al., 2018; Bousquet & Elisseeff, 2002;
Emami et al., 2020). However, the study of generalization guarantees of FL algorithms is rather
limited (Mohri et al., 2019; Hu et al., 2022; Yuan et al., 2021a). Notably, these studies often
overlook the impact of the optimization algorithm Sun et al. (2023), and often rely on assumptions
like Binary loss Hu et al. (2022); Mohri et al. (2019) and the Bernstein condition (Yuan et al.,
2021a). Additionally, generalization bounds for meta-learning and FL are established in Fallah
et al. (2021); Chen et al. (2021) under stringent assumptions such as strong convexity and bounded
loss functions. Recently, Sun et al. (2023) has investigated the generalization of FedAvg via the
lens of uniform stability. We note that these analyses impose strong assumptions such as bounded
gradient and heterogeneity on the data, which are usually not satisfied by many problems of
practical interest. Moreover, the optimization guarantees provided in Sun et al. (2023) are weaker
compared to the linear convergence established in our work. Based on the above observations, we
ask the following main question:

Can we provide generalization guarantees for FedAvg? If so, what is the impact of (a)
the number of samples per client, (b) the model size, and (c) the number of clients on the
generalization performance?

We address 02 by deriving Rademacher complexity when each client employs a single hidden-layer
NN for FedAvg implementation. We show that the local assumptions developed to address O1 play
an important role in bounding the Rademacher complexity for FedAvg. Importantly, our analysis
captures the effect of data samples and NN size, and the number of clients on the generalization
performance of FedAvg. It is worth mentioning that to address both and 02, we do not make
some standard assumptions that are typically used in many existing works Li et al. (2019); Stich
(2018); Yu et al. (2019); Haddadpour et al. (2019); Qu et al. (2020); Woodworth et al. (2020a;b);
Hu et al. (2022); Mohri et al. (2019) such as: () (strongly) convex loss, (i) bounded loss, (#i7)
bounded gradients (iv) bounded heterogeneity, and (v) interpolation !. In this work, we have not
assumed the existence of a global optimal point; rather, it is part of our conclusion.

"Interpolation refers to the existence of a w* such that &y, ;(w*) = 0 forall k € [K] and i € [n].
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Contributions. The major contributions of our work include:

> Answer to : For the first time, we show that FedAvg converges linearly to the optimal
solution (see Corollary 3.2) if the local loss functions at each client and the global loss function
satisfy a novel local PL-type assumption introduced in Assumption 2.4. It is important to note that
the existence of a global optimal in our analysis is a part of our conclusion, not an assumption. To
the best of our knowledge, both conditions introduced in Assumption 2.4 are new. It is also worth
noting that these conditions do not follow from any of the existing results, even in the special case of
centralized setting, i.e., for K = 1 (Chatterjee, 2022; An & Lu, 2023). In addition, we also establish
that a single hidden-layer NN satisfies the two conditions proposed in Assumption 2.4. Specifically,
we establish the conditions on the width of the NN as a function of the number of samples, number
of clients, and the feature dimension, and on the eigenvalues of the Jacobian of the loss functions
(or the scaling factor of the final output layer) such that the proposed conditions are satisfied. To our
knowledge, these results are novel (see Theorems 4.5).

> Answer to : To address 02, we derive an upper bound on the Rademacher complexity for
a class of single hidden layer NNs by utilizing the fact that the FedAvg iterates stay within a p-ball
around the initialization. We point out that this is made possible by the conditions provided in As-
sumption 2.4. In particular, we show that the Rademacher complexity approaches zero if the radius
p = O(y/n)? and m = O(n?), where n is the number of samples at each client and m is the width
of the NN. We show that the generalization error regardless of the data heterogeneity diminishes as
O(1/+/n). We finally corroborate our theoretical findings through numerical experiments.

2 FEDAVG: ALGORITHM AND ASSUMPTIONS

As discussed in Section 1, FL aims to solve the following optimization problem:

1 K
ngn{@(w) = KZ%(w)}, (1)
k=1

where @y (w) = E(g ), lk(fw(®),y) is the loss function at client k¥ € [K]. Here, y € Y

is the true label, and fo,(x) is the output of model w € R? for an input feature € RY, and
Il : Y xY — Rt is the loss function at the client & € [K]. In the above, d’ is the dimension of
the parameter space. The following algorithm captures the main steps of FedAvg (McMahan et al.,
2017). In Algorithm 1, &y ;(w}") denotes the empirical loss function at client & € [N] computed
using sample i € [n].

In this and the subsequent section, we answer O 1 posed in Sec. 1. In particular, we provide a general
condition for the above algorithm to converge to a global optimum and for the model parameters to
stay within a closed ball of radius p. In the later sections, we show that this condition is, in fact,
satisfied for a single hidden layer NN. Specifically, this constraint imposes a natural regularization
of the NN which provides better generalization, as discussed later. To prove our claim, we make the
following standard assumptions on the loss function Ji & Telgarsky (2018).

Assumption 2.1 (L- Smoothness). The loss functions @y, and ® are assumed to be Ly-smooth and
L-smooth, respectively, i.e., ||[V®r(u) — VO (v)|| < Li|lu — v|| forall k € [K] and |[V®(u) —
Vo ()|l < L||lu — v|| for all w and v.

Assumption 2.2 (Samplewise Smoothness). The loss functions @y, ; (w) are assumed to be ly, ;-
V., (v)]|> < 20.Pri (v) forall k € [K] and i € [n).

sample-wise smooth, i.e.,

To define the major assumptions required for the convergence of FedAvg Algorithm 1, we need the
following definition (Chatterjee, 2022).

Definition 2.3. Let f : RY — R be continuously differentiable function on closed ball B[w?, p]
with center at initialization w° € R? and radius p > 0. Define
\V4 2
a(w®,p) = inf IVF)I” )
weBlw’,p]  f(w)

Next, we state an important assumption that leads to linear convergence within a ball around initial-
ization.

2This is the radius over which our new condition should be satisfied.



Under review as a conference paper at ICLR 2025

Algorithm 1 FedAvg McMahan et al. (2017)

1: Initialize: {wg’o =w'}, w, eRifork=1,2,... K
2: forr=0,1,...,R—1do

3:  Broadcast w" to all the clients k € [K]

4. fort=0,1,..., T —1do
5
6

for each client k € [K] do
Sample a batch By of size |B}'| = b
SGD step on w;" for k € [K]:

wpt = wpt =V (wy")

VO (wp') =23, VO (w))
7: end for
8: end for
9:  Receive w), " from nodes k € [K]

10:  Aggregation step : w" ™ = L > ke(K] w;’T
11: end for

Assumption 2.4. For some initialization w® and radius p > 0, we make the following assumptions
on the local and global loss functions:

1. The loss function at each client is assumed to satisfy (see Theorem E.I)
320, (w’) < pPag(w’, p). 3)
Here, ay,(w?, p) is as defined in equation 2 but with f(-) replaced by ®}(-).

2. The global loss function is assumed to satisfy the following condition

V128elf o KO (wP) < (1= ¢,)pag(w’, p), )
for some ¢, € (0,1). Here, ay(w®, p) is as defined in equation 2 but with f(-) replaced by

O(-).

Remark 1. In general, two very critical assumptions are made in the literature while proving linear
convergence: (i) interpolation, i.e., there exists w* such that ®;(w*) = 0 for all samples i € [n]
Liu et al. (2022); Li et al. (2019), and (ii) strongly convex loss Li et al. (2019); Karimireddy et al.
(2020) or loss function satisfying the PL-inequality Fan et al. (2023). Later, a relaxed version of
PL-inequality called local PL or PL*-inequality was proposed where the PL-inequality needs to be
satisfied over a small ball around the initialization (see Liu et al. (2022); Oymak & Soltanolkotabi
(2019). Despite this relaxation, it makes a critical assumption on the existence of the optimal w*
such that the loss ®;(w*) = 0 for all samples i € [n]-the interpolation regime. In our work, we
argue that this assumption can be relaxed with our novel condition shown in Assumption 2.4. It
is important to note that our condition is fundamentally different from the PL*-inequality in the
following way:

* There is a stark difference between our proposed condition and the the PL-condition (or PL*
condition), which is defined as [|[V®(w)|? > u(®(w) — ®(w*)) for all w € R? (and w €
IBB[QO, p] for PL* condition). In the PL-condition (and local PL), the constants do not depend on
the initialization and radius as the condition is universally satisfied. Another important assumption
made in the local/global PL-condition is the existence of a global optimal point w*. In contrast,
our proposed condition does not require this assumption; instead, we prove the existence of a
global optimal point under our novel condition.

* It is important to note that the PL-condition must be satisfied over the entire parameter space,
which can restrict its applicability to certain loss functions such as logistic loss Karimi et al.
(2016). On the other hand, our novel condition is assumed only over a small neighborhood around
the initialization, making it more broadly applicable. Later we show that parameters such as
initialization and the radius p can be chosen so that the condition is easily (compared to the PL
inequality) satisfied.

In this work, we have shown that the proposed condition is satisfied for at least a single hidden layer
neural network. In Chatterjee (2022), the authors have shown that the wide neural network satisfies



Under review as a conference paper at ICLR 2025

the constrained PL inequality for a single client setting. Therefore, we strongly believe that the
proposed condition in our work will also be satisfied for wide neural networks.

3 CONVERGENCE ANALYSIS

In this section, we establish that the FedAvg Algorithm 1 achieves linear convergence to a global
optimum under the set of assumptions introduced in Sec. 2. Importantly, note that the existence of
this global optimum is established as a conclusion rather than an assumption. Moreover, unlike other
works, we do not explicitly assume interpolation to establish linear convergence of FedAvg (Had-
dadpour et al., 2019; Stich, 2018). In particular, we establish a proof that the sufficient conditions
stated in equation 2.4 not only guarantee the linear convergence of Algorithm 1 but also ensure the
existence of an optimal point denoted as w* within the closed ball B[w?, p]. The following theorem
is a precise statement whose proof can be found in Appendix 3.1.

Theorem 3.1. Assuming that there exists an initialization w® € RY, and a radius p > 0 such
that Assumptions 2.1 and 2.4 are satisfied by loss functions ® and ®y, for k € [K|, then FedAvg
ensures that there exists a w* € Blw", p| such that limg_, o, ®(w?) = ®(w*) = 0 provided
the learning rate

n < mln{ 2 Qmin Qmin 1 8 Cpp U, U }
= ) ) ) ) ’ y 1y ¥2 ()
Omin 4lmaxlhax 2Lmaxlinax. TV W0 T’ T/,
where 1], .. = maxy [} = max; lp;; Lmax = maxy Ly ;| Qpmin = minge gy ag ; Yo =

/! 0y . — 3 — : Qg ¥min 1
2ela KO(w) ; ¥y = \ ool and Wy = mm{4T(4L§mz;ﬂax+Ll;mxamm)> 3LmaxT}'
More precisely, after R > 0 communication rounds, the FedAvg Algorithm 1 satisfies

R
d(wh) < (1 — nTagiwo,p)> o(w). (5)

Essence of the Proof of Theorem 3.1: Assumptions 2.1 and 2.4 lead to an exponen-
tial relation, specifically ®(w"™™!) < 4" ®(w”), where v € (0, 1), (refer to Lemma F.4). To prove
the existence of global optima w* within the ball B[w?, p], we have used the method of induction
on two variables: global communication round r and local updates ¢. By doing so, we conclude that
the sequence {w,"" }, > remains confined within the ball B{w", p] (refer to Lemma F.6), which
ensures that the sequence {w"}22, remains within the ball B[w?, p] for all . Further, we have
shown that the sequence {w"}°°; is Cauchy sequence in the closed subset Bw", p] of complete
space. Therefore, it guarantees the limit of the sequence {w"}5°,, denoted by w* belongs to the

ball. A complete proof is provided in Appendix F. O

Note that Chatterjee (2022) required one condition to be satisfied for the linear convergence since
their work considered a centralized setting. In contrast, our work requires two conditions for both
global and local loss functions as stated in Assumptions 2.4 to guarantee linear convergence of
FedAvg. Later we show that as the number of clients, K, increases, the requirement becomes more
stringent. The above theorem leads to the following corollary.

Corollary 3.2. By choosing 1 as in Theorem 3.1, for any error € > 0, Algorithm 1 achieves a loss
0
of ®(w’) < e after R > O ([2 log (‘I)(Q ))_D communication rounds.

€

Our next goal is to show that it is possible to initialize a NN such that it satisfies the conditions
provided in Assumption 2.4. However, note that this does not provide any guarantees on the gen-
eralization error. To fill this gap, in the following sections, we consider a single hidden-layer NN
and show that () there exist an initialization and radius p such that it results in a linear convergence
leading to zero training loss (i.e., assumptions stated in Sec. 2 are satisfied), and (b) prove that the
generalization error can be made small by choosing large enough training samples and performing
FedAvg for a sufficiently large number of communication rounds.
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4 ASSUMPTION 2.4 FOR SINGLE HIDDEN LAYER NN WITH SQUARED
ERROR LOSS

In this section, we show that there exist NNs such that Assumption 2.4 is satisfied, and hence leads
to linear convergence of FedAvg (see Theorem 3.1). Towards this, we consider the following NN
with a single hidden layer. In particular, we assume that the first layer has m neurons followed by a
smooth activation function. The output of this NN is given by Arora et al. (2019)

m

Ful@) = 7= S vo(w] ). ©)
j=1

where € R? is the input feature vector. With a slight abuse of notation, we have used w =
vec([wy, ws, ..., wy]) € RI™X1 to denote the aggregated weight vectors in the first layer and

v = (v1,v9,...,0) " to denote the weight in the second layer, where vj - {—1,1}. Now, we
make the following assumption on the activation function.

Assumption 4.1. We assume that o0 : R — R is a smooth non-decreasing activation function such

that o(0) = 0. Further, first and second order derivatives of o are bounded i.e., |o'(z)| < D, and
1

lo"(x)] < A,.

Note that the above condition is satisfied by the tanh activation function, i.e., o(z) = tanh(x). The
condition o(0) = 0 is assumed for the sake of simplicity and ease of notation. It turns out that,
with random initialization, this can be relaxed without changing the main result of the paper. With
o(x) # 0, many activation functions such as Softmax, tanh to name a few (see Xu et al. (2015))
satisfy the conditions mentioned in Assumption 4.1. It is worth noting that the well-known ReLLU
activation does not satisfy the smoothness condition, but it can be well approximated by a smooth
proxy function (see (Xu et al., 2015)).

Assumption 4.2. Each node k € [K| samples n iid.  data points denoted X), =
{(®r1,Y6,1),- - (T ns Yk,n) } from a continuous and possibly different distributions py(x), k €
(K] with Yk ; < Ymag forall i € [n].

We consider the average loss function ®(w) = & "% | & (w), where &4 : R™ — R is the
squared loss function for each client k € [K| and is defined as @ (w) = Y, [fuw(Tk,i) — yril® =

Heng, where the i entry of the error vector ey, := [fu (ki) — yri]- Using e = [e1, €2, ..., e,],

the global loss can be written as ®(w) := + |le||>. Next, we discuss the conditions under which a

single hidden layer neural network satisfies Assumption 2.4. It turns out that these conditions are
dependent on the following Jacobian matrix:

Ti(w) = % < Hi(w), ™)

where each entry of Jj, (w) is a d-dimensional row vector, and H,(w) is defined as follows

v’ (W @ )w) | vao (wy pa)®L . Vol (W) Ty
Hy(w) = : : : : , (8
vla’(wf—wk}n)az;n vga’(w;—wk,n)wz’" . vmo’(w;wkm)az;n

where k € [K] and the size of the matrix Hy(w) is n x md, ie., Hj(w) € R"*md,

We define a global Jacobian matrix J(w) by stacking H,| (w) row-wise as J(w) = —= x

vm
[H (w), H) (w),...,Hg(w)] € R™*X" The following lemma provides a condition under
which Jj, (w®) and J(w®) " are full rank matrices. Note that the full rank requirement is only at the
initialization. The size of the NN scales as n/d as opposed to n in (Chatterjee, 2022). This result is
similar to the results of Zhang et al. (2021) but for an FL setting.
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Algorithm 2 FedAvg Algorithm for single hidden layer NN

1: Initialization: Initialize using w® ~ N(0, %Imdxmd) and v; Sy {-1,1} Vi € [m].
2: Broadcast w" to all the clients k € [K]
3: Run the FedAvg Algorithm 1

Lemma 4.3. At the random initialization w® ~ N(0, %Imdxmd), and v; B {-1,1} for all
i € [m), the matrices Jy,(w®) and J(w®)" have full column ranks almost surely provided
m > n/d and m > nK/d, respectively.

Proof: The result follows by following the proof of Lemma E.1 of Zhang et al. (2021) for the
matrices Hj,(w®) and H(w®)". One main difference is that Zhang et al. (2021) uses mirrored
Le-cun. However, the proof does not change for our initialization. O

Towards stating the condition for neural network, we need the following definitions
ey Hy(w’)Hy(w’) ey

weB[w" ) lexl?

) 9

)\,;p(m) =

where e, and H},(w) are as defined earlier.’ The following is an extension of the above definition
to K clients

e Hw")"H(w’)e
A (m) = inf — = (10)
o (M= i el
where e = [e1, es,...,e;]" € R and H(w?) is defined earlier. Similarly, 5\;7p(m) and 5\; (m)

are defined by replacing Hy(w”) by Hy(w) and H (w?) by H (w) in equations 9 and equation 10,
respectively. In addition, Amax(p) = SUP4yeB(wq,p) Amax (H(w)H (w)"). These notations will be

used in Theorem 4.5. Since we know from the above Lemma that the matrices H (w®)H (w®) "
and Hj,(w®) " Hy,(w®), k € [K] are full rank, we next ask if the above terms scale with m. Recall
that we are looking at the Jacobian to state the condition under which Assumption 2.4 is satisfied.
Thus, the following assumption is important, whose analytical justification is provided in App. G.

Assumption 4.4. We assume that both A ,(m) and A, (m) scale linearly with m.

Experimental Justification of Assumption
4.4: An observation similar to the above as-
sumption was also made in (Telgarsky, 2021,
page 39). We verify the above assumption via | Client(K)
experiments in Fig. 1, where we have plotted T K=l

the minimum eigenvalue of the Jacobian versus _ Ejo
m for different numbers of clients K using the

MNIST data set (LeCun & Cortes, 2010). We
can observe from the figure that the variation is
almost linear, and the slope increases with de-
creasing K.

Minimum Eigenvalue

500 1000 1500 2000 2500 3000 3500 4000

4.1 CONDITION Number of neurons(m)

ON NEURAL NETWORK (NN)

To prove the linear convergence of Algorithm 1 Figure 1: Plot of Amin(m) versus m for K =
for single hidden layer NN, we need the defini- 1,5, 10. Here, K = 1 corresponds to A1 min ().
tions stated in equations 10 and 9. The follow- This shows that Assumption 4.4 is valid in the
ing theorem provides a condition under which real-world setting as well, i.e., the minimum
the Algorithm 1 converges linearly to a global eigenvalue scales linearly with m.

optimal point, and the proof can be found in the

Appendix L.

3Helre, ey and e depend on w.
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max’

Theorem 4.5. Let V,, i p = \/bn (W + %) and b == w + 292

where AT (m) = su WE @ ell® - 7pp o functions for single hidden layer NN
P : PweBlw®,p] e 8 Y

satisfy equation 3 and equation 4 of Assumption 2.4 with a probability of at least 1 — /2, for
any 6 > 0 provided the following holds:

)\k_:,p(m) 0 + QdA(QTp

m (I=Cop m

where A p(m) and A, (m) are as defined in equation 9 and equation 10, respectively.

> 2 X

2 2 AT
|:Agdp n 8b7’l:| : and p (m) SK\IIm,K,n (11)
m m

P2

To the best of our knowledge, these conditions are the first of their kind. First, note that the terms
A.p(m)/m and A (m)/m are less sensitive to p since they are sandwiched between the smallest

and the largest eigenvalues of H (w®) " H (w®) and Hy (w®) " Hy (w?), respectively. In particular,
these eigenvalues depend on the initialization w® while the original condition is in terms of the ball
around the initialization. Hence, using the eigenvalues in place of A, (m) and A, (m) in the new
conditions makes it easy to verify (see Fig. 1). Secondly, the larger values of p make the right-
hand sides in the equation 11 large, and hence the conditions may not be satisfied, as expected.
On the other hand, the same can be observed for smaller values of p as well. Thus, a critical p is
necessary. By choosing p = ¢ x O(y/n) and m = O(n?®) in Theorem 4.5 ensures that the right
hand sides scale down with c. Thus, the right-hand side is small for a large enough c. However, by
Assumption 4.4, the left-hand sides, i.e., A\, (m)/m and A, (m)/m are constants that depend only
on the initialization (not on p), and do not scale with m or n or c. Hence, the conditions are satisfied
for large enough c:

Corollary 4.6. Choosing p = cxO(y/n) and m = O(n?) in Theorem 4.5 ensure that the conditions
in equation 11 are satisfied for sufficiently large c.

The above corollary shows that by choosing a large radius of p and a large number of nodes in the
second layer, linear convergence can be guaranteed. This brings in several challenges while proving
the generalization guarantee, especially while proving a bound on the Rademacher complexity.

5 GENERALIZATION PERFORMANCE: SINGLE HIDDEN LAYER NN

In this section, we show that single hidden layer NN architectures exhibit impressive generaliza-
tion guarantees. To state the generalization result, we need the following notion of Rademacher
complexity of the single hidden layer NN.

Definition 5.1 (See Mohri et al. (2019)). The Rademacher complexity of a class of single hidden
layer NN constrained to a ball of radius p at client k € [K] is defined as

1 n
Rady(w’, p) = Ejpeg, | sup n > Gifww (@) |
PL =1

weBwO,
where the expectation is with respect to { = ((1,(2y.--,Cn) i {=1,41}", conditioned
onv = (v1,V2,...,0n) € Gy = {ve{=11}": |30 (fwol(®)] <A}, Here, A =

V2D, dy/ antm log 4 and x is any data point sampled from py.(x).

For a FL setting, the generalization guarantee is provided in Mohri et al. (2019), and the result
requires the loss to be bounded. However, in our case, the loss can potentially be unbounded. We
handle this by focusing on the class of “good” NN, i.e., v € G,, whose output is bounded. In
Appendix H, using the fact that the weight vector lies within a ball of radius p around w", we show
that there exists such NNs with bounded output. Subsequently, we show that for such NNs, the
generalization is guaranteed. We use this result along with the result of Mohri et al. (2019) to show
the following Theorem whose proof can be found in Appendix J.
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Theorem 5.2. Let ¥ = ((p2 + Sm)w + y?mz) 2log(%). For the single hidden

layer NN with the initialization as in Algorithm 2 satisfying Assumptions 4.4 with m > nK/d,
and the conditions of Theorem 4.5, with a probability of at least 1 — 6, the following inequality
holds

K
(IJ(w;v)gfl)S('w;v)Jr?ZRadk(wo,p)Jr\I/\/E. (12)

k=1

Recall that the loss function is defined as the sum of the loss on individual training samples. Thus,
defining L(w;v) = W and Lg(w;v) = w, and using this in the above theorem leads
to the following.

Corollary 5.3. For the single hidden layer NN with initialization as in Algorithm 2, with probability
at least 1 — 2§ over the draw of the samples X}, ~ D}, the following inequality holds

K

2 v
L(w;v) Sﬁg(w;v)+?;}2adk(go,p)+ﬁ. (13)

Next, we provide an upper bound on the Rademacher complexity.

Theorem 5.4. The Rademacher complexity of client k € [K| is bounded by

1 vD2d?(log4)log(No,,/61)
Rad 0 < \/ o P
a k:(@ ap) = Tl\/TT’l + ’

n

where v = (p* + 3m)/m, Ny , = 3d3/*\/pDynm and 6, = 2mn\}§ng ATy

Proof: See Appendix K. [

5.1 DISCUSSION

To the best of our knowledge, the above is the first result of its kind for an FL setup. We make the
following remarks.

> The generalization error can be made small provided the right-hand side in the Corollary 5.3 is
small. The first term, i.e., the empirical loss, depends on the communication rounds and the
conditions stated in Theorem 4.5. The latter can be ensured by choosing p = O(y/n) and m =
O(n?), as shown in Corollary 4.6. In other words, the radius and the size of the NN scale with
n which is not desired in general. However, we believe that this cannot be eliminated unless we
make some structural assumptions about the data.

> Note that J; and Ny , scale with n and m. However, it appears as a logarithmic term, and hence,
the Rademacher complexity does not grow linearly with n. The above choices of p and m ensure
that the Rademacher complexity in Theorem 5.4 goes down as O(1/4/n). Also, the choice of p
cannot scale faster than y/m.

> The last term in the generalization result scales down with n as 1/y/n. Based on these observa-
tions, it is clear that the generalization error can be made small by choosing large enough commu-
nication rounds R and the number of training samples n.

> Here, we present our theoretical insights on the effect of K. From the generalization bound in
equation 5.3, it is evident that the last term decreases with K as 1/v/ K. However, for larger

values of K, the learning rate is impacted by K through Tf;\%, which scales as 1/vK (see

Theorem 3.1). From equation 5, the loss goes down as exp{—O(R/vV K)} leading to slower
convergence. Thus, the overall effect of increasing K on the generalization is insignificant; this is
also demonstrated in our experimental results as well as several existing works.
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The above argument shows that the average loss can be made small by choosing sufficiently large
m, n, and communication rounds, as shown next.*

Corollary 5.5. With a probability of at least 1 — 6, there exists a single hidden layer NN employing
the FedAvg algorithm with sufficiently large m, n, and R that achieves a small generalization error.
More specifically, the generalization error goes down as O(1/+/n).

6 EXPERIMENTAL RESULTS

In this section, we verify our theoretical findings with experiments performed on an NVIDIA DGX
V100 machine. We have used an MNIST image data set LeCun & Cortes (2010) distributed across
5 and 200 clients. We have used the single hidden layer network model with 1000 neurons in the
hidden layer and tanh activation function. In both cases, we have maintained around 50 data points
at each client, which is less than the dimension of input feature vectors, i.e., around 1200, which
satisfies the condition d > n and m > nK/d. We execute FedAvg for R = 500 communication
rounds along with T = 5 round of local updates at each client with i.i.d. data.

040 Client(K) 040 Client(K)
0.35 — 5 0.35 — 5
0.30 — 200 0.30 — 200
8 2
5025 8025
20.20 20.20
= b=
Zgo1s 2 0.15
0.10 0.10
0.05 0.05
oA Al oL sair W
0.00 othiobnslhsbosl 0.00
0 100 200 300 400 500 0 100 200 300 400 500
# Communication Rounds # Communication Rounds
(@) (b)

Figure 2: The Figures in (a) and (b) show the effect of the number of clients K on the training and
the testing losses, respectively. The experiments are done using MNIST data set.

Figure 2 shows the effect of K on the testing and training errors. As suggested by our theory (see
Sec. 5.1), increasing or decreasing K has no effect on the performance (generalization and training
loss).

7 CONCLUSIONS

In this work, we addressed the problem of generalization along with convergence guarantees of
the widely used FedAvg algorithm for solving Federated Learning (FL) problems. We proved the
generalization bound by handling the optimization error and the Rademacher complexity. The opti-
mization error was handled by proposing a novel and new constrained Polyak-FLojasiewicz (PL) type
conditions on the (local) loss functions. Under these new conditions, we showed that there exists
a global optimum to which the FedAvg converges linearly after O(log(1/¢)) rounds of communi-
cation, where € is the desired optimality gap. Importantly, we demonstrated that a class of single
hidden layer NNs satisfy the proposed conditions that are required to establish the linear conver-
gence of FedAvg as long as m > % where m is the number of neurons in the hidden layer, n is
the number of samples at each client, K is the number of clients, and d is the feature dimension.
Finally, we showed that the generalization error of FedAvg decreases at the rate of O(1/y/n) by
proving a bound on the Rademacher Complexity using the fact that the neural network parameters
are constrained to a neighbourhood around the initialization.

*While stating this result, we have ignored log factors.
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