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Fig. 1. Examples of Atomic activities [3]

an arduous task. For instance, if a ‘Boy’ is giving something
to a ‘Girl’, then in mutual activity recognition, it becomes
difficult to identify whether “taking” or “giving” is the activity,
as both these activities are correlative to each other [4].
Consequently, Role identification is important [4].

Role identification of each individual in the same envi-
ronment is more elucidate. Role identification plays a very
significant role in recognizing reciprocal activities [4]. In the
example, a ‘Boy’ giving something to a ‘Girl’, to recognize
the activity to be “giving” or “taking”, we need to identify
the roles of each entity. Recognizing the entities and their
respective roles is very important to capture the collective
behavior of all the individuals in the same environment [4].
Role identification is only viable within the context of a
specific reciprocal activity [4].

Recognizing the abstract actions involving person-person
contact is the main focus in view of current improvements
[4]. Providing training for role identification in the context of
reciprocal engagement is challenging since it necessitates role
labelling for each person [4]. In this article, a Computational
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Abstract—Recognizing the underlying roles in mutual activity 
is more informative. Role identification h as t he p otential to 
improve wide range of applications, of activity recognition from 
safety and security to healthcare. In recent research, for role 
identification, w ork i s d one t o i dentify r oles b y c apturing the 
knowledge of body parts from an image. This work is complex 
and not sufficient to take input as English sentences and capture 
the sequencing and relationship between words. There is a 
need for simple work which could use recent technologies like 
Recurrent Neural Networks to capture the recurrent nature of 
sentences to identify roles. The contribution of this work is 
proposing a Computational Long Term Memory model where 
sentences are stored as features and given to a Recurrent Neural 
Network to identify roles. The appropriate dataset is not available 
for role identification u sing s entences. I n t his v iew, t his work 
attempt to develop a new custom dataset. The proposed model is 
tested on accuracy using various Recurrent Neural Networks like 
Recurrent Neural Network (RNN), Long Short Term Memory 
(LSTM), Gated Recurrent Units (GRU) etc. The LSTM model 
gave effective accuracy of 60% on the small custom dataset.

Index Terms—Role identification, Recurrent Neural Networks, 
Long Short Term Memory, Gated Recurrent Units.

I. INTRODUCTION

Human Activity Recognition can have an impact on a
wide range of applications including surveillance, forecasting,
offloading s ensor d ata, e tc [ 1]. R ecognizing a tomic activities
such as walking, standing, cycling, etc is a very popular
exemplar for activity recognition research [1]. Examples of
atomic activities are shown in Figure 1. Most of this research
focuses on the discrete behavior of a single individual rather
than what other individuals are doing in the same environ-
ment [2].However, it is imperative to scrutinize the collective
behavior of how every individual interacts with each other in
the same environment.

Many activities are associated with the behavior of each
individual in the environment such as giving, taking, pushing,
punching, etc. These activities are called reciprocal activities.
They are shown in Figure 2. Recognition of these activities is
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Fig. 2. Examples of Reciprocal activities [5]

Long Term Memory model is created where sentences are
stored in form of features and given to different types of
Recurrent Neural Networks to identify roles. The contribution
of the work can be summarized as follows:

• A novel Computational Long Term memory model is
proposed to identify the underlying roles.

• A novel dataset is created specifically for performing role
identification.

• Effective way to generate the input feature vector is
proposed.

• To demonstrate the significance of our work, Recurrent
Neural Networks like RNN, LSTM, and GRU have been
applied to newly created dataset to capture the relation-
ship existing between sequence of words.

In this work, Section II describes the literature survey of
mutual activity recognition and role identification. Section
III describes the novel proposed architecture in more detail.
Section IV describes the evaluation of our proposed model
using various evaluation metrics. Section V describes the
conclusion and future scope of our work.

II. RELATED WORK

Mutual activity recognition is an active area of research and
works in this field is profuse, but still, it is a big challenge to
recognize those activities where multiple bodies interact [3].
There are many existing algorithms and solutions for mutual
activity recognition. These solutions consist of approaches like
capturing the latent Spatiotemporal dependencies among body
regions and persons [6]. These approaches are effective and
give superior performance as compared to other numerical
stable solutions. However, these solutions cannot capture the
underlying roles.

The development of extremely advanced capture tools that
can determine the depth and 3D coordinates of the human
body [7], they have been widely utilised for pose estima-
tion [8]. The pose estimation methods can be used directly
to identify the collective behavior of all the individuals in
mutual activity recognition [9]. Additionally, there have been
a number of developments in mutual activity recognition,
including a framework for graphical inference that can be

used to learn the human species’ consistent behaviour [10].
Furthermore, with the known benefit of combining Recurrent
Neural Networks (RNN) with Convolutional Neural Networks
(CNN) [11] to capture the temporal dynamics of poses, since
then they became the backbone for mutual activity recognition
[12]. In the realm of pose-based action recognition, well-
known temporal models like RNN/LSTM and spatial model
convolutional models (CNN/GCN) have long dominated the
field. [13]. Some solutions combined the use of LSTM and
confidence energy to compute p-values of the solutions for
estimating minimum confident energy [14]. The solutions
given are reliable but are too complex to be used for mutual
activity recognition and role identification.

Advancement in the field of group activity recognition
[15] introduced many new methods. These methods include
a graphical model combined with neural networks for group
activity recognition [16]. Some approaches employ the dy-
namic programming concept in conjunction with an AND-OR
graph to identify events and assign roles to the participants in
those events [17]. However, these solutions are not sufficient
for recognizing group activity. Although there is a majority
of prior work with propitious results using RNNs and CNNs
for mutual activity recognition, they still lack in detecting the
roles in activity recognition.

Some methods used the knowledge of the human body
parts to coordinate role detection by learning the hidden Spa-
tiotemporal dynamics among features [4]. These solutions can
identify roles in Spatiodynamics features where input is given
in form of an image [4].The majority of the solutions in the
area of mutual activity recognition and role identification are
primarily controlled by models that encode images and videos
as numeric features, omitting to recognise mutual reciprocal
activities.Thus, to replace the existing popular architectures,
an effective paradigm for reciprocal activity recognition must
be created.

There are a wide variety of datasets available for mutual
activity recognition. NTU [18] and SBU [8] are the most
prominent datasets available for mutual activity recognition.
In addition to the COLLECTIVE ACTIVITY dataset [14]
and VOLLEYBALL, dataset [6] are also available for group
activity recognition. The majority of prior work for mutual
activity recognition has been done using these datasets but they
are not sufficient for identifying roles. MARD dataset [4] is
specifically designed for role detection using Spatiotemporal
dynamics among human body parts. Although, MARD dataset
is specifically for role detection, it cannot identify the roles
from textual data. Thus there is a need of creating a new
dataset that can capture the sequencing between words to
identify roles.

III. PROPOSED WORK

This section proposes a Computational Long Term Memory
model where roles are identified from English sentences. The
proposed system is a Long Term Memory model architecture
where sentences are encoded as features and given to various
Recurrent Neural Networks to identify roles in form of an
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output vector having the target features. The workflow of
the proposed architecture is given in Figure 3. The proposed
architecture goes through three stages. In the first stage it
takes input in form of sentences. Sentences are tokenized
and converted into words. Here, a customised POS tagging is
employed in this piece of work to replace only the chosen term
with its broad category or class.Partial Parts of Speech (POS)
tagging is applied to the tokenized words to preserve all those
words which have more influence in role identification.For
example terms like ”what,” ”who,” ”why,” and ”whom,” for
instance, can be substituted by the POS tagger’s ”WH” cat-
egory because each one is in charge of identifying various
roles. As a result, these words are utilised just as they are
now.The frequency of occurrences of each distinct word is
then determined from all of the sentences. The total number
of words in each sentence is then determined and a corpus of
sentences is created from these pre-processed words.

In the second stage from the corpus of sentences unique
words are extracted.These unique words are encoded as vectors
using One Hot Encoding.These Encoded vectors are reshaped
into the size of number of sentences,maximum size of each
sentence,number of unique words.This reshaped vector is then
passed through the third stage.

In the third stage various types of Recurrent Neural Net-
works like Recurrent Neural Networks (RNN), Long Short
Term Memory (LSTM) and Gated Recurrent Unit (GRU) are
used to capture the relationship that exists between sequence
of words.The output given by the training model is also in
form of vectors representing the target features. These target
features are the identified roles.

The detailed description on how each model is working in
third stage is given below:

A. Recurrent Neural Network(RNN)
A simple Recurrent Neural Network is used to extract the

output vector for each word in our proposed model.Recurrent
Neural Networks are intelligent enough to take input in form
of sentences and extract features from them implicitly [19].
RNN takes input in form of vectors which represent the words
encoded as features and gave the output in form of vectors
representing the target columns.

B. Long Short Term Memory(LSTM)
A long Short term Memory Neural Network is also used

to extract the output vector for each word in our proposed
model.In terms of capturing the recurrent nature of sentences
LSTM perform the best [20].They are a Recurrent Neural
Network extension with a different hidden layer [20]. The
LSTM’s hidden layers are gated cells with four layers that
produce the cell’s output as well as its state [21]. LSTM
also takes input in form of vectors which represent the words
encoded as features and gives output in form of vectors
representing the target features.

C. Gated Recurrent Units(GRU)
The Gated Recurrent Units is also used to extract the output

vector for each word in our proposed model. They are the

extensions of LSTM with the only difference of having two
gates while LSTM has three gates [22].GRU is less complex as
compared to LSTM. GRU is preferred over LSTM for small
datasets [23]. GRU also takes input in form of vectors and
gives output in form of vectors representing the target features.

IV. EXPERIMENTAL RESULTS

This approach is evaluated by the newly created custom
Dataset for role identification. The samples from the datset is
shown in Table I. The new dataset was designed especially
for identifying roles. Below are detailed explanations of the
datasets.

A. Dataset

The mutual role identification dataset is the custom dataset,
specifically for the envisaged task of mutual role identification.
The dataset takes English sentences along with 16 target
features. The dataset is small in size with a length of 58
sentences. The dataset is created extensively for capturing the
recurrent nature of sentences. Although, MARD dataset [4] is
there for role identification, it is not sufficient to capture the
sequencing of words in the sentences. MARD dataset can be
used for role identification by capturing the Spatiotemporal
dynamics of human body parts where input is given in form
of an image. However, to perform role identification in the
proposed work, capturing the sequence of words is necessary.
Thus, this custom Dataset is suitable for the proposed work.
The description of the target columns of the the custom Dataset
is shown in Table II.

B. Comparison Between Recurrent Neural Networks

As discussed earlier various types of Recurrent Neural
Networks like Recurrent Neural Networks (RNN), Long Short
term memory(LSTM), and Gated Recurrent Units(GRU) were
used to capture the recurrent nature of sentences present in the
custom Dataset. These Neural Networks were used to encode
each word present in the dataset as a feature so that they
represent sequencing. The output vector extracted for words is
a target vector representing each role present in the 16 target
columns.

In evaluating the experimental results, we use multiclass
accuracy (the proportion of accurate predictions) as an evalu-
ation parameter. Furthermore, the experiment conducted for
role identification on the newly created custom Dataset is
processed by taking the same number of samples as present in
the dataset. The dataset has 58 example sentences; 47 of them
are used for training and the rest for testing. The results of our
experiment are tabulated in Table III. The ratio of the number
of accurate predictions to the total testing samples serves as the
evaluation indicator for role identification accuracy. A detailed
comparison of various parameters is given in the subsections
below:

1) Accuracy: The accuracy is calculated for word sequenc-
ing by each Neural Network, which is reported highest by
LSTM. LSTM gave the highest training accuracy of 80% and
the highest testing accuracy of 60%, while simple RNN gave
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Fig. 3. Workflow of the Proposed Architecture

TABLE I
SAMPLES FROM THE NEWLY CREATED SAMPLE DATASET

Sentences what has been verb who has verb who has been verb time what verb
”What has ram given to sita” 1 1 1 0 0
”Who has given book to sita” 1 1 1 0 0
”What has been given to sita” 1 1 1 0 0
”Did you call me yesterday” 0 1 1 1 0
”From whom do you take books” 0 0 0 0 1
”To whom has Ram given books” 1 1 1 0 0
”Ram has hitted Shyam” 0 1 1 0 0
”Ram has hitted shyam by stone” 1 1 1 0 0
”Ram has given all books” 1 1 0 0 0
”Sita has taken books from library” 1 1 0 0 0

a training accuracy of 75% and a testing accuracy of 40%. In
addition, GRU gave a training accuracy of 50% and a testing
accuracy of 41%. The results of training accuracy and testing
accuracy for each model are shown in Table II.

2) Loss: For instance, on observing both training and test-
ing accuracy we find that in some models there is a difference
in training and testing accuracy. This indicates that our model
is overfitting. The main reason for overfitting is the small size
of the custom Dataset. Thus, there is a need to increase the
size of our dataset. Hyperparameter tuning may also help us
in improving the performance of the model. The graphs of
training loss and testing loss for all the models are shown in
Figure 4, Figure 5 and Figure 6. From the graph, we observe
that Long Short term memory(LSTM) is outperforming as
compared to other models. Thus in the future by increasing the
dataset, LSTM will perform better both in terms of increased
accuracy and decreased loss, as compared to RNN and GRU.

V. CONCLUSION AND FUTURE SCOPE

In this work, a Computational Long Term Memory model is
created to identify roles. Primarily, the model stores sentences

Fig. 4. Training loss vs Testing for RNN

from which words are extracted and given as input features.
Based on the model, these input features are passed through
various Neural Networks to extract sequencing between words.
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TABLE II
DESCRIPTION OF TARGET COLUMNS IN THE DATASET

Target Columns Description
WHAT HAS VERB3 If sentence has what +Third form of the verb.
WH0 HAS VERB3 If sentence has who +Third form of the verb.
WHOM HAS VERB3 If sentence has whom +Third form of the verb.
WHAT VERB If sentence has what +First form of the verb.
WHO VERB If sentence has what + First form of the verb.
WHOM VERB If sentence has what +First form of the verb.
HOW VERB If sentence has what +First form of the verb.
Time If Time is described in the sentence.
REASON OF VERB If sentence gives a reason for the verb.
Event If Event is described in the sentence.
PLACE OF EVENT If Place of the event is described in the sentence.
FROM WHERE HAS BEEN VERB3 If Sentence has from where has been + Third form of the verb.
WHERE HAS BEEN VERB3 If Sentence has where has been + Third form of the verb.

TABLE III
PERFORMANCE COMPARISON WITH TRAINING ACCURACY ON CUSTOM

DATASET

Recurrent Neural Networks Training Accuracy Testing Accuracy
RNN ( [19]) 75.00% 40.00%
LSTM ( [21]) 80.04% 60.04%
GRU ( [23]) 50.00% 41.88%

Fig. 5. Training loss vs Testing for LSTM

The efficiency of the model was tested using role identifi-
cation experiments on the newly produced dataset known as
the custom Dataset utilising recurrent neural networks. The
recurrent nature of sentences was captured using recurrent
neural networks such as recurrent neural networks (RNN),
long short term memory (LSTM), and gated recurrent units.
LSTM performs better as compared to others with an accuracy
of 60% testing accuracy, while RNN gave testing accuracy of
40% and GRU gave testing accuracy of 41%. From the graphs
of training loss and testing loss of each model shown in Figure
4, Figure 5 and Figure 6 and Training accuracy and Testing
accuracy shown in Table II, we conclude that performance of
LSTM is the best as compared to RNN and GRU because the
technique employed to create feature vectors actually creates

Fig. 6. Training loss vs Testing for GRU

feature vectors that reflect lengthy word sequences.
The proposed Long Term Memory model can be further

improved by experimenting with the fusion of various RNN
models. The model can also be improved by performing hyper-
parameter tuning. In addition, the accuracy of the model can
also be improved by increasing the size of the custom Dataset.
Moreover, another Neural network can also be created to
bind the role and entity vectors together to extract the mutual
activity from it. Future research in mutual role identification
has many potential avenues yet to be explored.
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