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Abstract

In recent years, the remarkable progress of large language models (LLMs) has
sparked interest in task automation, which involves decomposing complex tasks
described by user instructions into sub-tasks and invoking external tools to execute
them, playing a central role in autonomous agents. However, there is a lack of
systematic and standardized benchmarks to promote the development of LLMs in
task automation. To address this, we introduce TASKBENCH, a comprehensive
framework to evaluate the capability of LLMs in task automation. Specifically,
task automation can be divided into three critical stages: task decomposition,
tool selection, and parameter prediction. To tackle the complexities inherent in
these stages, we introduce the concept of Tool Graph to represent decomposed
tasks and adopt a back-instruct method to generate high-quality user instructions.
We propose TASKEVAL, a multi-faceted evaluation methodology that assesses
LLM performance across these three stages. Our approach combines automated
construction with rigorous human verification, ensuring high consistency with
human evaluation. Experimental results demonstrate that TASKBENCH effectively
reflects the capabilities of various LLMs in task automation. It provides insights
into model performance across different task complexities and domains, pushing
the boundaries of what current models can achieve. TASKBENCH offers a scalable,
adaptable, and reliable benchmark for advancing LLM-based autonomous agents 1.

1 Introduction

Due to the recent advances of large language models (LLMs) [1, 2, 3, 4, 5, 6], LLM-empowered
autonomous agents [7, 8, 9, 10] have unveiled remarkable potential towards artificial general intel-
ligence and become a new rising trend in the realm of AI research. Generally, within the realm of
LLM-empowered autonomous agents, task automation is considered as the most important com-
ponent, which aims to leverage LLMs to autonomously analyze user instructions and accomplish
their objectives. Consequently, many researchers attempt to delve deeper into LLM to enable more
intelligent task automation [11, 12, 13, 14]. However, it is worth noting that a critical challenge in
advancing this area is the lack of a systematic and standardized benchmark to thoroughly evaluate the
capability of LLMs in automating tasks. Therefore, creating such a benchmark to facilitate research
in this area has become an urgent need.

† Corresponding author.
1 https://github.com/microsoft/JARVIS/tree/main/taskbench

38th Conference on Neural Information Processing Systems (NeurIPS 2024) Track on Datasets and Benchmarks.
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Step 1:  Obtain a descriptive caption from the video video.mp4.
Step 2: Rewrite the original caption into an anime-style one..
Step 3: Generate a new video according to the rewritten text.
Step 4: Generate an audio based on the provided "script.txt".
Step 5: Merge the newly created video with the voice.
Step 6: Share the final video on TikTok.

Figure 1: LLM-Based Task Automation: This process involves task decomposition, tool selection,
and parameter prediction by LLM-based agents to autonomously complete tasks. Upon receiving a
user request, the large language model performs task decomposition, generating a sequence of task
steps. Simultaneously, it predicts the tool invocation graph, which encompasses both the selection of
appropriate tools and the prediction of their parameters.

Constructing a benchmark for task automation presents unique challenges beyond traditional NLP
tasks. As shown in Figure 1, task automation involves multiple stages: task decomposition, tool
selection, and parameter prediction. This complexity requires sophisticated evaluation metrics
to assess LLM performance comprehensively. Real-world scenarios often feature intricate user
instructions with multiple subtasks and tool dependencies, necessitating benchmarks that can simulate
this complexity accurately. A key challenge lies in modeling tool dependencies, which is crucial for
effective task automation but difficult to capture in both datasets and evaluation metrics. Additionally,
generating a high-quality, diverse dataset that reflects real-world scenarios is challenging, as it
requires creating instructions that are both natural and aligned with realistic tool usage patterns.
These challenges underscore the need for a carefully designed benchmark that can accurately evaluate
LLMs’ capabilities in task automation across various dimensions and scenarios.

In light of these challenges, we found that existing benchmarks fall short of adequately showcasing
the full potential of LLMs in autonomous task completion. Traditional LLM benchmarks, such as
MMLU [15], GSM8K [16], and AGIEval [17] assess general knowledge and reasoning skills. Recent
tool-augmented LLM benchmarks have made significant strides but still fall short in various aspects.
APIBench [18], ToolBench [19], and MetaTool [20] have advanced the evaluation of LLMs’ tool
usage capabilities, but they often lack comprehensive assessment across all stages of task automation.
For instance, MetaTool primarily focuses on tool selection, while ToolQA [21] emphasizes question-
answering accuracy. Similarly, benchmarks like ToolAlpaca [22] and API-Bank [23] offer valuable
insights but are limited in their evaluation scope and tool complexity modeling.

To address these limitations, we introduce TASKBENCH, a comprehensive framework for evaluating
LLMs’ capabilities in task automation. Our approach integrates innovative data generation techniques
with rigorous evaluation methods. We begin by introducing the concept of a Tool Graph (TG),
which represents relationships and dependencies between various tools, overcoming the limitations
of simple API documentation or template-based approaches used in existing benchmarks. Based
on this Tool Graph, we employ a back-instruct strategy to generate high-quality user instructions
from sampled subgraphs, ensuring diverse and realistic task scenarios. To guarantee the naturalness
and utility of the dataset, we implement a multi-step quality control process, including structured
sampling, self-critic mechanisms (both LLM-based and rule-based), and extensive human verification.
These methods significantly enhance data quality, surpassing the verification approaches used in most
existing benchmarks. Finally, we propose TASKEVAL, a multi-faceted evaluation methodology that
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API call
correctness,

response
quality

Tool Complexity
Single tool to
complex tool
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Mainly
single tool

Single to
multi-tool

Single to
multi-tool

Single to
multi-tool

Dataset Scale 17,331 samples 2,365
samples

12,657
samples

21,127
samples

6,135
interactions

Table 1: Comparison of TaskBench with Selected Tool-Augmented LLM Benchmarks

comprehensively assesses LLM performance across task decomposition, tool selection, and parameter
prediction stages, offering a more thorough evaluation than existing tool-augmented benchmarks.

Our contributions can be summarized as follows:

• We introduce TASKBENCH, a novel benchmark for evaluating LLMs in task automation, featuring
an innovative data generation process that addresses the data deficiency and limitations in existing
tool-augmented LLM benchmarks.

• We present TASKEVAL, a comprehensive evaluation framework that quantitatively assesses LLMs’
capabilities in task decomposition, tool selection, and parameter prediction, providing more nuanced
insights than the metrics used in current benchmarks.

• The experimental results on different LLMs and additional dataset analysis demonstrate that our
proposed TASKBENCH can effectively reflect the capability of LLMs in multiple dimensions with
the support of TASKEVAL and show high correlations with human evaluation.

2 Related Works

Large language models (ChatGPT [2], GPT-4 [4], LLAMA [5, 24], Bard [6]) have drawn the
development of autonomous agents (e.g., AutoGPT [7], HuggingGPT [8], BabyAGI [9]). These
applications can be considered as a form of task automation, which uses LLMs as the controller to
analyze user instructions and search for the most suitable solution (e.g., external models) to obtain
answers. With the increasing demand for advanced task automation, numerous benchmarks have
emerged to assess the capability of large language models LLMs to effectively interact with external
tools. However, these benchmarks vary significantly in terms of data generation, tool dependency
modeling, quality control mechanisms, and evaluation, as shown in Table 1.

Several benchmarks assess the interaction between LLMs and tools, primarily focusing on tool
usage and API calls. APIBench [18] and ToolBench [19] use API documentation to generate tasks,
but their reliance on template-based sampling can limit the logical consistency of generated tasks.
MetaTool [20] introduces template-based tool generation for decision-making, focusing on whether a
tool is needed, though it lacks support for modeling complex tool dependencies. ToolAlpaca [22]
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explores self-instruct to generate tasks but does not adequately address dependencies between tools.
Similarly, AgentBench [25] evaluates models across simulated environments but focuses more on
agent-like behavior than tool interactions. Other benchmarks, like ToolAlpaca [22], ToolQA [21]
and GPT4Tools [26], concentrate on task completion or QA correctness in specific domains. While
these works explore how well models complete tasks by consulting external tools, they rely heavily
on human verification or simple template-based generation, potentially limiting their scalability and
diversity.

Unlike prior benchmarks that rely solely on API documentation or template-based task generation,
TaskBench introduces a Tool Graph to model real-world dependencies between tools, simulating
complex tool interactions more accurately. Furthermore, the Back-Instruct strategy aligns tool
subgraphs with instructions, significantly reducing the risk of hallucination and improving data
authenticity. Its unique tool graph approach, focus on dependency modeling, and multi-domain
coverage make it a more reliable, practical, and scalable benchmark for evaluating LLM capabilities
in complex task automation scenarios.

3 TaskBench

In this section, we introduce the construction of TASKBENCH, the benchmark meticulously designed
to facilitate the development of LLMs in task automation. Specifically, unlike previous methods
which use collection or instruction methods, TASKBENCH can consider the complex relationships
among multiple tasks to simulate more practical and complex user instruction. Figure 2 illustrates the
entire process of our method to build the datasets. More details will be introduced in the following
subsections.

3.1 Preliminary: Tool Graph

Task automation in real-world scenarios often involves complex user instructions encompassing
multiple sub-tasks, each potentially requiring the invocation of specific tools [27]. These sub-tasks
may have temporal or resource dependencies. To capture this complexity, we introduce the concept
of the Tool Graph (TG). A TG is formally defined as G = T,D, where T = t1, t2, . . . , tn represents
a collection of tools, and D is a set of dependencies (ta, tb) indicating that tool ta depends on tool
tb. This structure offers a more effective way to organize tools and their relationships compared to
traditional taxonomy trees used in [19]. In the next subsection, we will introduce how to build a tool
graph and utilize it to formulate our benchmark.

3.2 Dataset Construction

To accomplish user intent, LLMs usually adopt a stepwise process (e.g., task decomposition→tool
selection→parameter prediction) to analyze the user request and convert it into multiple executable
tasks. Therefore, it is essential to construct the dataset and allow LLMs to evaluate their automation
capability in the above process.

To guarantee that the generated user instructions could cover the expected tasks and dependencies,
we adopt a back-instruct strategy to simulate data. More specifically, it can summarized as three
steps: 1) we first collect a tool repository and build a tool graph G with a collection of tools and their
dependencies; 2) then we sample a sub-graph from G, to obtain a specified structure; 3) based on the
sampled tool sub-graph, we use LLMs to generate user instruction via back-instruct. More details are
introduced as below:

3.2.1 Tool Graph Construction

Building a tool graph requires us to collect many standalone tools from different sources. When
combining different tools together, the dependencies among tools could be diverse, encompassing
resource dependencies, temporal dependencies, environment dependencies, and so on. In our research,
we mainly investigate two of them: resource and temporal dependencies. For the former one, it means
the two tools can have a connection if the input type of tool ta can match the output type of tool tb.
For the latter one, we devise tool graphs that highlight temporal dependencies, allowing any two tools
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Step 2. Graph Sampling

Step 1. Tool Graph Construction Data for Task Automation
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Instruction

Task Steps:

Tool Invoking Graph:

Step 3. Back-Instruct
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I am a data producer that 
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synthesizes user instructions 
and associated task graphs.

Tool Collection I want to convert a landscape video (video.mp4) into an 
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Video Voiceover
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Arguments:
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Arguments:
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Arguments:

Video Captioning

Description: 
Arguments:

Node Chain DAG

Step 1:  Obtain a descriptive caption from the video video.mp4.
Step 2: Rewrite the original caption into an anime-style one..
Step 3: Generate a new video according to the rewritten text.
Step 4: Generate an audio based on the provided "script.txt".
Step 5: Merge the newly created video with the voice.
Step 6: Share the final video on TikTok.

Video CaptioningVideo Captioning

video.mp4

script.txt

    Video Share

Text GenerationText Generation Video Generation

Video EditingAudio Generation

Figure 2: Construction of the TASKBENCH: Initially, the toolbox is transformed into a tool graph by
establishing connections based on tool dependencies. We then sample diverse subgraphs from this
tool graph, which can be individual nodes, linear chains, or directed acyclic graphs (DAGs). Using
these sampled tool subgraphs, we “back-instruct" the LLM to inversely craft user instructions, task
steps, and tool invocation graphs. Additionally, we employ critics to assess the consistency between
the generated tool invocation graphs and the corresponding sampled tool subgraphs.

to be linked to illustrate their order. In this work, we choose three scenarios to build the datasets for
our benchmark2:

Hugging Face Hugging Face [28] provides a wide variety of AI models to cover massive tasks
across language, vision, audio, video, and so on. Each task defined by Hugging Face can be viewed
as a tool to address a specific task. Specifically, each tool in Hugging Face has determined the type of
its input and output. Hence, if tool ta and tb have a connection, the input type of ta should match the
output type of tb. Guided by this principle, we constructed Hugging Face’s tool graph, comprising 23
tools and 225 edges.

Multimedia In contrast to the Hugging Face tools, which are tailored for AI tasks, the multimedia
tools is broader in scope. It provides more user-centric tools like file downloader, video editor, and
so on. The policy for tool connections is the same as the Hugging Face domain. Finally, we could
construct a tool graph over multimedia tools with 40 nodes and 449 edges.

Daily Life APIs Sometimes, we also need some daily life services, including web search, shopping,
and etc. Hence, these daily life APIs can also be considered as tools for specific tasks. However, it is
worth noting that the type of dependencies among these APIs is predominantly temporal. Therefore,
two daily life APIs have a successive order if they are connected. In this scenario, we can build a tool
graph with 40 nodes and 1,560 edges.

3.2.2 Sampling on Tool Graph

Based on the above steps, we can sample a sub-graph from the constructed TG and keep the
connections of sampled tools from the TG to capture the dependencies between tools. Following the
setting of HuggingGPT, we categorize the sub-structure of a TG into three types: node, chain, and
directed acyclic graph (DAG). Each type embodies a specific pattern for tool invocation:

• Node represents standalone tool invocations, suitable for addressing simple tasks necessitating only
a single tool.

• Chain corresponds to sequential tool invocations, where tools need to be stepwise executed to
complete a task.

• DAG depicts more intricate tool invocations. A tool might rely on multiple preceding tools or
influence several subsequent tools.

2We present more details about these tool graphs on different domains in Appendix A.8
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By sampling sub-graphs from these three substructures, we can emulate a variety of valid tool
invocation patterns for user instruction. We represent the tool subgraph in G as Gs = {Ts, Ds}, where
Ts = {ts1, ts2, . . . , tsk} with k < n and Ds = {(tsa, tsb)}, such that tsa and tsb belong to Ts. The
sampling of the tool graph can be described as:

Sample(G,mode, size) → Gs, (1)
where the mode specifies the sampling mode (e.g., Nodes, Chains, DAGs), and the size indicates
the number of tools (Here we set its range as {1, 2, ..., 10}). These factors determine the topological
nature and magnitude of the tool sub-graph in user instructions, respectively.

3.2.3 Back-Instruct

Next, based on the sampled sub-graph Gs, we use LLMs to synthesize user instructions. We term
this process BACK-INSTRUCT, which can considered as a data engine to convert the sampled tools
into user instruction. Specifically, given a sampled subgraph Gs, we formulate the following BACK-
INSTRUCT procedure, empowering LLMs to produce the corresponding instructions I:

BackInstruct1(Gs = (Ts, Ds)) → I. (2)
Here, the sampled sub-graph Gs can instruct LLMs to generate user requests covering these related
sub-tasks, and further with their dependencies. Such a strategy ensures the complexity and quality of
the generated data.

Specifically, we note that sampled sub-graphs can only provide information on tool invocation
skeletons, lacking the critical parameters for tool execution. Therefore, based on the generated
instruction I in Eqn. 2, we let the LLM to populate the parameters for the tool subgraphs and generate
the final tool invocation graph Ḡ along with the corresponding task decomposition steps P :

BackInstruct2(Gs = (Ts, Ds), I) → {P, Ḡ}. (3)

3.2.4 Quality Control Mechanisms

To ensure high-quality data, we implement a multi-step quality control process:

Self-Critic Mechanisms: A we introduce a self-critic mechanism to check and filter out the
generated instruction to guarantee quality. Here, we offer two variants: LLM-based and rule-based.
The former aims to use LLM to check the alignments between the generated data and the sampled
tool sub-graph. While the latter uses straightforward rules to determine the alignment between the
tool graphs in created data and the sampled tool graphs. Here, we use the nodes and edges of the
sampled graph to determine the consistency. Figure 2 illustrates each step of our data engine to
simulate user instructions.

Human Verification: We implemented a rigorous human verification process to further ensure
the quality and coherence of the dataset. Human experts reviewed the generated instructions across
different task complexities and confirmed their logical consistency and alignment with the intended
tasks. Before beginning the verification process, we provided detailed instructions and conducted a
calibration session for all experts. This session was essential to standardize the evaluation criteria
across different reviewers and ensure consistency in their assessments. During this calibration, we
provided sample cases and discussed the scoring criteria (naturalness, complexity, alignment) to
align the understanding among the experts. This verification process covered instructions generated
from sub-graphs of varying sizes, ensuring that the instructions are meaningful and practical. This
comprehensive review provides additional assurance that the dataset meets high standards of quality.

Based on the above steps, we build TASKBENCH across three domains, which use GPT-4 as the data
engine. The ratio of different modes (i.e., Node, Chain, DAG) is set as 3 : 7 : 8 for sampling and
the ratio for the number of different tools is set as {0.1, 0.2, 0.3, 0.2, 0.1, 0.05, 0.025, 0.025, 0.025}.
More detailed designs about our data engine and the statistics of the constructed datasets are provided
in the Appendix A.5.

3.3 Evaluation of the Dataset Quality

To illustrate the quality of the TASKBENCH datasets, we conducted comprehensive human evaluations
based on generated samples. Additionally, we performed a case study and an error analysis of the
datasets. For further details, please refer to Appendix A.1 and Appendix A.2.
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Evaluation Metrics To evaluate the quality of datasets constructed by Back-Instruct, we designed
three metrics: two metrics (i.e., Naturalness and Complexity) to assess the quality of the instructions,
and one metric (i.e., Alignment) to evaluate the tool invocation graph. More details are in below:

• Naturalness: This metric evaluates how reasonable the instructions are, considering factors such
as the typicality of dependencies between tools and their relevance to real-world applications.

• Complexity: This metric assesses the complexity of the instructions by examining aspects such as
the depth of the task, the number of tools involved, and the interrelations among these tools.

• Alignment: This measures how well the tool invocation graphs align with the instructions, specifi-
cally evaluating whether the graphs effectively fulfill the user’s commands.

Each metric is scored on a scale from 1 to 5. These metrics are designed to assess the effectiveness
and faithfulness of our TASKBENCH in task automation.

Comparison with Baselines To make a fair comparison, we choose two additional baselines to
compare our Back-Instruct:

• Back-Instruct (Ours): e sample tool subgraphs and then backtranslate to instructions and further
refine the tool invocation graph.

• Back-Instruct w/o edges: Unlike our complete Back-Instruct, this version omits edges from the
sampled tool subgraphs, retaining only the tool node information in the prompts.

• Self-Instruct: As described by [29], this method uses manually labeled demonstrations and
descriptions of all tools. We utilize GPT-4 to autonomously select tools and generate instructions
along with tool invocation graphs.

Table 2: Human evaluation (rating from 1 to 5) on samples constructed by different methods. Average
score rating from three human experts.

Methods Naturalness↑ Complexity↑ Alignment↑ Overall↑

Back-Instruct 3.89 4.01 3.66 3.85
Back-Instruct w/o edges 3.44 3.27 3.62 3.44
Self-Instruct 2.18 2.01 3.64 2.61

Evaluation Results During the human evaluation, we randomly selected 50 samples from our
TASKBENCH and invited three domain experts to assess their quality. To ensure a fair and unbiased
evaluation, all samples were anonymized. We provided canonical samples to help these experts
calibrate their assessment criteria during the annotation process. The final results are the average
scores from all experts’ ratings, and are detailed in Table 2.

We observed that all methods (Self-Instruct and Back-Instruct) effectively ensured alignment. How-
ever, our method, Back-Instruct, achieved the highest scores in Naturalness and Complexity. We
attribute these superior results to the realistic resource and temporal dependencies in our sampled
tool subgraphs, which enable us to generate more natural and complex instructions, especially in
scenarios involving multiple tools. This graph structure guides the generation process, resulting in
more natural and complex instructions that reflect realistic task scenarios. The performance difference
between back-instruct with and without edges further underscores the importance of capturing tool
dependencies. Including edge information in the Tool Graph allows for a more comprehensive
understanding of tool relationships, resulting in more natural and complex instructions.

4 TaskEval

To comprehensively evaluate LLMs’ capabilities in task automation, we introduce TASKEVAL,
a systematic evaluation framework that assesses three critical aspects: task decomposition, tool
selection, and parameter prediction. Unlike existing benchmarks that focus on isolated aspects of tool
usage or API interactions, TASKEVAL provides a holistic assessment of the entire task automation
process. To ensure standardized evaluation, we employ a consistent prompting strategy that guides
each model through a structured sequence: first decomposing user requests into sub-tasks, then
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Table 3: Evaluation for tool selection. Node F1 (n-F1) and Edge F1 (e-F1) for node and edge
prediction. For nodes, a prediction is deemed positive if the predicted node’s ID aligns with any of
the ground-truth node labels. For edges, both the source and target nodes of a predicted edge must
correspond exactly. Normalized Edit Distance (NED) measures the normalized number of operations
required to correct the prediction for chain structure.

TOOL SELECTION - Predicts tools and their dependencies.

LLM
Node Chain DAG Overall

n-F1 ↑ n-F1↑ e-F1 ↑ NED ↓ n-F1↑ e-F1 ↑ n-F1↑ e-F1 ↑

H
ug

gi
ng

Fa
ce

To
ol

s

gpt-4 84.34 80.79 55.73 39.70 82.86 56.39 81.54 54.70
gemini-pro 77.46 76.12 45.51 43.10 79.05 49.36 76.62 43.50
claude-2 69.83 80.67 48.11 40.03 84.52 53.40 79.00 43.51
gpt-3.5-turbo 56.91 72.63 39.92 46.52 73.79 38.55 69.49 33.36
text-davinci-003 40.71 66.05 36.04 48.57 64.64 34.19 59.38 29.37

mistral-7b-v0.3 60.74 67.00 25.70 52.74 68.55 26.37 65.96 21.91
codellama-13b 43.68 55.65 17.80 62.23 52.87 13.19 53.16 14.64
nous-hermes-13b 58.66 52.39 9.01 62.48 51.99 6.33 53.62 8.29
vicuna-13b-v1.5 51.74 50.37 8.40 66.83 52.46 9.06 50.82 7.28
llama-2-13b-chat 43.59 49.87 8.22 64.99 49.60 9.11 48.47 7.30

M
ul

tim
ed

ia
To

ol
s

gpt-4 97.13 89.70 69.29 28.93 92.32 71.64 90.90 69.27
gemini-pro 73.61 82.65 55.50 35.62 85.29 57.80 81.54 52.07
claude-2 66.16 83.95 59.22 33.41 82.98 54.28 80.94 53.01
text-davinci-003 59.15 76.87 50.79 38.54 79.00 50.69 73.97 45.81
gpt-3.5-turbo 53.55 76.81 50.30 39.05 78.65 49.52 72.83 44.02

mistral-7b-v0.3 64.00 78.32 41.12 40.75 79.96 41.36 76.11 35.34
codellama-13b 43.70 66.89 28.77 46.35 68.68 28.79 62.78 24.61
vicuna-13b-v1.5 66.64 59.18 16.49 54.17 61.40 13.95 60.61 14.78
nous-hermes-13b 60.58 58.53 9.47 56.02 59.39 9.57 58.97 8.90
llama-2-13b-chat 38.02 45.14 1.62 65.29 45.95 2.11 43.87 1.63

D
ai

ly
L

ife
A

PI
s

gpt-4 95.97 97.06 83.47 38.69 96.41 42.01 96.91 80.53
claude-2 79.57 95.36 80.68 39.93 93.85 41.04 93.52 75.31
gemini-pro 76.15 92.79 64.58 41.64 89.68 28.42 90.75 59.45
gpt-3.5-turbo 52.18 90.80 70.66 43.50 86.94 30.85 85.37 60.67
text-davinci-003 68.49 82.15 60.12 47.14 76.81 24.54 80.42 54.90

codellama-13b 89.75 87.80 65.92 44.42 83.61 27.47 87.73 63.16
mistral-7b-v0.3 81.55 80.52 50.95 51.80 79.17 25.04 80.54 45.87
vicuna-13b-v1.5 80.59 73.74 13.24 51.43 67.92 5.62 75.67 12.48
nous-hermes-13b 82.50 71.17 3.55 53.47 70.65 2.86 73.45 3.50
llama-2-13b-chat 34.11 57.61 20.13 67.06 56.18 8.42 55.77 17.02

selecting appropriate tools with parameters, and finally constructing a complete tool invocation graph.
For our evaluations, we primarily focus on the GPT series [1, 2, 4], Gemini [3], Claude [30] and
open-source LLMs [5, 31, 32, 33, 34, 35]. For comprehensive evaluations of other open-source LLMs
[36, 37, 38], please refer to Appendix A.7.

4.1 Task Decomposition

To evaluate LLMs’ ability to understand and break down complex tasks, we assess the quality of
task decomposition through three complementary ROUGE metrics: Rouge-1 (R1), Rouge-2 (R2),
and Rouge-L (RL). Our analysis, presented in Table 12, reveals several key findings: (1) GPT-4
consistently demonstrates superior task decomposition abilities, achieving approximately 10% higher
scores in both R1 and R2 compared to other models. This performance gap indicates its enhanced
capability to understand and structure complex tasks. (2) Codellama-13b shows particular strength
in the "Daily Life APIs" domain, achieving scores of 89.86 in R1 and 83.27 in R2, suggesting
that code-centric pre-training enhances the ability to understand structured task sequences. (3) The
performance gap between models widens as task complexity increases, indicating that advanced
reasoning capabilities become more crucial for complex task decomposition.
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Table 4: Evaluation for parameter prediction of tools. t-F1 evaluate the pair of (task, parameter name),
v-F1 evaluate the triple of (task, parameter name, parameter value).

TOOL PARAMETER PREDICTION - Predicts parameters for the tool execution.

LLM
Node Chain DAG Overall

t-F1↑ v-F1↑ t-F1 ↑ v-F1↑ t-F1 ↑ v-F1↑ t-F1 ↑ v-F1↑

H
ug

gi
ng

Fa
ce

To
ol

s

gpt-4 80.05 74.10 76.66 58.15 78.24 60.03 77.31 60.86
gemini-pro 67.63 56.54 66.60 46.35 70.41 50.56 67.12 48.54
claude-2 48.07 32.14 66.35 45.57 68.59 48.19 63.00 43.08
text-davinci-003 38.51 27.43 56.90 38.76 57.03 38.90 52.53 36.04
gpt-3.5-turbo 37.70 19.81 60.96 41.15 61.33 42.89 55.88 36.32

mistral-7b-v0.3 29.18 13.19 46.18 26.09 45.49 28.73 42.41 23.40
codellama-13b 20.09 12.58 36.40 21.31 33.43 20.48 32.06 18.87
nous-hermes-13b 46.38 31.06 35.55 13.81 33.06 13.69 37.51 17.66
vicuna-13b-v1.5 29.80 20.54 32.14 13.57 32.16 15.23 31.61 15.38
llama-2-13b-chat 25.71 13.11 28.99 11.14 30.04 13.60 28.34 11.85

M
ul

tim
ed

ia
To

ol
s

gpt-4 95.64 87.12 85.60 69.83 87.57 72.79 87.06 72.31
gemini-pro 62.21 50.48 72.99 55.21 76.13 58.79 71.67 54.82
claude-2 53.81 24.02 75.60 58.12 72.41 52.43 71.63 51.58
gpt-3.5-turbo 44.94 11.96 70.53 47.76 71.82 47.95 65.91 40.80
text-davinci-003 60.30 20.78 69.91 44.76 71.91 45.76 68.48 40.70

mistral-7b-v0.3 30.70 14.65 61.42 41.79 62.32 42.93 55.52 36.40
codellama-13b 32.01 16.10 52.30 32.51 53.08 33.79 48.19 29.13
vicuna-13b-v1.5 52.72 35.55 39.31 21.00 40.05 21.40 41.62 23.62
nous-hermes-13b 50.11 37.80 41.98 17.89 43.99 20.04 43.60 21.69
llama-2-13b-chat 28.49 17.01 30.26 9.66 31.00 11.35 29.99 11.32

D
ai

ly
L

ife
A

PI
s

gpt-4 95.83 76.21 97.23 70.67 95.95 69.65 97.02 71.14
claude-2 78.12 59.43 94.72 65.30 91.83 66.39 92.71 64.72
gemini-pro 69.88 45.41 91.66 57.93 88.50 53.91 88.95 56.22
gpt-3.5-turbo 43.81 28.77 89.21 61.11 83.88 56.13 81.97 55.66
text-davinci-003 61.68 45.53 80.68 54.54 76.51 51.91 78.37 53.40

codellama-13b 86.34 71.20 84.31 61.51 80.42 60.18 84.26 62.38
mistral-7b-v0.3 65.86 50.67 72.03 49.71 70.52 48.35 71.21 49.73
vicuna-13b-v1.5 83.63 67.71 61.80 44.54 57.14 41.72 64.27 47.31
nous-hermes-13b 79.69 63.29 62.64 45.32 63.26 45.74 64.47 47.22
llama-2-13b-chat 10.39 7.32 38.89 25.37 36.43 23.40 35.11 22.94

4.2 Tool Selection

To assess LLMs’ ability to select and connect appropriate tools, we evaluate their construction
of tool invocation graphs, where nodes represent individual tools and edges capture dependencies
between them. We introduce three complementary metrics designed to capture different aspects of
tool selection accuracy: (1) Node F1 (n-F1): Evaluates the accuracy of tool selection by comparing
the predicted tools with the reference set, measuring the model’s ability to identify appropriate tools
for each sub-task. (2) Edge F1 (e-F1): Assesses the model’s understanding of tool dependencies by
comparing the predicted connections between tools with the reference graph, capturing the ability to
understand tool interaction patterns. (3) Normalized Edit Distance (NED): Specifically measures
the sequential accuracy in chain structures, evaluating how well models understand and maintain the
correct order of tool operations.

Results in Table 3 reveal several important patterns: (1) Edge prediction consistently proves more
challenging than node prediction, with F1 score differences of approximately 20% across all models,
indicating that understanding tool relationships is more complex than identifying individual tools.
(2) Performance varies significantly with task structure complexity - while open-source models like
Mistral-7b and CodeLlama-13b compete well with GPT-3.5-Turbo on simpler node structures, they
show notable limitations when handling more complex dependencies. (3) GPT-4 maintains more
consistent performance across different structure types, suggesting better generalization to complex
tool interactions.
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4.3 Parameter Prediction

To evaluate LLMs’ ability to correctly configure tools for execution, we assess parameter prediction
through two comprehensive metrics: (1) Parameter Name F1 (t-F1): Measures the accuracy
in identifying required parameters for each tool, evaluating the model’s understanding of tool
specifications; (2) Parameter Name & Value F1 (v-F1): Evaluates both parameter identification
and value assignment accuracy, assessing the model’s ability to provide correct and contextually
appropriate parameter values.

The results are detailed in Table 4. GPT-4 demonstrates remarkable robustness in capturing the
nuances of both parameter names and values, essential for precise task execution. LLMs such
as Claude-2 and Gemini-Pro show competitive results in some domains but still fall short of the
benchmarks set by GPT-4. In contrast, open-source LLMs, while performing adequately in some
categories, generally exhibit lower v-F1 scores. This discrepancy highlights a critical area for
improvement in task automation capabilities, particularly in the precision of parameter prediction.
This insight points to the need for advancements in model training to enhance the effectiveness of
LLMs in real-world applications.

4.4 Analysis

Our comprehensive evaluation reveals several key factors that influence task automation performance:

Fundamental Capabilities 1) Reasoning: The success of LLMs in task automation largely depends
on their ability to solve complex problems and reason effectively. For instance, the GPT series exhibits
superior reasoning skills in mathematical and coding tasks, indicative of its robust capabilities in task
planning and tool usage. 2) Instruction Following: Models specifically fine-tuned for instruction
following, such as Vicuna-13b and WizardLLM-13b, tend to outperform others like Llama-2-13b.
Notably, WizardLLM-13b exhibits a marked improvement over Vicuna-13b, highlighting the impact
of sophisticated instruction fine-tuning on performance.

Contributing Factors 1) Code Pre-training: Models with extensive code pre-training, such as
Code-Llama, surpass other LLMs in task automation. Our data shows an average improvement of
4.45% in tool prediction and 12.76% in parameter prediction across various domains, underscoring
the necessity of structured text for connecting automation stages. 2) Alignment: Models employing
human alignment techniques (e.g., the GPT series with RLHF) show enhanced task automation
capabilities compared to their open-source counterparts, indicating that RLHF promotes more
generalized reasoning skills and mitigates instruction-specific overfitting.

4.5 Consistency with Human Evaluation

To validate TASKEVAL’s effectiveness as a benchmark, we analyze its correlation with human
evaluations using two statistical measures: Kendall’s τ and Spearman’s ρ. Our results in Table 9
demonstrate strong correlations (average τ = 0.89, ρ = 0.78), confirming that our automated metrics
align well with human judgment of task automation quality.

5 Conclusion

In this paper, we introduce TASKBENCH, a benchmark designed to evaluate the performance of LLMs
in task automation. We begin by outlining the three critical stages of task automation for LLMs:
task decomposition, tool selection, and tool parameter prediction. The performance in these stages
reflects the overall capability of LLMs in task automation, motivating the construction of specialized
evaluation datasets. To this end, we present the concept of Tool Graph, which aggregates various tools
along with their interconnections. Using our curated datasets, we further introduce TASKEVAL, which
comprises systematic evaluation metrics for task automation. The experimental results reveal the
performance of current mainstream LLMs in task automation and analyze the factors influencing their
autonomous task execution. The results also validate the effectiveness of TASKBENCH in assessing
LLMs’ performance in task automation. Looking forward, we plan to expand our benchmark to
include more domains and develop more advanced metrics to further explore the potential of LLMs
in task automation and the development of powerful autonomous agents.
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A Appendix

A.1 Case Study of Back-Instruct

We draw some cases to intuitively show the differences between Back-Instruct, Back-Instruct w/o
edges and Self-Instruct [29], as shown in Table 5. From these examples, we observe that our Back-
Instruct can generate examples with more comprehensive and interconnected tool usage, reflecting
higher naturalness and complexity in instruction generation.

A.2 Error Analysis

A.2.1 Error Analysis on TaskBench Dataset

Incomplete instructions

11.8%
Impractical instructions

17.6%

Mismatched parameter types

23.5%

Incorrect parameter value

17.6%

Incorrect Tool Dependency

29.4%

Error Types Distribution (Total: 17/148)

Figure 3: Error Analysis on TASKBENCH

Despite the advanced instruction generation and
labeling capabilities of gpt-4, we admit that it
is challenging to guarantee the correctness of
all generated samples. To better understand
our dataset and assess its accuracy, we conduct
human evaluations to provide a thorough error
analysis. Here, we first randomly sampled 148
samples, and our labeling team identified 18
error samples (nearly 12%) from the sampled
data. We attribute these incorrect samples to five
distinct error categories. Typical examples and
the proportions for each category are shown in
Table 6 and Figure 3:

• Incorrect Instructions:
– Incomplete instructions: This error occurs when the instructions lack the necessary details or

resources for successful completion.
– Impractical instructions: The instructions could be irrational or impossible to execute with the

capabilities of current tools.
• Parameter Errors:

– Mismatched parameter types: This error occurs when the parameters provided do not match
the expected types for the used tool.

– Incorrect parameter value: This error is evident when the values provided for the parameters
are incorrect or not suitable for the task.

• Incorrect Tool Dependency: This error type refers to the incorrect linking or sequencing of tools
required for a task.

Based on these observed errors, we conclude that it is necessary to build a more elaborate prompt
(e.g., more detailed tool-use specification and demonstrations) to describe tool parameters and tool
dependencies when generating the tool invocation graph. Besides, we will also introduce more
high-quality criteria to continuously improve our dataset in addition to our rule-based and LLM-based
critics.

A.2.2 Error Analysis of Different LLMs in Predicting Tool Invocation Graph

We analyze the failures in predicting the tool invocation graph that occur during task automation
inference. These failures can be categorized into three main groups: incorrect tool names, incorrect
tool dependencies, and mismatched tool parameters. For our analysis, we randomly selected 50
predictions, and the distribution of each error type across different LLMs is detailed in Table 7. We
observed that:

• gpt-4 demonstrates the fewest errors in all categories, indicating a higher accuracy in predicting the
tool invocation graph.

• gpt-3.5-turbo and code-llama-13b show a progressively higher number of errors. Notably, the
‘Incorrect Tool Dependency’ is the most common across all models, highlighting the challenge
LLMs face in predicting accurate parameters for tools.
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Table 5: Comparative analysis of Back-Instruct, Back-Instruct w/o edges, and Self-Instruct.
Method Tools Instruction Tool Invocation Graph

Back-Instruct

" sampled_nodes " : [ { " i d
" : " Audio − to −Image " } ,
{" i d " : " Image C o l o r i z e r
" } , {" i d " : " Image
S t i t c h e r " } , {" i d " : "
Image S t y l e T r a n s f e r " } ,

{" i d " : " Image − to − Text
" } ] ,
" s a m p l e d _ l i n k s " : [ { "
s o u r c e " : " Image S t y l e
T r a n s f e r " , " t a r g e t " : "
Image S t i t c h e r " } , {"
s o u r c e " : " Audio − to −
Image " , " t a r g e t " : "
Image C o l o r i z e r " } , {"
s o u r c e " : " Image
C o l o r i z e r " , " t a r g e t " : "
Image S t y l e T r a n s f e r " } ]

I am working on a
project where I’ve

created some music and
I’ve saved that music in
an ’example.wav’ file. I

also have an image
’example.jpg’ that I
want to impart some
visual appeal. Could
you help me create a

visual representation of
my audio file that

merges well with my
image, applies a

colorful vibe to it with
’example_style.jpg’ as
reference, and finally, if
there is any text in my
final stylized image,

please extract it?

{" t a s k _ n o d e s " : [ { " t a s k " : " Audio
− to −Image " , " a rgumen t s " : [ "
example . wav " ] } , {" t a s k " : " Image

S t i t c h e r " , " a rgumen t s " : [ "
example . j p g " , "< node −0 >"]} , {"
t a s k " : " Image C o l o r i z e r " , "
a rgumen t s " : [" < node −1 >" , "
e x a m p l e _ s t y l e . j p g " ] } , {" t a s k " :
" Image − to − Text " , " a rgumen t s " :
[" < node −2 >" ]} ] , " l i n k s " : [ { "
s o u r c e " : " Audio − to −Image " , "
t a r g e t " : " Image S t i t c h e r " } , {"
s o u r c e " : " Image S t i t c h e r " , "
t a r g e t " : " Image C o l o r i z e r " } , {"
s o u r c e " : " Image C o l o r i z e r " , "
t a r g e t " : " Image − to − Text " } ] }

Back-Instruct
w/o edges

" sampled_nodes " : [ { " i d
" : " Audio − to −Image " } ,
{" i d " : " Image C o l o r i z e r
" } , {" i d " : " Image
S t i t c h e r " } , {" i d " : "
Image S t y l e T r a n s f e r " } ,

{" i d " : " Image − to − Text
" } ]

I would like to create a
stylized collage from
’example.jpg’ and the

sound of the
’example.wav’ file. The

visual style should be
inspired by the similar

image search result.
The collage should be
colorized, and I would
like any text in the final
image to be extracted.

{" t a s k _ n o d e s " : [ { " t a s k " : " Audio
− to −Image " , " a rgumen t s " : [ "
example . wav " ] } , {" t a s k " : " Image

C o l o r i z e r " , " a rgumen t s " : [ "
Image S t y l e T r a n s f e r " ] } , {" t a s k
" : " Image S e a r ch ( by Image ) " , "
a rgumen t s " : [ " example . j p g " ] } ,
{" t a s k " : " Image S t i t c h e r " , "
a rgumen t s " : [ " Audio − to −Image " ,
" example . j p g " ] } , {" t a s k " : "
Image S t y l e T r a n s f e r " , "
a rgumen t s " : [ " Image S t i t c h e r " ,
" Image Se a r c h ( by Image ) " ] } , {"
t a s k " : " Image − to − Text " , "
a rgumen t s " : [ " Image C o l o r i z e r
" ] } ] , " l i n k s " : [ { " s o u r c e " : "
Audio − to −Image " , " t a r g e t " : "
Image S t i t c h e r " } , {" s o u r c e " : "
Image C o l o r i z e r " , " t a r g e t " : "
Image − to − Text " } , {" s o u r c e " : "
Image S ea rc h ( by Image ) " , "
t a r g e t " : " Image S t y l e T r a n s f e r
" } , {" s o u r c e " : " Image S t i t c h e r
" , " t a r g e t " : " Image S t y l e
T r a n s f e r " } , {" s o u r c e " : " Image
S t y l e T r a n s f e r " , " t a r g e t " : "
Image C o l o r i z e r " } ] }

Self-Instruct

" sampled_nodes " : [ { " i d
" : " Audio − to −Image " } ,
{" i d " : " Image C o l o r i z e r
" } , {" i d " : " Image
S t i t c h e r " } , {" i d " : "
Image S t y l e T r a n s f e r " } ,

{" i d " : " Image − to − Text
" } ]

I have a black and
white image of an old

newspaper
(example.jpg) and I

want to colorize it first,
then apply the style of a

modern newspaper
(example.png) to it, and
finally extract the text

from the stylized image.

{" t a s k _ n o d e s " : [ { " t a s k " : " Image
C o l o r i z e r " , " a rgumen t s " : [ "

example . j p g " ] } , {" t a s k " : " Image
S t y l e T r a n s f e r " , " a rgumen t s " :

[ " Image C o l o r i z e r " , " example .
png " ] } , {" t a s k " : " Image − to − Text
" , " a rgumen t s " : [ " Image S t y l e
T r a n s f e r " ] } ] , " l i n k s " : [ { "
s o u r c e " : " Image C o l o r i z e r " , "
t a r g e t " : " Image S t y l e T r a n s f e r
" } , {" s o u r c e " : " Image S t y l e
T r a n s f e r " , " t a r g e t " : " Image − to −
Text " } ] }

Further, we present specific cases in Table 8 to elucidate the nature of prediction errors in these LLMs.
Given the following example, gpt-4 correctly interpreted the task in the given example, underscoring
its advanced task automation capabilities. Conversely, gpt-3.5-turbo and code-llama-13b omitted
a critical tool (‘Audio Downloader’), resulting in a ‘Missing Required Tool’ error. Additionally,
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Table 6: Error Analysis on TASKBENCH.
Error Type Example

Incomplete instructions I have a long text and I would like to get a summarized version of it, then
generate an image that represents the main idea of the summarized text.

Impractical instructions I have a text: ’This training vid is amazing! Speed it up by 1.5x please!’.
Analyze the sentiment, expand it, find the video URL and adjust the video speed.

Mismatched parameter
types

I want to find articles related to climate change and analyze their sentiment.
Please translate non-English articles to English.

{" task_nodes ": [{" task": "Text Search", "arguments
": [" climate change "]}, {"task": "Text Sentiment
Analysis", "arguments ": ["<node -0>"]}, {"task": "
Text Translator", "arguments ": ["<node -1>"]}], "
task_links ": [{" source ": "Text Search", "target ":
"Text Sentiment Analysis"}, {" source ": "Text
Sentiment Analysis", "target ": "Text Translator
"}]}

Incorrect parameter
value

I have two audio files from online lectures at the following URLs: ’exam-
ple1.wav’ and ’example2.wav’. I want them combined into a single audio file,
transcribe the speech into text, and check the text for grammatical errors.

{" task_nodes ": [{" task": "Audio Downloader", "
arguments ": [" example1.wav", "example2.wav"]}, {"
task": "Audio Splicer", "arguments ": ["<node
-0>"]}, {"task": "Audio -to -Text", "arguments ": ["<
node -1>"]}, {"task": "Text Grammar Checker", "
arguments ": ["<node -2>"]}], "task_links ": [{"
source ": "Audio Downloader", "target ": "Audio
Splicer"}, {" source ": "Audio Splicer", "target ": "
Audio -to-Text"}, {" source ": "Audio -to-Text", "
target ": "Text Grammar Checker "}]}

Incorrect Tool
Dependency

I want to create a more engaging version of this short text: ’Join us for a fun-filled
evening!’ and find some videos related to its sentiment.

{" task_nodes ": [{" task": "Article Spinner", "
arguments ": ["<node -2>"]}, {"task": "Text Expander
", "arguments ": ["Join us for a fun -filled evening
!"]}, {"task": "Text Sentiment Analysis", "
arguments ": ["<node -1>"]}, {"task": "Video Search
", "arguments ": ["<node -2>"]}], "task_links ": [{"
source ": "Text Expander", "target ": "Text
Sentiment Analysis"}, {" source ": "Text Sentiment
Analysis", "target ": "Article Spinner"}, {" source
": "Text Sentiment Analysis", "target ": "Video
Search "}]}

Table 7: Error Distribution in Different LLMs.
Required Tool Missing Tool Dependency Error Tool Parameter Error

gpt-4 0 2 3
gpt-3.5-turbo 2 8 11
code-llama-13b 4 9 13
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code-llama-13b encountered compounded errors, including ‘Tool Parameter Error’ and ‘Incorrect
Tool Dependency’.

Instruction:
I need an audio file downloaded from ’https ://www.example.com/
example.wav ’, then please reduce the background noise and apply
a reverb effect according to my instruction ’reverb 50\% ’.

Finally , combine it with the audio file ’example.wav ’.
Gold tool invocation graph:
"task_nodes ": [
{"task": "Audio Downloader", "arguments ": ["https ://www.example
.com/example.wav"]},
{"task": "Audio Noise Reduction", "arguments ": ["<node -0>"]},
{"task": "Audio Effects", "arguments ": ["<node -1>", "reverb
50%"]} ,
{"task": "Audio Splicer", "arguments ": ["<node -2>", "example.
wav "]}]

Table 8: Case Study of Prediction Errors in LLMs.
LLM Predicted Tool Invocation Graph Error Type

gpt-4

{" task_nodes ": [{" task": "Audio
Downloader", "arguments ": [" https
:// www.example.com/example.wav"]},
{"task": "Audio Noise Reduction", "
arguments ": ["<node -0>"]}, {"task":
"Audio Effects", "arguments ": ["<

node -1>", "reverb 50%"]} , {"task":
"Audio Splicer", "arguments ": ["<
node -2>", "example.wav "]}]}

None

gpt-3.5-turbo

{" task_nodes ": [{" task": "Audio
Noise Reduction", "arguments ": [""
https :// www.example.com/example.wav
""]}, {"task": "Audio Effects", "
arguments ": ["<node -0>", "reverb
50%"]} , {"task": "Audio Splicer", "
arguments ": ["<node -1>", "example.
wav "]}]}

Missing Required Tool

code-llama-13b

{" task_nodes ": [{" task": "Audio
Noise Reduction", "arguments ": ["
example.wav"]}, {"task": "Audio
Effects", "arguments ": ["<node -0>",
"reverb 50%"]} , {"task": "Audio

Splicer", "arguments ": ["<node -1>",
"<node -0 >"]}]}

Missing Required Tool
Tool Parameter Error
Incorrect Tool Dependency

A.3 Metrics for Ranking Consistency

To compute the consistency of two rankings where the number of observations is n, we introduce
two correlation coefficients: Spearman’s ρ and Kendall’s τ . In our work, they refer to the human and
TASKBENCH rankings of large language models in terms of task automation capabilities.

17



Spearman’s ρ measures the strength and direction of the rank association between two variables.
To calculate Spearman’s ρ, start by assigning ranks to each observation in both sets of data. For any
tied values, assign the average rank. Next, compute the difference in ranks between the two datasets
for each observation, and then square these differences. The coefficient is calculated as follow:

ρ = 1− 6× sum of squared rank differences
n (n2 − 1)

(4)

Kendall’s τ is calculated based on the consistency and inconsistency of pairs between two rankings.
For both rankings, we will consider all possible pairs of items in them. For each pair of items, if
the relative position is correct in both rankings, then we call this a “consistent pair”. If the relative
position is wrong, then we call this an “inconsistent pair”.

τ =
(number of concordant pairs )− ( number of discordant pairs )

n(n− 1)/2
(5)

Ranking Consistency Between TASKBENCH and Human Evaluation We report the above
metrics of TASKBENCH to investigate the consistency with human evaluations. The results are
shown in Table 9. We find that the average values for Kendall’s τ and Spearman’s ρ are 0.89
and 0.78, respectively. This indicates a very positive correlation between human evaluation and
our TASKBENCH, which further validates the effectiveness of our proposed framework for dataset
construction.

Table 9: Alignment of TASKBENCH with human evaluation. Kendall’s τ alculates the proportion of
aligned pairs, while Spearman’s ρ measures the correlation between the ranks of elements.

Correlation Metric Hugging Face Tools Multimedia Tools Daily Life APIs Average

Kendall’s τ 0.89 0.83 0.94 0.89
Spearman’s ρ 0.78 0.62 0.93 0.78

A.4 Analysis

A.4.1 Different Number of Tools

0-shot 1-shot 2-shot

50%

60%

70%

80%

90%

100%

LLM
gpt-4
text-davinci-003
codellama-13b

Metric
n-F1
Rouge-L
v-F1

Figure 4: Performance in the few-shot setting for
the Daily Life APIs domain. R-L for task decom-
position; n-F1 for tool selection; and v-F1 for pa-
rameter prediction.

The greater the number of tool nodes the tool
graphs contain, the more challenging it is for
LLM to perform task automation. To make a
clear understanding of the correlation between
the number of nodes in the tool graph and the
performance of LLMs in task automation, we
conduct a detailed statistical analysis in Table 10.
This analysis includes various metrics such as
node-wise F1, node set accuracy, edge-wise F1,
edge set accuracy, and graph accuracy, which
measure the exact-match accuracy of the node
set, edge set, and the entire graph, respectively.

From Table 10, we observed that as the number
of tools in the tool graphs increases, there is a
clear downward trend in various performance
metrics such as node set accuracy, edge set accu-
racy, and graph accuracy. This trend confirms that tool graphs with a higher number of tools present
more complex challenges for LLMs in task automation. Specifically, the result shows a significant
drop in performance metrics when moving from simpler graphs (1-2 tools) to more complex ones (3
or more tools). For instance, while single-node graphs achieve a high graph accuracy of 96.16%, this
metric falls to 39.31% for graphs with 6 tools and further decreases to 25.00% for 8-node graphs.

This correlation between the number of tools and the difficulty of the test cases can be attributed to
the increased complexity in understanding and processing more extensive and intricate links between
tools. As the number of tools grows, LLMs must handle a larger set of possible dependencies, which
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Table 10: Task automation performance with different number of tools on GPT-4
# tool nodes supports node set accuracy edge set accuracy graph accuracy

1 (single) 2,059 96.16 - 96.16
2 278 86.33 84.53 84.53
3 1,313 67.93 60.70 60.39
4 1,280 64.29 75.62 54.37
5 731 54.03 70.53 41.58
6 290 50.34 39.31 39.31
7 151 49.66 36.42 36.42
8 60 35.00 25.00 25.00
9 55 38.18 21.81 21.81
10 64 39.06 31.25 31.25

overall 6,281 73.52 67.55 67.25

significantly challenges their predictive and analytical capabilities. The results from this analysis
underline the importance of continuous advancements in LLM capabilities to keep pace with the
increasing complexity of tasks in various domains.

Table 11: Performance in the few-shot setting. Rouge-L (R-L) reflects the performance on task
decomposition; Node F1 (n-F1) and Edge F1 (e-F1) indicate the performance on tool selection; and
Parameter Name F1 (t-F1) and Parameter Name & Value F1 (v-F1) indicate the performance on
parameter prediction.

Shot LLM R-L ↑ n-F1 ↑ e-F1 ↑ t-F1 ↑ v-F1 ↑

0-shot

gpt-4 79.27 97.23 34.52 97.11 72.05
gpt-3.5-turbo 48.72 86.45 51.77 83.85 56.34
text-davinci-003 55.28 82.13 50.75 80.63 54.83

codellama-13b 59.05 71.55 36.57 63.04 44.21
wizardlm-13b 40.58 65.39 20.87 55.96 38.56
vicuna-13b-v1.5 48.34 68.32 26.73 51.47 35.71
nous-hermes-13b 36.58 50.44 13.96 36.32 25.07

1-shot

gpt-4 83.60 97.78 50.56 97.82 71.28
gpt-3.5-turbo 76.16 90.87 51.14 90.18 62.31
text-davinci-003 81.52 95.08 72.00 94.73 65.52

codellama-13b 84.91 87.21 54.89 83.71 61.76
vicuna-13b-v1.5 75.52 73.96 11.17 62.39 45.81
nous-hermes-13b 73.04 72.69 2.76 63.77 46.48
wizardlm-13b 75.96 67.93 12.26 53.59 39.08

2-shot

gpt-4 91.69 98.02 52.49 97.94 75.15
gpt-3.5-turbo 89.07 96.03 39.72 95.28 69.04
text-davinci-003 90.18 96.59 72.37 96.19 69.29

codellama-13b 87.76 92.33 64.17 88.60 66.03
nous-hermes-13b 78.88 82.42 43.55 74.68 54.39
wizardlm-13b 80.20 79.25 33.51 70.69 52.20
vicuna-13b-v1.5 79.67 79.84 37.50 71.45 51.82

A.4.2 Few-shot Setting

In-context learning is a crucial capability for LLMs, that can improve the performance of LLMs by
providing a few examples. In TASKBENCH, we also provide a fixed number of demonstrations in the
designed prompt to advance the capability of LLMs in automation. Therefore, we also investigate the
effect of the number of demonstrations in our setting. The results are reported in Table 11 and Figure 4.
We can find that as the number of demonstrations increases, it can receive significant improvements
of LLMs at different dimensions (e.g., task decomposition, tool selection, and parameter prediction).
For example, codellama-13b with a 2-shot setting can obtain 20.78% and 21.82% improvements to

19



the zero-shot setting in n-F1 and v-F1. These results underscore the effect of the demonstrations in
improving LLMs for task automation.

A.5 Details about Back-Instruct and TaskBench

Table 15 reports the statistical information of the tool graph and our constructed TASKBENCH datasets
across three domains. Notably, it is evident that the two critics we introduced play a crucial role in
improving data quality. The rule-based and LLM-based critics respectively filter out an average of
15.13% and 22.73% of the samples. In addition, we invited human experts to revise and filter the
data. And finally, we obtained 61.76%, 62.71%, and 60.42% of the aligned samples for the three
datasets, respectively.

We utilize the following prompt template for the “Back-Instruct" Data Engine. Each sample is
generated through a single prompting. We assign “instruction", “tool invocation graph", and “self-
critics" to specific fields in the prompt, and then populate the relevant fields to complete the data
generation in a single prompt.

Given a tool graph where tools serve as nodes and invoking chains
between tools act as edges , the following tools (nodes) are available
with their respective descriptions and input/output types:
{NODES}

These tools can be connected as follows , where the directed edges
represent invoking chains between tools:
{EDGES}

Based on the above tool graph , please skillfully generate the
corresponding task steps , user request , and tool invoking graph.

Requirements:
1. The generated user request should be clear , self -contained (with
user -specified text , image , video , audio , and content included within
the request) and practical (designed to help users solve a tangible
problem). The task steps must strictly adhere to the tool graph (nodes
and edges) and be reasonable. The tool invoking graph must align with
both the task steps and the provided tool graph.

2. The user request should be decomposable into task steps that the
tool invoking graph can solve.
3. Each task step must correspond to a tool node in both the tool
graph and the tool invoking graph. The number of task steps must equal
the number of nodes. Each tool node can only be used once.

4. If the user request requires image/audio/video resources , use files
named ’example .[jpg/mp4/wav/png]’.

5. The dependencies among task steps must be consistent with the edges
of both the tool graph and the tool invoking graph.

Now , please generate your result (with random seed {seed}) in a strict
JSON format:

{
"task_steps ": [step description for one or more steps],
"user_request ": "your high -quality and self -contained synthesized
request",
"invoking_graph ": {

"nodes": [
{

"task": "tool name",
"arguments ": [either user -specified text or resource file
’example .[jpg/mp4/wav/png]’ from the user request , or the
name of the dependent tool whose output this node requires
]

}
],
"links": [{" source ": "tool name i", "target ": "tool name j"}]
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},
"check_by_teacher ": "This field is filled by your strict and well -
trained teacher , minor mistakes are complete intolerable to him. He
evaluated whether your synthesized user request , tool invoking graph
are valid and whether they are aligned with the given tool graph (
strictly checked step by step according to the above requirements).
Some comments from him place here (start with ’Let me check your
result step by step , and evaluate the ’Executable ’ and ’Correct ’ of
the tool invoking graph (Executable means that the tool invoking graph
executed successfully , regardless of alignment with the given tool

graph. While Correct implies that the tool invoking graph are not only
’Executable ’ but also strictly consistent (with strictly same nodes

and same edges) with the given tool graph). After carefully evaluating
, found some mistakes:’ and end with a conclusion: ’Conclusion:
Executable: no/yes , Correct: no/yes ’.)
}:

A.6 Prompt for Inference

For a fair and standardized evaluation, we provide prompt templates for inference.

# Tools List #
FOR tool in {tool_list }:

{tool["id"]: {tool[" description "]}}
Parameters: {tool[" parameter "]}

END FOR

# GOAL #:
Based on the above tools , I want you to generate task steps and a task
graph (tool invocation graph , including nodes and edges) to address

the # USER REQUEST #. The format must be in strict JSON format , like:
{

"task_steps ": [step description for one or more steps],
"task_nodes ": [{

"task": "tool name must be from # TOOL LIST #", "
arguments ": [a concise list of arguments for the tool. This
can be original text , a user -mentioned filename , or the tag ’<
node -j>’ (starting from 0) to refer to the output of the j-th
node.]
}]

"task_links ": [{" source ": "task name i", "target ": "task name j
"}],

}.

# REQUIREMENTS #:
1. The generated task steps and task nodes must resolve the given user
request # USER REQUEST # perfectly. Task names must be selected from

# TASK LIST #.
2. The task steps should align strictly with the task nodes , and the
number of task steps should be the same as the task nodes.
3. The dependencies among task steps should be consistent with the
argument dependencies of the task nodes.
4. The tool arguments should align with the parameter field of # TASK
LIST #.

# EXAMPLE #:
FOR demo IN {demos}:
# USER REQUEST #:
{demo[" user_request "]}
# RESULT #:
{(demo[" result "])}
END FOR

# USER REQUEST #:
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{{ user_request }}
Now , please generate your result in strict JSON format:
# RESULT #:

A.7 Detail Comparison of LLMs

We present the performance of more open-source large language models [36, 37, 38] on TASKBENCH.
The performance metrics for task decomposition, tool selection, and parameter prediction are shown
in Table 12, Table 13, and Table 14, respectively.

Table 12: Evaluation for task decomposition. The scores for Rouge-1 (R1), Rouge-2 (R2), and
Rouge-L (RL) for the generated step descriptions in comparison to the ground truth steps.

TASK DECOMPOSITION TASK - Step-by-step task decomposition

LLM
Hugging Face Tools Multimedia Tools Daily Life APIs

R1 ↑ R2 ↑ RL ↑ R1 ↑ R2 ↑ RL ↑ R1 ↑ R2 ↑ RL ↑
gpt-4 52.42 30.38 47.21 60.84 40.08 56.22 85.07 72.36 82.16
gemini-pro 45.96 24.23 40.06 53.02 31.51 46.76 54.36 27.92 47.28
claude-2 44.21 21.12 37.87 48.85 23.59 43.23 82.26 69.88 78.99
text-davinci-003 36.68 17.61 31.86 49.23 27.97 43.44 68.27 50.30 62.01
gpt-3.5-turbo 42.99 21.58 36.96 49.66 28.51 43.60 58.53 39.90 53.30

mistral-7b-v0.3 41.04 19.94 34.20 50.73 28.97 43.85 73.03 57.73 68.98
codellama-13b 38.75 18.37 33.39 44.46 23.30 39.21 89.86 83.27 86.12
wizardlm-13b 34.47 15.38 28.76 35.87 17.55 30.51 82.02 72.43 77.57
vicuna-13b-v1.5 37.12 17.03 30.77 44.75 23.75 38.92 81.76 71.76 76.86
nous-hermes-13b 37.36 16.91 30.50 35.73 16.11 29.17 78.49 68.04 73.42
codellama-7b 38.97 18.62 33.25 43.76 22.93 38.97 56.98 38.83 50.68
baichuan-13b-chat 19.93 5.97 17.94 20.41 3.77 17.50 49.43 27.25 42.74
llama-3-8b-inst 6.32 1.13 5.58 13.51 4.36 11.58 42.53 29.79 38.69
llama-2-13b-chat 39.37 18.64 32.60 26.16 7.88 22.57 45.39 22.42 38.29
internlm-chat-7b 20.53 7.16 17.73 16.64 3.56 14.65 42.94 21.02 36.91
vicuna-7b-v1.5 27.17 10.02 22.69 39.46 19.83 32.73 40.26 21.19 33.13
llama-2-7b-chat 24.12 8.68 19.31 34.51 15.91 29.57 37.06 16.49 29.02

A.8 Tools in the Tool Graph

We show some of the tools used in the construction of the tool graph, including the tool name,
tool description and parameters of the tool. In the Daily Life APIs domain, we resorted to manual
construction because of the scarcity of publicly available APIs. We crafted 40 APIs tailored to
common daily life activities such as shopping, education, and travel. Our focus is solely on producing
the API documentation without implementing the actual functionality. Some of the tools on the
Hugging Face tools, Multimedia tools and Daily Life APIs domains are shown in Table 16, Table 17,
and Table 18, respectively.

In order to visualize the complete tool graph we constructed, we take the Multimedia domain as an
example to render the tool graph with resource dependencies. As shown in Figure 5 and 6, nodes in
the graph denote tools, and directed edges indicate that the output type of the source tool matches the
input type of the target tool.
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Table 13: Evaluation for tool selection. n-F1 and e-F1 for node and edge prediction. NED measures
the normalized number of operations required to correct the prediction for chain structure.

TOOL SELECTION TASK - Predicts tools and their dependencies.

LLM
Node Chain DAG Overall

n-F1 ↑ n-F1↑ e-F1 ↑ NED ↓ n-F1↑ e-F1 ↑ n-F1↑ e-F1 ↑

H
ug

gi
ng

Fa
ce

To
ol

s

gpt-4 84.34 80.79 55.73 39.70 82.86 56.39 81.54 54.70
gemini-pro 77.46 76.12 45.51 43.10 79.05 49.36 76.62 43.50
claude-2 69.83 80.67 48.11 40.03 84.52 53.40 79.00 43.51
gpt-3.5-turbo 56.91 72.63 39.92 46.52 73.79 38.55 69.49 33.36
text-davinci-003 40.71 66.05 36.04 48.57 64.64 34.19 59.38 29.37

mistral-7b-v0.3 60.74 67.00 25.70 52.74 68.55 26.37 65.96 21.91
codellama-13b 43.68 55.65 17.80 62.23 52.87 13.19 53.16 14.64
baichuan-13b-chat 58.29 52.82 8.07 61.52 53.29 7.82 53.85 7.65
nous-hermes-13b 58.66 52.39 9.01 62.48 51.99 6.33 53.62 8.29
llama-2-13b-chat 43.59 49.87 8.22 64.99 49.60 9.11 48.47 7.30
vicuna-13b-v1.5 51.74 50.37 8.40 66.83 52.46 9.06 50.82 7.28
codellama-7b 18.81 47.70 8.52 63.55 45.20 7.17 37.59 5.35
llama-3-8b-inst 13.01 8.81 2.86 96.00 6.62 1.88 9.27 2.64
vicuna-7b-v1.5 36.20 44.79 3.24 69.40 43.94 2.00 42.87 2.76
wizardlm-13b 54.69 54.50 2.22 60.55 52.93 0.92 54.40 2.05
llama-2-7b-chat 14.89 32.61 0.71 81.01 31.47 1.38 27.30 0.74
internlm-chat-7b 33.98 22.86 0.81 85.69 22.01 1.22 24.39 0.83
longchat-7b-v1.5 44.97 49.11 0.52 65.74 48.41 1.04 48.18 0.56

M
ul

tim
ed

ia
To

ol
s

gpt-4 97.13 89.70 69.29 28.93 92.32 71.64 90.90 69.27
gemini-pro 73.61 82.65 55.50 35.62 85.29 57.80 81.54 52.07
claude-2 66.16 83.95 59.22 33.41 82.98 54.28 80.94 53.01
text-davinci-003 59.15 76.87 50.79 38.54 79.00 50.69 73.97 45.81
gpt-3.5-turbo 53.55 76.81 50.30 39.05 78.65 49.52 72.83 44.02

mistral-7b-v0.3 64.00 78.32 41.12 40.75 79.96 41.36 76.11 35.34
codellama-13b 43.70 66.89 28.77 46.35 68.68 28.79 62.78 24.61
codellama-7b 40.43 56.15 16.90 54.36 57.55 16.71 53.29 14.76
vicuna-13b-v1.5 66.64 59.18 16.49 54.17 61.40 13.95 60.61 14.78
nous-hermes-13b 60.58 58.53 9.47 56.02 59.39 9.57 58.97 8.90
wizardlm-13b 55.13 50.57 4.92 58.46 49.38 5.52 51.24 4.82
llama-3-8b-inst 22.47 14.90 5.67 92.91 15.64 6.18 16.01 5.34
baichuan-13b-chat 45.59 41.96 4.95 64.28 42.05 8.46 42.51 5.19
longchat-7b-v1.5 43.54 42.72 4.25 67.09 44.83 5.30 43.08 3.95
vicuna-7b-v1.5 36.22 48.29 4.79 63.49 48.26 4.09 46.06 4.26
llama-2-13b-chat 38.02 45.14 1.62 65.29 45.95 2.11 43.87 1.63
llama-2-7b-chat 16.49 30.00 0.94 76.13 28.81 1.23 26.47 0.91
internlm-chat-7b 36.39 22.21 1.17 84.65 22.53 1.03 23.60 1.14

D
ai

ly
L

ife
A

PI
s

gpt-4 95.97 97.06 83.47 38.69 96.41 42.01 96.91 80.53
claude-2 79.57 95.36 80.68 39.93 93.85 41.04 93.52 75.31
gemini-pro 76.15 92.79 64.58 41.64 89.68 28.42 90.75 59.45
gpt-3.5-turbo 52.18 90.80 70.66 43.50 86.94 30.85 85.37 60.67
text-davinci-003 68.49 82.15 60.12 47.14 76.81 24.54 80.42 54.90

codellama-13b 89.75 87.80 65.92 44.42 83.61 27.47 87.73 63.16
mistral-7b-v0.3 81.55 80.52 50.95 51.80 79.17 25.04 80.54 45.87
codellama-7b 40.19 62.00 31.11 59.14 58.19 13.35 59.33 27.23
llama-3-8b-inst 25.22 57.06 27.70 72.49 45.60 7.27 52.93 23.47
llama-2-13b-chat 34.11 57.61 20.13 67.06 56.18 8.42 55.77 17.02
vicuna-7b-v1.5 46.51 54.01 17.43 65.38 51.68 10.68 52.73 14.23
longchat-7b-v1.5 34.20 49.91 18.17 69.96 53.53 11.93 47.26 14.44
wizardlm-13b 92.27 65.74 14.51 55.80 63.80 9.20 69.34 14.18
vicuna-13b-v1.5 90.59 73.74 13.24 51.43 67.92 5.62 75.67 12.48
baichuan-13b-chat 52.50 52.60 11.59 69.27 52.08 6.53 52.55 10.61
internlm-chat-7b 33.08 29.28 7.06 86.26 22.22 3.62 29.14 6.63
llama-2-7b-chat 20.11 31.68 5.40 83.87 30.88 2.80 30.17 4.27
nous-hermes-13b 92.50 71.17 3.55 53.47 70.65 2.86 73.45 3.50
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Table 14: Evaluation for tool parameter prediction. Parameter Name F1 (t-F1) evaluates (task,
parameter name) pairs, while v-F1 assesses (task, parameter name, parameter value) triples.

TOOL PARAMETER PREDICTION TASK - Predicts parameters for the tool execution.

LLM
Node Chain DAG Overall

t-F1↑ v-F1↑ t-F1 ↑ v-F1↑ t-F1 ↑ v-F1↑ t-F1 ↑ v-F1↑

H
ug

gi
ng

Fa
ce

To
ol

s

gpt-4 80.05 74.10 76.66 58.15 78.24 60.03 77.31 60.86
gemini-pro 67.63 56.54 66.60 46.35 70.41 50.56 67.12 48.54
claude-2 48.07 32.14 66.35 45.57 68.59 48.19 63.00 43.08
text-davinci-003 38.51 27.43 56.90 38.76 57.03 38.90 52.53 36.04
gpt-3.5-turbo 37.70 19.81 60.96 41.15 61.33 42.89 55.88 36.32

mistral-7b-v0.3 29.18 13.19 46.18 26.09 45.49 28.73 42.41 23.40
codellama-13b 20.09 12.58 36.40 21.31 33.43 20.48 32.06 18.87
nous-hermes-13b 46.38 31.06 35.55 13.81 33.06 13.69 37.51 17.66
wizardlm-13b 43.97 25.90 37.34 12.48 38.43 13.79 38.76 15.35
vicuna-13b-v1.5 29.80 20.54 32.14 13.57 32.16 15.23 31.61 15.38
baichuan-13b-chat 46.18 29.46 30.29 9.55 30.10 10.37 33.17 13.53
longchat-7b-v1.5 34.94 19.37 33.07 11.39 34.06 13.75 33.57 13.94
llama-2-13b-chat 25.71 13.11 28.99 11.14 30.04 13.60 28.34 11.85
vicuna-7b-v1.5 20.82 12.56 25.85 10.10 26.09 10.94 24.65 10.81
codellama-7b 13.31 4.48 27.47 11.97 24.94 12.36 22.50 9.20
internlm-chat-7b 20.52 14.08 14.29 4.76 14.44 5.62 15.41 6.64
llama-3-8b-inst 8.14 3.49 6.54 4.64 5.77 4.02 6.02 4.19
llama-2-7b-chat 7.61 2.46 15.53 2.81 15.42 4.15 13.05 2.79

M
ul

tim
ed

ia
To

ol
s

gpt-4 95.64 87.12 85.60 69.83 87.57 72.79 87.06 72.31
gemini-pro 62.21 50.48 72.99 55.21 76.13 58.79 71.67 54.82
claude-2 53.81 24.02 75.60 58.12 72.41 52.43 71.63 51.58
gpt-3.5-turbo 44.94 11.96 70.53 47.76 71.82 47.95 65.91 40.80
text-davinci-003 60.30 20.78 69.91 44.76 71.91 45.76 68.48 40.70

mistral-7b-v0.3 30.70 14.65 61.42 41.79 62.32 42.93 55.52 36.40
codellama-13b 32.01 16.10 52.30 32.51 53.08 33.79 48.19 29.13
codellama-7b 31.79 23.10 39.42 24.50 40.52 26.98 38.04 24.45
vicuna-13b-v1.5 52.72 35.55 39.31 21.00 40.05 21.40 41.62 23.62
nous-hermes-13b 50.11 37.80 41.98 17.89 43.99 20.04 43.60 21.69
wizardlm-13b 49.79 33.59 36.88 14.87 36.61 18.68 39.10 18.74
vicuna-7b-v1.5 28.79 17.79 29.73 12.48 31.38 14.12 29.72 13.74
longchat-7b-v1.5 31.06 21.12 26.97 11.07 28.43 14.16 27.89 13.41
baichuan-13b-chat 40.41 27.87 25.80 8.50 25.87 10.13 28.04 11.77
llama-2-13b-chat 28.49 17.01 30.26 9.66 31.00 11.35 29.99 11.32
llama-3-8b-inst 16.71 9.18 21.09 6.88 25.13 8.84 21.26 8.68
internlm-chat-7b 24.01 16.04 12.45 4.81 13.21 5.54 13.75 6.09
llama-2-7b-chat 14.00 7.03 19.73 5.38 19.20 5.78 18.27 5.84

D
ai

ly
L

ife
A

PI
s

gpt-4 95.83 76.21 97.23 70.67 95.95 69.65 97.02 71.14
claude-2 78.12 59.43 94.72 65.30 91.83 66.39 92.71 64.72
gemini-pro 69.88 45.41 91.66 57.93 88.50 53.91 88.95 56.22
gpt-3.5-turbo 43.81 28.77 89.21 61.11 83.88 56.13 81.97 55.66
text-davinci-003 61.68 45.53 80.68 54.54 76.51 51.91 78.37 53.40

codellama-13b 86.34 71.20 84.31 61.51 80.42 60.18 84.26 62.38
mistral-7b-v0.3 65.86 50.67 72.03 49.71 70.52 48.35 71.21 49.73
nous-hermes-13b 79.69 63.29 62.64 45.32 63.26 45.74 64.47 47.22
vicuna-13b-v1.5 83.63 67.71 61.80 44.54 57.14 41.72 64.27 47.31
wizardlm-13b 89.27 72.96 50.68 36.48 49.03 35.75 55.00 40.53
codellama-7b 31.62 21.16 56.33 37.20 52.56 33.46 52.99 34.81
vicuna-7b-v1.5 27.71 19.81 38.25 25.82 37.16 24.65 36.30 24.67
baichuan-13b-chat 32.47 21.72 38.31 24.24 36.84 21.84 37.48 23.77
llama-2-13b-chat 10.39 7.32 38.89 25.37 36.43 23.40 35.11 22.94
llama-3-8b-inst 6.40 5.35 36.62 25.91 24.69 17.28 29.16 20.81
longchat-7b-v1.5 14.99 12.11 28.37 19.60 31.25 22.22 25.73 18.18
internlm-chat-7b 18.67 15.22 19.56 13.50 14.48 10.80 19.21 13.48
llama-2-7b-chat 6.60 4.21 16.85 10.53 16.95 10.46 14.94 9.34
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Table 15: Statistics for the TASKBENCH. We report the number of nodes and links of the tool graphs.
“# Avg. Nodes” and “# Avg. Links” stands for the average number of nodes and links involved in one
sample. We also report the sample number and average request length for the datasets.

Statistic Hugging Face Tools Multimedia Tools Daily Life APIs

# Nodes of Tool Graph 23 40 40
# Links of Tool Graph 225 449 1,560

# Avg. Nodes 3.47 3.68 3.82
# Avg. Links 2.46 2.68 2.8
# Samples 12,217 8,904 7,150
- Node / Chain / DAG 3,270 / 4,302 / 4,645 2,117 / 3,145 / 3,642 1,277 / 2,716 / 3,157
Avg. Request Length 41.21 39.15 38.64
- Node / Chain / DAG 28.42 / 45.72 / 46.04 24.71 / 43.55 / 43.73 12.36 / 44.49 / 44.23

se
lf

-
cr

iti
c Both critics 8,456 (69.22%) 6,281 (70.54%) 5,432 (75.97%)

LLM-based critic 9,042 (74.01%) 6,959 (78.16%) 5,694 (79.63%)
Rule-based critic 10,289 (84.22%) 7,363 (82.69%) 6,271 (87.70%)

Human Verification 7,546 (61.76%) 5,584 (62.71%) 4,320 (60.42%)
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Video Downloader
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Text Search

Image Search

Image Search (by Image)
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Audio Effects
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Figure 5: Constructed tool graph with resource dependencies on the Multimedia Tools domain.
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Token Classification

Translation

Summarization

Question Answering

Conversational
Text Generation

Sentence Similarity

Tabular Classification

Object Detection

Image Classification

Image-to-Image

Image-to-Text

Text-to-Image

Text-to-Video

Visual Question Answering

Document Question Answering

Image Segmentation

Depth Estimation Text-to-Speech

Automatic Speech Recognition

Audio-to-Audio

Audio Classification

Image Editing

Figure 6: Constructed tool graph with resource dependencies on the Hugging Face Tools domain.
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Table 16: Hugging Face tools and their descriptions
Name Description Parameters

Translation Translation is the task of converting text from one language to
another. [’text’]

Summarization

Summarization is the task of producing a shorter version of a
document while preserving its important information. Some

models can extract text from the original input, while other models
can generate entirely new text.

[’text’]

Question
Answering

Question Answering models can retrieve the answer to a question
from a given text, which is useful for searching for an answer in a

document.
[’text’, ’text’]

Text Generation Generating text is the task of producing new text. These models
can, for example, fill in incomplete text or paraphrase. [’text’]

Object
Detection

Object Detection models allow users to identify objects of certain
defined classes. Object detection models receive an image as input
and output the images with bounding boxes and labels on detected

objects.

[’image’]

Image
Classification

Image classification is the task of assigning a label or class to an
entire image. Images are expected to have only one class for each

image. Image classification models take an image as input and
return a prediction about which class the image belongs to.

[’image’]

Image-to-
Image

Image-to-image is the task of transforming a source image to
match the characteristics of a target image or a target image

domain. Any image manipulation and enhancement is possible
with image to image models.

[’image’]

Image-to-Text
Image to text models output a text from a given image. Image

captioning or optical character recognition can be considered as
the most common applications of image to text.

[’image’]

Text-to-Image Generates images from input text. These models can be used to
generate images based on text prompts. [’text’]

Text-to-Video Generates videos from input text. These models can be used to
generate videos based on text prompts. [’text’]

Visual Question
Answering

Visual Question Answering is the task of answering questions
based on an image. [’image’, ’text’]

Image
Segmentation

Image Segmentation divides an image into segments where each
pixel in the image is mapped to an object. This task has multiple
variants such as instance segmentation, panoptic segmentation and

semantic segmentation.

[’image’]

Depth
Estimation

Depth estimation is the task of predicting depth of the objects
present in an image. [’image’]

Text-to-Speech

Text-to-Speech (TTS) is the task of generating natural sounding
speech given text input. TTS models can be extended to have a
single model that generates speech for multiple speakers and

multiple languages.

[’text’]

Automatic
Speech

Recognition

Automatic Speech Recognition (ASR), also known as Speech to
Text (STT), is the task of transcribing a given audio to text. It has

many applications, such as voice user interfaces.
[’audio’]

Audio-to-
Audio

Audio-to-Audio is a family of tasks in which the input is an audio
and the output is one or multiple generated audios. Some example

tasks are speech enhancement and source separation.
[’audio’]

Audio
Classification

Audio classification is the task of assigning a label or class to a
given audio. It can be used for recognizing which command a user

is giving or the emotion of a statement, as well as identifying a
speaker.

[’audio’]

Image Editing
Image editing is the task of modifying an image to match a given

text description. It can be used to modify the attributes of an
image, such as the color of an object or the background.

[’text’, ’image’]
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Table 17: Multimedia tools and their descriptions
Name Description Parameters
Image

Downloader Downloads an image from a given URL. [’url’]

Video
Downloader Downloads a video from a given URL. [’url’]

Audio
Downloader Downloads an audio file from a given URL. [’url’]

Text
Downloader Downloads the text content from a given URL. [’url’]

Text Search Searches for a specific text or keyword on the internet. [’text’]
Image Search Searches for images on the internet based on a given query. [’text’]

URL Extractor Extracts URL from text [’text’]
Video Search Searches for videos on the internet based on a given query. [’text’]
Text-to-Video Generates a video based on a given text description. [’text’]
Text-to-Audio Generates an audio file based on a given text description. [’text’]

Image-to-Text Extracts text from an input image using Optical Character
Recognition (OCR). [’image’]

Audio-to-Text Transcribes speech from an audio file into text. [’audio’]
Video-to-Text Transcribes speech from a video file into text. [’video’]
Audio Noise
Reduction

Reduces background noise or unwanted sounds from a given audio
file. [’audio’]

Audio Effects Applies various audio effects to a given audio file according to
human instruction, such as reverb, chorus, or equalization. [’audio’, ’text’]

Audio Splicer Combines two audio files into a single output file. [’audio’, ’audio’]

Voice Changer Modifies the characteristics of a recorded voice according to
human instruction, such as tone, pitch, or gender. [’audio’, ’text’]

Text
Summarizer

Summarizes a given text into a shorter version while retaining the
main points. [’text’]

Text Translator Translates a given text from one language to english. [’text’]
Text Sentiment

Analysis
Analyzes the sentiment of a given text, identifying if it is positive,

negative, or neutral. [’text’]

Text Grammar
Checker

Checks a given text for grammatical errors and suggests
corrections. [’text’]

Text Simplifier Rewrites a given text in a simpler and more understandable
manner. [’text’]

Keyword
Extractor

Extracts the most important keywords and phrases from a given
text. [’text’]

Text
Paraphraser

Rewrites a given text using different words while maintaining its
original meaning. [’text’]

Topic
Generator Generates a list of relevant topics or ideas based on a given input. [’text’]

Audio-to-
Image

Generates an image that visually represents a given audio, such as
a waveform or spectrogram. [’audio’]

Video-to-
Audio Extracts the audio track from a given video file. [’video’]

Video-to-
Image Extracts a still image from a given video. [’video’]

Image Stitcher Stitches together two input images to create a panorama or collage. [’image’,
’image’]

Image
Colorizer

Adds color to a black and white input image using deep learning
techniques. [’image’]

Video Stabilizer Stabilizes a shaky input video to produce a smoother output video. [’video’]
Video Speed

Changer
Adjusts the playback speed of a given video according to human

instruction, either speeding it up or slowing it down. [’video’, ’text’]

Video Synchro-
nization

Synchronizes the timing of an existing voiceover or audio file with
the visuals of a given video. [’video’, ’audio’]
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Table 18: Daily Life APIs and their descriptions
API Name API Description Parameter Names

get_news_for_topic Get the news for a specific topic [’topic’]
stock_operation Do a specific operation on a specific stock [’stock’, ’operation’]

book_flight Book a flight for a specific date, from a
specific location to a specific destination [’date’, ’from’, ’to’]

book_hotel Book a specific hotel for a specific date [’date’, ’name’]

book_car Book a car for a specific date, in a specific
location [’date’, ’location’]

online_shopping Buy a product from a specific website [’website’, ’product’]

send_email Send an email to a specific email address [’email_address’,
’content’]

send_sms Send an sms to a specific phone number [’phone_number’,
’content’]

share_by_social_network Share a specific content by a specific social
network

[’content’,
’social_network’]

book_restaurant Book a specific restaurant for a specific
date [’date’, ’name’]

search_by_engine Search a specific query by a specific search
engine [’query’, ’engine’]

apply_for_job Apply for a specific job [’job’]
see_doctor_online See a specific doctor for a specific disease [’disease’, ’doctor’]

consult_lawyer_online Consult a specific lawyer for a specific
legal issue [’issue’, ’lawyer’]

enroll_in_course Enroll in a specific course at a specific
university [’course’, ’university’]

buy_insurance Buy a specific insurance from a specific
insurance company

[’insurance’,
’company’]

online_banking Do a specific banking operation online at a
specific bank [’instruction’, ’bank’]

daily_bill_payment Pay a specific bill [’bill’]
sell_item_online Sell a specific item at a specific online store [’item’, ’store’]

do_tax_return Do the tax return for a specific year [’year’]
apply_for_passport Apply for a passport [’country’]
pay_for_credit_card Pay for a specific credit card [’credit_card’]

auto_housework_by_robot Let a robot do a housework by following a
specific instruction [’instruction’]

auto_driving_to_destination Let a car drive to a specific destination [’destination’]

deliver_package Deliver a specific package to a specific
destination

[’package’,
’destination’]

order_food_delivery Order a specific food to be delivered to a
specific location at a specific platform

[’food’, ’location’,
’platform’]

order_taxi Order a taxi to a specific location at a
specific platform [’location’, ’platform’]

play_music_by_title Play a specific music by a specific title [’title’]
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Abstract and Section 1

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Section 4 and Section 5

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Section 5, Appendix B and Appendix D
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Section 5, Appendix B and Appendix D
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Section 5, Appendix B and Appendix D
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Appendix D
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Section 5
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Section 5
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Section 5
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [Yes]
Justification: Section 4 and Section 5
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: Section 4.3 and Appendix A
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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