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Abstract

This paper studies kernel ridge regression in high
dimensions under covariate shifts and analyzes
the role of importance re-weighting. We first de-
rive the asymptotic expansion of high dimensional
kernels under covariate shifts. By a bias-variance
decomposition, we theoretically demonstrate that
the re-weighting strategy allows for decreasing
the variance. For bias, we analyze the regulariza-
tion of the arbitrary or well-chosen scale, showing
that the bias can behave very differently under
different regularization scales. In our analysis,
the bias and variance can be characterized by the
spectral decay of a data-dependent regularized
kernel: the original kernel matrix associated with
an additional re-weighting matrix, and thus the
re-weighting strategy can be regarded as a data-
dependent regularization for better understanding.
Besides, our analysis provides asymptotic expan-
sion of kernel functions/vectors under covariate
shift, which has its own interest.

1. Introduction

In statistical learning theory (Vapnikl [1999), the fundamen-
tal assumption is that the training and test data are drawn
from the same distribution. However, in real-world appli-
cations, test data may generated quite differently from the
training data. One of the most common situations is the
covariate shifts (Shimodairal 2000; |Sugiyama et al., 2007),
where the training and test distributions of inputs (covari-
ates) are different.
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The importance weighting (IW) (Shimodaira,, 2000) is a
typical way to handle covariate shift. Let p and ¢ be the
marginal distributions over the training and test covariates,
respectively, the IW method adopts their Radon-Nikodym
derivative as the importance weighting (IW) function, i.e.,
w(zx) = dg(x)/dp(x). Hence, the IW function weights
the loss function, leading to an unbiased estimator of the
expected loss under the test distribution. Empirically, the
IW method has been widely used in machine learning (e.g.,
Huang et al.| 2006; |Sugiyama et al.l 2008 (Cortes et al.|
2010; Sugiyama et al., [2012} [Fang et al., 2020) from linear
to kernel estimator as well as neural networks. Theoreti-
cally, the IW method can achieve nice statistical properties
(e.g., minimax rate) under certain settings for kernel ridge
regression (Ma et al.| 2023} |Gogolashvili et al., [2023)).

However, recent work on high-capacity models, e.g., non-
parametric and over-parameterized modelsﬂ demonstrate
that, the IW strategy is not beneficial under certain set-
tings, e.g., over-parameterized linear regression (Zhai et al.,
2023), k-nearest neighbors classifier (Kpotufe & Martinet,
2021) for interpolation under well-specified cases. Nev-
ertheless, for some misspecified cases, the IW correction
is still needed for non-parametric kernel ridge regression
(Gogolashvili et al.| [2023)).

We can see the separation in the effect of IW for low/high-
capacity models under (mis)-specified settings. But how
the generalization result depends on the choice of model
capacities, and its interplay with the regularization level in
terms of bias-variance trade-off remains unclear. Intuitively,
the IW strategy obtains the unbiased estimation of the orig-
inal empirical risk minimization, leading to a decreasing
variance to some extent; while the approximation between
the estimator and the target function will change, leading to
an increasing bias to some extent. As such, refined analyses
based on bias-variance trade-offs are required to understand
the following question:

How does IW affect bias-variance trade-off in
high-capacity models?

!'Over-parameterized models admit the fact that the number
of parameters is larger than the number of training data. Modern
neural networks belong to this setting.
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We attempt to address this question by uncovering the mys-
tery behind the IW strategy in covariate shifts from the bias-
variance trade-off. To be specific, in this work, we focus on
kernel ridge regression (KRR) in high dimensions with data
dimension d and size n both large under the IW strategy,
a typical regularized-based nonparametric regression over
reproducing kernel Hilbert spaces (RKHSs). This choice
allows for studying different learning paradigms, for exam-
ple, neural networks can be described by neural tangent
kernel (Jacot et al., 2018)) under certain settings; the high-
dimensional setting matches practical image application via
over-parameterized neural networks; the model capacity
can be tuned by the regularization parameter. Accordingly,
the kernel interpolation can be regarded as a special case
of KRR by taking the explicit regularization sufficiently
close to zero, which follows the spirit of over-parameterized
neural networks for interpolation learning.

Formally, given n training data Z = {(x;,y;)}",, the
estimator of KRR in high dimensions under a general IW
function w(x) is given by

fA7z:=argmin{1 > w(@:) (f (fvi)—yi)QHIfII%} :

fEH n
(H

i=1

where A > 0 is the regularization parameter.

1.1. Contributions

We summarize the contributions and findings as below:

* We present the asymptotic expansion of high dimen-
sional kernels k(, ") under covariate shifts, where
the nonlinearity in kernels can be eliminated by the
kernel function curvature, see Lemma[4.3]

* We present bias-variance decomposition for KRR in
high dimensions with covariate shift. To be specific,
for variance, via the asymptotic expansion, we demon-
strate that the IW strategy can be regarded as an im-
plicit data-dependent regularization on the respective
kernel. The estimation of variance heavily depends
on the spectral decay of the expected covariance ma-
trix over ¢ or such data-dependent regularized kernel,
and allows for a decreasing variance to some extent,
see Section [4.3]

* For bias, via the asymptotic expansion, we demonstrate
that i) near interpolation (i.e., the regularization A is
sufficiently small), the bias term can be upper bounded
by two parts, one is an intrinsic bias that only depends
on the covariate shift problem itself, in a constant or-
der; another is the importance re-weighting bias, which
depends on the spectral decay of data-dependent regu-
larized kernels. ii) if we choose a proper regularization

parameter, the IW strategy does not hurt the bias, i.e.,
the bias can tend to zero, see Section [£.4]for details.

We hope our analysis provides a better understanding on the
role of the IW strategy in terms of bias-variance trade-off,
and would like to motivate the community to think about
powerful IW strategies to handle distribution shifts, more
generally.

1.2. Related works

High-dimensional kernel regression To tackle the high-
dimensional regression, one line of research (Mei et al.|
2021520225 |Ghorbani et al.l [2020; [2019; [Misiakiewicz &
Mei, 2022} Xiao et al., 2022} |Ghosh et al. 2021; Fang
et al.l 2020; |Aerni et al.l [2023)) asymptotically character-
izes the precise risk of kernel regression under some spe-
cific data distributions, such as uniform distributions on the
sphere or hypercube vertices, so that the kernel’s eigenfunc-
tions and eigenvalues can be explicitly accessed. Another
line of research (Liang & Rakhlin} [2020; [Liu et al., 2021}
McRae et al.| 2022) provides non-asymptotic bounds by
high-dimensional random matrix concentration in |El Karoui
(2010).

Covariate shift There has been extensive analysis of ker-
nel regression under covariate shift in the fixed dimensions.
In the well-specified case, the standard maximum likelihood
estimation leads to the optimal model, and the importance
re-weighting is unnecessary (Zhai et al. [2023} |Ge et al.|
2023). Ma et al.| (2023)); |Gogolashvili et al.| (2023) ana-
lyze different importance re-weighting functions. [Feng et al.
(2023)) additionally provide a uniform analysis for kernel
regression of general loss function under covariate shifts.
However, the analysis of the fixed-dimension kernel requires
an appropriate choice of A to balance the bias and variance.
Apart from re-weighting, the transfer exponent (Kpotufe &
Martinetl, 2021) is another metric to evaluate the distribution
mismatch, as well as another variant (Pathak et al., [2022).

Random matrix theory In the specific case of the linear
kernel, a series of works use the random kernel theory to
asymptotically characterize the precise risk (Hastie et al.,
2022}, [Karoui, 2013}, [Dicker, 2016; [Wu & Xu, 20205 [Lu
et al.}2023). There is also a series of works focusing on co-
variate shift in the high-dimensional random feature regres-
sion (Tripuraneni et al., 2021bfa). However, their results did
not consider the data-dependent importance re-weighting,
explained as below.

Classical RMT is able to provide an exact characteristic
formulation of the limiting distribution of covariance ma-
trix via its Stieltjes transform, and then its solution can be
obtained from the popular Maréenko—Pastur equation. How-
ever, since the IW strategy is regarded as a data-dependent
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transformation (we will discuss it later), the limiting distri-
bution of the “data-dependent” covariance matrix can not be
directly obtained, which requires more effort and advanced
techniques in the RMT community. We leave this as an
open question.

Notations We denote the decreasing eigenvalues of any
matrix A € R"*" by A;(A) > Ay(A)--- > A\, (A), and
the spectrum of A by A(A) := {\;(A)}7,. Wecalla <b
or a = O(b) if and only if there exists constant C' indepen-
dent of n, d, such that a < C' - b. We call a positive func-
tion f(d) =< d® if and only if sup limy_,o f(d)/d*T¢ =
0, inf limlimg—,o f(d)/d*"¢ = 400 for any € > 0. We
use the abbreviation [d] = {1,2,-- -, d} for integer d.

Organization The paper is organized as below: Section 2]
introduce our problem settings and Section [3] makes the
required assumptions for our proof. Our main results are
given in Section[dand the conclusion is drawn in Section [5}

2. Problem Settings

We introduce our problem settings in terms of the data gen-
eration process under covariate shift and the used kernel
function in RKHS.

Data generation process: We follow the classical sta-
tistical learning framework (Cucker & Zhou, 2007). Let
X C R? be the input space (compact domain) and J) C R
is the label space, we observe n i.i.d. pairs Z = {(x;, y;),
1 <4 < n}, where x; are the covariates and y; € ) are the
labels. Suppose these n pairs are drawn from a unknown
probability distribution p(, y) := p(x)p(y|x), where p(x)
as the marginal distribution of p on X and p(y|x) as the
conditional distribution at * € A induced by p. Let ]En
be the expectation on the empirical measure p,(x) =
% >, ba; (). The objective of our learning problem is
to find a learning model that is a good approximation of
the “target function” f,(x) = [, ydp(y|x),Vx € X as
the conditional mean. We assume that there exists a o, > 0
such that y(z) = f,(z) + £, and E[e] = 0, V[e] < ¢2.

Re-weighting in covariate shift: Under the covariate shift
setting where the test data is not sampled from p(x) but
the test distribution as ¢(x). To handle this, we introduce
the importance re-weighting strategy with the density ratio
w(x) = dg(x)/dp(x). Here we consider a general version
by introducing the weighting distribution g(«) such that
w(x) := dg(x)/dp(x), where we use w(x) as importance
weighting. In general, g can be unnormalized density, with
7 = me « dg(x). However, without loss of generality, we
can assume Z = 1. Otherwise, we can replace \ with \Z.
Accordingly, when w(x) := 1, our minimization problem
is reduced to the standard unweighted empirical risk mini-
mization; when w(x) := w(x), it is reduced to the standard

importance re-weighting by the density ratio.

In this paper, the used learning model is kernel ridge regres-
sion endowed by RKHS in high dimensions as described
below, where the training dataset size n and data dimen-
sion d satisfy n/d — ¢ with ¢ € (0,00) as d — o0, and
Cmin < n/d < (max, Vn,d. This is the standard setting
in high-dimensional kernel regression (Liang & Rakhlin,
2020; Liu et al., 2021} [Mei et al., [2022)).

2.1. RKHS and kernels

The Reproducing kernel Hilbert space (RKHS) H is a
Hilbert space 7 endowed with the inner product (-, -)
of functions f : X — R with a reproducing kernel K : X’ x
X — Rwhere K(-) € Hand f(x) = (f, K(x,))xk (Mer-
cer,|1909). We assume that K is bounded, i.e., there exists
aconstant 1 < k < oo such that sup,,y K(x,x) < k.

Define £2 := {f : X — R[||f||Z < oo}, and | f|2 =

[ f2(x)dg(z). For ease of our analysis, let us introduce
the integral operator L, : L2 — L2 with respect to the test
distribution g(x):

Lof = / K(.a')f(z')dq()

and denote the set of eigenfunctions of this integral operator

by ¢(x) = {p1(x), p2(x), ..., do(x)}, where o could be
00. We have that

Lydi = M, and / bi(@)o; (x)dg(x) = 5. (2)

Denote A = diag(A1,---,A,) as the collection of non-
negative eigenvalues, with Ay > Ay > --- > \,. We can
write K (-, -) via the spectral notation

K(z,z') = (x) " Ag(a').

We define the empirical integral operator on the training
dataset X,

Zw(mi)f(mi)K('vwi)'

i=1

Loxf =

SRS

Similarly, we can define L7, and Lg x for weighting distri-
bution g.

2.2. Interpolation and regression

Let X := [z, @2, --,x,]" € R™? be the data
matrix, y = [y1,%2, - ,ys] € R™ be the label
vector, and Z := [X,y] be the concatenation. Be-
sides, we denote K(X,X) = [K(xz;,x;)l;; € R™"
be the kernel matrix. Extending this definition, for
x € X we denote by K(x,X) € RY" the matrix
of values [K(x,21),...,K(z,z,)], and K(X,z) :=
K(x, X)" € R"x1,
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Interpolation The unweighted interpolation estimator is
defined as

fz ==argmin|/fllk, st f(z;)) =y, Vi€[n]. 3)
feH

When K (X, X) is invertibleE], solution to (3)) can be written
in the closed form:

fz(x) =

Actually, in the interpolation problem, the IW strategy does
work due to the constraint w;[f (x;) — y;] = 0, which nat-
urally coincides with [Zhai et al|(2023)). Accordingly, we
consider the regularized regression weighted by w(x) in
Eq. (1). Let W(X) := diag(w(z;))_,, the solution to
Eq. (1) can be written in the closed form:

?,\,z(fc)

K(z, X)K(X,X) 'y. )

= K(z, X)(K(X,X) + W (X) ) ly.

We are interested in the generalization performance of ?)\7 z
estimated by the excess risk w.r.t. the test distribution ¢

£,z = Foll5-

3. Assumptions

In this paper, we make the following assumptions, including
the type of the considered kernels, data, and ratio. Besides,
we also introduce assumptions on the model, e.g., the source
condition on the target function, and the capacity condition.

3.1. Basic assumptions on kernel, data distribution

Firstly, we consider the two forms of kernels in this paper
for asymptotic expansion:

h((z,z')/d);
* radial kernel, K (z,x') := h(—||z — 2’||3/d).

e inner product kernel, K (x,x') :=

where h(-) : R — R is a non-linear Lipschitz smooth
function in a neighborhood of 0. Following (EI Karoui,
2010), we assume h to ensure the positive definiteness of
the asymptotic expansion of the original kernel.

Assumption 3.1 (Assumptions on h). We assume h : R —
R is a smooth function that satisfies the following con-
straints in the neighborhood of 0,

h(z) >0,k () >0, h"(z) >0, h'(z) < M, .

Remark: We give an example of three widely-used ker-
nels and their corresponding non-linear activation h. Each
instantiation of h satisfies Assumption 3.1}

In the next, we consider a general class of data distributions
of x € R,

*For ease of analysis, we assume the K (X, X) has full rank.

Table 1. Kernels and their corresponding h.

Kernel Formulation h(z)
Polynomial (1 + %(az, x'))* (1+x)k
Exponential xp(5(z, ")) exp(2x)

Gaussian  exp( §||az —2'|3)  exp(x)

Definition 1. Denote Py as the set of distributions of the
random variable x ~  satisfying the following properties.

We assume there exists X, € RI*d  cuch that =z =
E;l/ *z € RY Each element of z is independent and
identically distributed on some distribution 1. We make the
following assumptions on |1,

¢ Sub-Gaussian. [ is sub-Gaussian.

¢ Identity Variance. Define the i-th moment of distribu-
tion i, K, = E,n(2)", we have k1 = 0, K52 = 1,
ie,Eyzz" = I

* Uniform Boundedness. There exists integer m,, > 0,
such that |z(k)| < A5t . We additionally define

1 2 . ..
constant ,, 1= 5 — g — for future simplicity.

Assumption 3.2 (Bounded Distribution). The training dis-
tribution p and test distribution q belong to Py, with
X, Bq, My, My, Op, 04, Tp, T4 being defined in Deﬁnition

Remark: This assumption (or distribution class Py) is
widely used in high-dimensional statistics (Liang & Rakhlin|
2020 [Liu et al.| 2021; 'Wu & Xu, 2020). The data distri-
bution is assumed to be not too heavy-tailed, with pos-
sible structure between the entries with zero-mean and
unit-variance and bounded moment with respect to d.
The identity variance assumption ensures that E,.,x =
O,IEENM:ca:—r = X,, i.e., X, is the covariance matrix of
T ~ [

Assumption 3.3 (Similar Covariate). We assume
max{|[ /L, IZ,]} = O(1). Define =,, := 5%,
and 3cpg > 0 such that Tr(X,,)/d S de.  To

bound the distribution shifts, we additionally assume
1_1 4
Cpq <29q—§ =35 8+mq'

Remark: When ¥, = 3, we have c,, = 0, this assump-
tion always holds due to m, > 0. We make this assumption
to provide a more precise characterization of the similarity
between X, and X, via (X!, X,), which aims to describe
the difficulty of distribution shift. The distribution shift is
small when ¢, is close to 0. The upper bound for ¢, is a
sufficient condition to ensure the linear approximation of
the kernel K, see Lemmal[4.3]

For the ratios w(x), w(x), we make the following assump-
tion.
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Assumption 3.4 (Bounded Ratio (Gogolashvili et al.
2023)). For the probability ratio v € {w, W}, there ex-
ist constants t,, € [0, 1], W,(d) > 0 and 0,,(d) > 0, where
W, (d), 0y (d) is dependent on dimension d, such that, for
all m € N withm > 2, it holds that

</X v(x)mtvldq(m)yv < %m!WU(d)m—ng(d)Z’ )

where the left-hand side for t,, = 0 is defined as ||vm*1 ||OO,
the essential supremum of v™ ™' with respect to q. We
additionally assume that for sufficiently large d,

Wv(d) < W, - dcu’lﬂjv(d) <oy -d? )

with cy1 < 2¢y,2, and ¢, 2 < %.
Remark: Assumption [3.4]covers the uniform bounded ratio

by taking t,, = 0, W,, = 02 = arg max, w(x).

3.2. Assumptions on model

In the next, we present the used assumptions for our anal-
ysis of the target function and model capacity. Firstly, we
consider the source condition of the target function f,.

Assumption 3.5. (Source condition (Smale & Zhou, |2004;
2007)) We have f, € H, and there exists % <7<
1,9, € L2 such that f, = (L7)"g,. We additionally as-

sume max{ | fpll#, |G, llq | fplloc} < Crud™.

Remark: Source condition is widely used in the kernel lit-
erature (Smale & Zhou, 2004;[2007; \Caponnetto & De Vito,
2007). Intuitively, a larger 7 indicates that f, is smoother.
When ¢ = g, Assumption [3.3]is reduced to the standard
source condition on distribution g. When 7 = 1/2, we have
Il foll = llgpllq- One key difference with classical high-
dimensional analysis (Liang & Rakhlinl [2020) is that we do
not always need a uniform constant upper bound of || f, ||
over d.

For a kernel matrix K, We define it capacity by N (K, b),
which is widely used in (Nakkiran et al., 2020; [Dobriban
& Wagerl, 2018 Liang & Rakhlinl 2020j Jacot et al., 2020;
Nakkiran et al. [2020).

Definition 2 (Capacity). Given a kernel matrix K and a
parameter b > 0, we denote its capacity as

N(K,b) == Tr [(K +bI)°K] = Z(bﬁié)f

The capacity can also be defined for the operator. The
following assumption describes the model capacity of kernel
methods in terms of "effective dimension".

Assumption 3.6 (Capacity condition (Caponnetto &
De Vito, 2007)). For any A\ > 0, there exists E, > 0

and s, € [0,1] such that for distribution ;i € {q,q},

Nu(A) = Tr((Ly + A)7'Ly) < E2A"0 WA € (0,1].

Remark: The effective dimension N, () measures the
capacity of the kernel regression model with the regular-
ization A, which can be interpreted by an estimate of the
number of eigenvalues of L, larger than \. If the eigen-
values of L,, i.e. M\, ;, decay at the asymptotic order
O(i~Y/*x), Assumption holds. A small s, indicates
that the eigenvalues of L, decay at a faster rate, and As-
sumption always holds when s, = 1 and E,, = /K,
where k = max{sup,cy K(x,x),1}.

3.3. Summary of notations

We have introduced several constants in this assumption
above. We summarize it here.

X,y Kpis My, 0, 1 assumptions on distribution 1 = p, g.
See Definition[Il

Cpq: trace of X,,,. See Assumption

ty, Wy(d), 0(d), ¢y 1, Cv,2; upper bound of the probability
ratio. See Assumption[3.4]

T, ¢3: source condition. See Assumption [3.3]

s, I, effective dimension. See Assumption

4. Main results

In this section, we present the main results: the bias and
variance the excess risk of the estimator ?A7 7z can be con-
ducted from bias-variance decomposition. Then we derive
the estimation for the bias and variance, respectively.

4.1. Bias-variance decomposition

To conduct bias-variance decomposition, we need the noise-
less version of Eq. (I for analysis.

?)\,X =
1 n
ar)ge%in {n ;E(mq) (f (mi)_fp(mi))2+)‘f“$-[} )

(6)

i.e., to replace y; with its expectation f,(x;). Using the
notations of the empirical operator, we have

?)\,X = (L@X + )‘I)ilLEyXfp-

We then provide the bias-variance decomposition || f NZ
follq by the following lemma, with the proof deferred to

Appendix[A.T]
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Lemma 4.1. We consider the excess risk || f 5 z — follq con-
ditioned on X for our re-weighting estimator (1), admitting
the following bias-variance decomposition:

IEJyIXH?,\,Z - fp||3
=Ey x| frz — f,\,XHg +fax — fp”i =V +B%.

Clearly, the bias term does not rely on the label noise and
the variance is independent of the target function f,, which
matches the spirit of the bias-variance decomposition.

4.2. Asymptotic expansion of high dimensional kernels

Considering the inner product kernel and radial kernel in-
troduced in Section E], El Karoui (2010) demonstrate that
when X ~ p, the related kernel matrix K (X, X) in high
dimensions can be well approximated by K'"*(X, X) (de-
tailed later) in spectral norm. We state the approximation in
Lemma4.2]as below. This result will help us to disentangle
the nonlinearity of kernel functions in high dimensions.

Lemma 4.2 (El Karoui| (2010)). Assuming the kernel K
is the inner-product kernel or the radial kernel, and the
training data X ~ p, under Assumption 3.1| and we

have
|K(X,X)- K"™X,X)|2—0,
asn,d — oco,n/d — ¢, where K" (X, X) is defined by

bo.dl
d

with non-negative parameters cp, Bp, 7p, and the additional
matrix Ty, given in Table[?]

K'™(X,X):=0a,11" + 3, +I +T,, (7

We can see that, the kernel matrix in high dimensions can
be mainly approximated by its covariance matrix with an
implicit regularization term v,I. Besides, the positive-
definiteness of K™ can be guaranteed under Assump-
tion Qp, BpyYp > 0. By Assumption we can
directly derive a,, 8, > 0. 39,¢" € [0, 1], for the inner-
product kernels, such that v, = h”(67,)77 /2 > 0; and for
the radial kernels, such that , = 2h'(—26'7,)72 > 0.

In the presence of covariate shifts, where the training data
X is sampled from p and the test data « is sampled from
g, the approximation of the related kernel vector K (X, x)
involves ¢, and thus previous expansion (El Karoui, 2010)
cannot be directly applied to our setting. In this case, we
state the relation in Lemma4.3] which additionally relies on
Assumption [3.3] with the proof deferred to Appendix [A.2]

Lemma 4.3. Under Assumption [3.1to [3.3] where cpq <
20, — 1/2, with the training data X ~ p and a test data
x ~ q, we have

E,|K(X,z) - K'"(X,z)|s =0,

Table 2. Parameters of the linearized kernel K" involved with
the curvature of h, when X ~ p.

Parameters  Inner-Product Kernels Radial Kernels
a b+ ) h(-2m) + 2w (-2r,) M)
By h'(0) 21/ (=27p)
Tp h(tp) — h(0) — 7,A'(0) h(0) — 27,0/ (—27,) — h(—27p)
T, O0pxn —h'(—21,)A + %h”(f%p)A oAl
Bpa 1 (0) 20 (= (7 + 7))
Ty 0,51 —h(—(mp+ 7)) - 1 - B A(X, )

VA =147 + 417, where ¢ € R with o; == ||z;||3/d — 7.
2 A(X . 2) = i+ 16, where b = [2|3/d 7

asn,d — oco,n/d — ¢, where K'"(zx, X) is defined by

in Xw
K'"(X, x):= ﬁqu + T,y (X, ),

with non-negative parameters 3,4, and the additional vector
Ty, given in Table 2}

The approximation of K (X, X) and K (X, x) under co-
variate shift can help us estimate the variance and bias. To
ensure the convergence of the residual term, we require
Cpq < 204 — 1/2 in Assumption[3.3]

In the next, we are ready to present our results on the es-
timation for variance and bias. For ease of analysis, we
focus on the inner product kernel for future estimation. The
results on radial kernels require additional efforts to control

non-zero T},,, which goes beyond the main target of this
work.

4.3. Variance estimation

In this section, we present the estimation for the variance
from the perspective of a data-dependent regularized kernel.
This helps us to have a better understanding of the role of
re-weighting in variance.

Theorem 4.4 (Variance: Data-dependent regularization).
Let § € (0,1), under Assumption[3.1]t0[3.3) then for large
d, with probability at least 1 — § — 2d~2 with respect to a
draw of X ~ pand € > 0, the variance can be estimated
by

80212, || (XXT M =1 %
VvV <9 N —w(x) ;£
<= ¥ 3) (X) 3,
dominated term V o, (8)
802 | (16,—1-2¢,) 1. A(14€)
+ d q Cpq log d.
T

Remark: We do not need the boundedness (Assump-
tion[3.4) on W for the estimation of variance. Nevertheless,
Assumption with ¢, < 20, — 1, is required to ensure
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the similarity between training and test distribution for the
kernel approximation. Otherwise, a large difference be-
tween training and test distribution leads to the divergence
of the residual term as d — oco. For example, when training
and test data are sampled from two distributions with almost
zero overlap, it will be impossible to generalize to the test
distribution. In the unshifted case (X, = X, and ¢,q = Oin
Assumption [3.3)) leads to the second term in Eq. (§) admits
a smaller value (or higher rate) at the order of d~(40a—1),

Since the first term V, in Eq. (8) dominates the estimation
for variance, we detail this in the next part.

The dominated term in Eq. (§)) can be represented as

XX Mo\ -1 Yy )
Mwroxy L2

which implies that the variance is well controlled by the

1
e

capacity of K'™ + \nW '. An intuitive example is to
choose (W)~! by cI with a large constant ¢ such that
K'in nAW ! has larger eigenvalues, allowing for a
smaller effective dimension; and thus the variance (strictly
speaking, its estimation) can decrease to some extent un-
der this case. In fact, since the re-weighting strategy W
is quite general (not limited to the importance ratio W),
there always exists suitable selection schemes that allow

for a smaller N/ (X‘;(T + %W(X)_l; %) (and smaller

variance) in theory.

Besides, as a diagonal matrix W, each element [W]” only
affects the similarity of the data point x; and itself. That
means, the data points are “importance reweighted” but the
similarity among different data points is unchanged. In
this case, importance weighting can be regarded as a special
case of active learning and even data subsampling (Kolossov
et al.| |2024). This motivates us to design more advanced
active learning-based algorithms to select important data
points, which is beneficial to handle covariate shifts in prac-
tice.

4.4. Bias estimation

In this subsection, we aim to derive the estimation for bias.
We first present the spectral decomposition of the kernel
to handle all scales of regularization parameter A > 0, see
Sectionfd.4.1] In the next, we analyze a special choice of reg-
ularization parameter A, i.e., A < n~°*, which stems from
the classical analysis in the kernel literature (Gogolashvili
et al.}[2023} Ma et al.,[2023)) and incorporates the dimension-
dependent shifts to accommodate the high-dimensional set-
ting, see Section[4.4.2]

4.4.1. BIAS UNDER ARBITRARY REGULARIZATION

Here we present the bias estimation from the spectral de-
composition of the kernel. Note that the analysis in this

part allows for any choice of regularization parameter. We
consider the uniform boundedness of the re-weighting func-
tion and RKHS norm of the target function, i.e., a special
case of Assumption[3.4and[3.5] Accordingly, we have the
following theorem, with the proof deferred to Appendix

Theorem 4.5 (Bias under arbitrary A). Let§ € (0, 1), under

Assumption to Assumptionwith = %, cy =0,
Assumption 3.4 for bounded ratio: w(x), w(x) < Wpax-
We have the bias B is upper bounded as B < By, + Biyw ,
where By, is the intrinsic bias that only depends on the
problem of covariate shift from p to q via the ratio w(x)

Bin:=Tr (KlinW) /n.

The second term is the re-weighting bias By, that depends
on the choice of W(x), w(x), and A, for e > 0,

B = AT (AT + K""W) ™" KW ) A6 W

1+

T d) VVmaxa

+ 66Wmax +Cd % (571/2 + log

log1/6
2n

with probability at least 1 — 46 for sufficiently large d.

Remark: We make the following remarks:

1) In our analysis, the first term B;,, describes the intrinsic
bias of the distribution shift problem, in a constant order,
which is independent of any specific re-weighting way. This
coincides with results from high dimensional statistics for
interpolation learning, e.g., (Hastie et al., 2022} [Liang &
Rakhlin, 2020)).

2) The second term B;,, involves the re-weighting strategy
and its original ratio, which contributes to the importance
re-weighting bias. Since W can be chosen quite generally,
it allows for a smaller By, to some extent. More importantly,
as A — 0, the re-weighting bias B;y, will be close to zero.

Further, if we choose the re-weighting function w with the
ratio w, then the estimation for the bias in Theorem [4.5] can
be simplified as below, Appendix[A.4]

Corollary 4.5.1 (Bias: w = w). Under the same setting of
Theorem choosing the re-weighting strategy W as the
ratio w, and \ = o(1), for sufficiently large d, the bias can
be simplified as

5 < T(E™W)

~

+ NN (K™W, n)) + o(1) ,w.h.p,

We can see that the bias term is controlled by the spectral
decay of the re-weighting kernel matrix K'"W via the
importance ratio.

Discussion on excess risk: Combining Eq. (9) and Theo-
rem taking A = o(1), the summation of the bias and
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variance (i.e., the excess risk) admits

B+V =B+ Ve,

_Tr(K'™W) 1 (XXT An—

-1 7
TR
There exists a trade-off between the intrinsic bias B;, and
the dominated term V,, in variance: a suitable W that can
be chosen generally, allows for a decreasing variance but
the intrinsic bias B;, will not decrease due to the covariate
shift problem itself, determined by w(x) = dg(x)/dp(x).
Nevertheless, at least, under re-weighting, the variance and
re-weighting bias can be decreased; the estimator can still
generalize well, and the convergence rate is unchanged.

+gN

n

4.4.2. BIAS UNDER WELL-CHOSEN REGULARIZATION

We follow the classical analysis for kernel methods (which
does not require the high dimension condition) to derive
the estimation for bias. This analysis cannot deal with the
situation where A — 0.

We start by defining the data-free limit of Eq. (6). Denote
the data-free limit of f, x by f,

Fo=argmin {||f = £,2+ A1}
fEH

then the solution f, in the data-free limit can be written as
Ta=(Lg+ A" Lgf,.
Accordingly, the bias can be decomposed into

B S H?/\,X _?/\Hq + ||7/\ - prq = Bdata + Bk ’

where Bg,ta denotes the data-dependent bias from X ~ p,
and B denotes the (data-free) regularization bias by A > 0.

We present the estimation for the bias under a (not small)
regularization parameter to balance By, and By, see the
proof in Appendix[A.4] The assumptions here are weaker
than those in Theorem [4.5] exemplified by the assumptions
on the source condition (Assumption [3.5) and the upper
bound of the density ratio (Assumption [3.4).

Theorem 4.6 (Bias). Under Assumption [3.2| and
to with T € [3,1), E;,Ez > 0, sg,s7 € [0,1],
tw,tw € [0,1], Wy(d), We(d), 0w (d),05(d) > 0,
Cw,1,Cw,2;Cw,1,Cw,2 = 0, and cyy > 0. When n,d —
oo,n/d — ¢, forany § € (0,1), let A =tz + (1 — tz)sg
and the following two scalars cy, Cl,

1-— 40@72
C\ i\—m ————

2r4+ A

and

2T (/¢ 10g?(6/9).

CVT > 64(Wiy + 02 E2

Choosing A := -C\n~°*, then with probability at least 1 — 4,
for sufficiently large d, when cy; < Tcy, it holds that

B S n T Ly (Lg + X)) 7|2

For general \, we have, with < here hiding the dependence
on n,

B<S (N +A9)|Ly(Lg+ N2

Remark: As shown in the proof, when A — 0, the upper
bound in Theorem 4.6 will diverge O(A~'/2); and when
A — oo, the upper bound in Theorem [.5] will diverge
O(\?). Therefore, we can combine Theorems and

B < min{(A" 4+ A"2)[|Ly(Lg + A) "' %, Bin + Biw} -

That means, under the assumption of Theorem @ if the
regularization parameter decays to O with a certain power
of n, then Theorem 4.6 provides a good estimation, where
the bias converges to zero. If A decays much faster and is
sufficiently close to 0, we adopt Theorem[d.5] which provide
a uniform upper bound.

5. Conclusion

In this work, we provide a refined analysis on high dimen-
sional kernel ridge regression under covariate shifts. Our
results provide a non-asymptotic expansion of inner-product
and radial kernels in high dimensions under covariate shifts.
Our results on variance show that, the variance can be well
controlled by the capacity of the data-dependent regularized
kernel. Our results on bias give a thorough analysis, demon-
strating that the intrinsic bias cannot be decreased but the
re-weighting bias can tend to zero if the regularization term
is sufficiently small. One limitation of this work is that our
results only provide the upper bounds as well as empirical
validation in Appendix [B] but no exact formulation of the
bias and variance. This is because RMT cannot be directly
applied to our setting when involving the IW strategy. Nev-
ertheless, our estimation still provides interesting findings to
understand the role of re-weighting in terms of bias-variance
trade-off.
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Impact statement

In this work, we study the role of re-weighting strategy
in a high-capacity model, i.e., kernel ridge regression in
high dimensions. Since this work is theoretical, there is no
potential implications in security or trustworthy machine
learning.
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A. Proofs

A.1. Bias-variance decomposition

Proof of Lemma[-]] Recall the closed-form solution of our IW estimator f () and its noiseless version f, x (x), we
have

Trz(@) = K(z, X)(K(X, X) + W (X)) ly.
Fax(@) = Kz, X)(K(X,X) + W (X)) f,(X).

Define € := y — E[y|X] =y — f,(X), due to E, x (¢) = 0, we have

By x (frz () — f)? =Eyx (K(z,X)(K(X,X)+ )\nI)_le)Q + (Fax(®) — fo(@))?.

Using Fubini’s theorem, we have

Ey\X”?)\,Z - pr3 = /Ey\X(fk,Z(m) - fp)ZdQ(l') = Ey\XH?A,Z - Tx,xllﬁ =+ ”?)\,X - fp||2 )
which implies

Ey\x“?x,z - pri = EleH?x,z - ﬂ,xllﬁ + ||7>\,X - fp||(21 .

A.2. Approximation
A.2.1. INNER-PRODUCT KERNEL

Lemma A.1. Under Assumptionand and 0,04, cpg’s definitions, we have with probability at least 1 — d—2 with
respect to the draw of X ~ p, for € > 0 and d large enough,

Eq||K($7X) _ Klin(iE,X)”Q S d—(49q—1—2(1pq)10g4(1+6) d.

Proof of LemmalA.1] The proof framework follows (Liang & Rakhlin| 2020, Lemma B.2) but we need to provide a precise
analysis to handle the covariance shift for & ~ ¢. Conditioned on x;, 1 < ¢ < n, by Bernstein’s inequality (Boucheron et al.;
2013)), with probability at least 1 — exp(—t) on @ ~ ¢, for all i € [n], we have

z'x; _ <E;/2mi,2;1/2az>
d o d
< 2|y %ai]|2 VE+log * d 41 1= % | sod™ " (t + log' < d)
- d Vd 3 d
2|84 a2 VE+log F d 1|8y il dTF (1t + log! T d)
- d Vd 3 d
V2= e VEitlog B d 1|8y e 2y Lre
= = dsFma 2 (t 4 log T d)
Vi Nz 3 Vd
1/2
_ Iz

. 1
2d2(\E +1log F d) + =d % (t + log'*< d
7 <\f (\f—kog? )+3 4(t + log ),

where the first inequality uses Assumption [3.2]such that

m}gx‘[Eé/Qmi](k) (B2 (k)| < (|24 2w | 0od 5T

11
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Applying Lemmawith Assumption and we have for all j, with probability at least 1 —d~2 on X

1t

T d.

21/2 112 2—1/2 12
max || q mlH S ||2q|| max H q 131”
i d i d

—1/2@l/2w—1/2
q /Ep/ 3y /wi”Q

< Tr(Xpq)

p S +d % log

||
= 1%, max

We use the entry-wise Taylor expansion for the smooth kernel, let ¢, = cx + (1 — ¢)x; for some ¢ € [0, 1],

- r'(x}) (=" x; ? Tz’
N\ _ golin ) — % ? < ?
Ko,z - K@) = 000 (2 0) 5 (20

Therefore, with probability at least 1 — exp(—t) with respect to  ~ ¢, conditionally on x; ~ p, 1 < i < n, for sufficiently
large d,

T\ 2
I X) ~ K™ (e, X)) 5 Vi (27

1/2
< V/dmax ||Eq/ x; || (d—l(t—l—lo L+e g —20, (42 2(1+¢)
S : g )+ d 2% (t* + log d)
= w2 1 (10)
< Vdmax [R2ralle (d*w‘l (t% + log?(1+9 d)) [since 0, < 5]

< d729q+1/2(t2 Jrlog2(1+e) d) (Tr(f;pq) + 0 logly d>

< d—29q+1/2+cpq (t2 +10g2(1+e) d)

Define z(t) := C - d=20a1/2+ena (12 4 10g2(1+9) (), the above states that conditioned on X
P(|K(z,X) - K"™(x, X)|| > 2(t)) < 2exp(—t), Vt>0.

Therefore, by the change of variables, we have

B | K2, X0) — Ko, X[ = [ 22 PR (@.X) = K™ (a2, X)) 2 )iz
Ry

<C / d= 4014204 (12 1 10g2(1F9) ) exp(—t)2tdt
R

<C d—40aH14260013 10620146 g oxp(—¢)dt
Ry

5 d7(49q7172cpq) 10g4(1+e) d,

with probability at least 1 — d~2 on X, for sufficiently large d. Here the constant is superseded by an additional log2(1+5) d.
Therefore, as long as Assumption@is satisfied, we have 46, — 1 — 2¢p, > 0, and the residual term above will converge to
0Oasd — oo. O

A.2.2. RADIAL KERNEL

2
Lemma A.2. Let {x;}"_, bei.i.d. random vectors in R, whose entries are i.i.d., mean 0, variance 1 and |z;(k)| < C-d5m.
For any positive semi-definite matrices 3. whose operator norms are uniformly bounded in d, and n/d is asymprotically
bounded, with 6 = % — &l—im’ with probability at least 1 — d=2, for € > 0, we have

max (:cl — :cj)TE(:ci — iEj) _9
i#] d

Tr(%)

1+e

Qd’

< 4q~? log

for d large enough.

12
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Proof of Lemmal[A2] We write, for i # j,

(x; — x;) " 2(z; — ;) — 2Tx (D) = =] Bz, + a:jTEscj — 2z X, .

By Lemmal[A4] for i # j,
T T
Ty 2T _ ﬂ(z)’ <d0logH d, B2 < g010g™F 4
d d
Therefore,
(x; — ;)T B(x; — x;) LT3 _ o/ Sx;, (%) N 3z, (%) _ijzxj
d d d d d d d

14e

<4d %log™ d.

Lemma A.3. Under the Assumptionto and 0,,0,, c,q’s definitions, we have with probability at least 1 — 3d~2 with
respect to the draw of X ~ p, for d large enough,

EqHK(ilZ, X) _ Klin(w’ X)||2 g d—(4 min{6,,0q—cpq/2}—1) 10g2(1+e) d.
Proof of Lemma[A-3] We start with the entry-wise Taylor expansion for the smooth kernel at — (7, + 74)

1
K(e.)) = (~glle - o2 )

(= 7)) = W=+ 7)) Gl = sl = (7)) o+ 2T (P (1))

+0(d™3/?)

T 7 T\ 2
:h(_(Tp + Tq)) - h/(_(Tp + Tq)) (@[’w +pj — dew]> + h (Tp;_ Tq) <¢m +; — dewj> + O(d_3/2)

W' (=(1p + 74))

=K"(z,x;) + 5

1 2 _
(e -esli = (ot m) +o@®2),

where ¢; = ||&;|3/d — 7, for j € [n] as defined before. We expand ||z — ;|3 — (7, + 74) by

etz z, - 22Tz, — Tr(E,) — Tr(Z,)
d d ’
By a similar proof of Eq. in Lemma conditioned on x;, 1 < i < n, with probability at least 1 — exp(—t),

|z — 5”]”3 —(1p+ 1) =

IETwi

7 < d=Oa=era/2 (¢ 4 log! T d) .

Therefore, setting ¢ := 2log d, with probability at least 1 — d—2, we have

z'xz;

— |3 d=Oa=<pa/2)(210g d + log' T d) .

By Lemma[A.4and Assumption[3.2] and  ~ g, we have with probability at least 1 — d~2,

1+

5 d.

'z Tr(Z,)

d d

(=, P2) s, (3 Pr)  Ti(Z,)

<d %1
d a | =4 s
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By Lemma and Assumption and x; ~ p, we have with probability at least 1 — d 2,

)T, (35 ) Te(S)
d d

zlz, Tr(Z,)

d d

<d % log 2 d.

In total, with probability at least 1 — 3d—2, for sufficient large d, we have
. 1 2 .
K(a:,:c,») _ Klm(iL',.iEi) < (dw . w]”% _ (Tp + Tq)) < d—2min{0p,0q—cpq/2} 10g1+e d,

which leads to

Eq”K(x,X) _ Klin(w,X)HQ S d—(4min{9p,9q—cm/2}—l) 10g2(1+e) d< d—(4min{0p,9q—cpq/2}—l) 10g4(1+e) d.

By the deﬁmtlon of 8, in Deﬁmtlon l we have 0, > i. Therefore, as long as Assumption is satisfied, we have
0q — Cpq/2 > 7, and the residual term above will converge to 0 as d — oo. O
A.3. Variance

A.3.1. PROOF FOR VARIANCE

Lemma A .4 (Liang & Rakhlin| (2020, Proposition A.1)). Let {x;}?_, be i.i.d. random vectors in R4, whose entries are i.i.d.,
mean 0, variance 1 and |z;(k)| < C- d¥tm . For any positive semi- deﬁnite matrices 3 whose operator norms are uniformly

bounded in d, and n/d is asymptotically bounded, with 6 = = — H—m, we have with probability at least 1 — d—2, for € > 0,
iD>7 Tr(X 1te
max |21 =% dij H(>) <dlog* d,
0] d
for d large enough.

Proof of Theorem{.4|(Inner product kernels). According to the definition of V and E[y| X | = f,(X), we have
V= [ By T (Kl X)X X) + MW (X)) (= 1,0 — £,(X)T
(K(X, X) + W (X)) K(X, @) dy(a)
< / (K (X, X) + AW (X)) T K (X, ) 2By x [(y = f,(X))(y — £,(X)) 7] [|dg(x)

Note that Eyx [(yi — fo(x:))(y; — fo(z;))] = 0 for i # j, and Eyx [(yi — fo(x:))?] < o2, we have
[Eyx [(y — fo(X))(y — (X)) "] || < o2 Accordingly, the variance under our IW estimator can be estimated by

vV <o? / (K (X, X) + AW (X)) 7K (X, @) [Pdg(e) = 02By||(K(X, X) + AW (X)) ™ K(X, ).

By Table 2] the following linearization of the inner product kernel holds:

: xx7
K'™(X, X):=~,I +a,117 + Bp—g— €R™,

K"™(X,x):= 5p— e R™,

By Assumption [3.2] according to (Llang & Rakhhn 2020, Proposition A.2), the kernel matrix admits the following

1
asymmetric approximation with 6, =53 +m ,

|K(X,X) - K'™(X,X)|| <d % /> +log * d), wp.l-5—d2. (11)
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The approximation || K (X, X) — K" (X, X)|| is different from (Liang & Rakhlin, 2020, Lemma B.2), since training
dataset X is sampled from p and the expectation under q. We prove this approximation under distribution shift in Lemmal[A.T]

such that

E, || K (x, X) — K'™ (2, X)||* < d~ (401 72000) 10" 149 g wp 1—d2.

By Eq. 1| as a direct consequence, one can see that for sufficiently large d, such that d=% (§ —1/2 4 1og B

with probability 1 — § — d~2, we have

_ 1 1
H(K+Anw ' H <|K| <

< Tte
||K11nH —d-% (5 1/2—|-10g 3 d) p_d—ﬁp(5—1/2+10g + d)

H(KJFAnW’l)—l(K““ W H < H (K + MW D)"Y K + W 4 K —K)H
<1+ (K + W )7 | K(X, X) - K™(X, X)|

14e
dfep(571/2+10g T d) < Yp .

<1+ 1te = 1te =
Yp—d (072 +log 2 d) v —d (0712 +log 7 d)

Combining Egs. (T2) to (I4), the variance can be estimated by
V < oZE[|(K(X, X) + W (X)) K (X, 2)|?
< 202E, || (K (X, X) + aW (X)) K™ (X, 2)|
+207 | (K (X, X) + MW (X)) 7! |* B, | K (X, 2) - K™ (X, )

< 20?

___ _ . __ 2
(K(X, X) + AW(X) )7 (K™ (X, X) + W (X))
2
S%Ed—(zwq—l—chq) log?(1+9) ¢
p

Eq| (K™(X, X) + AW (X)) T K™ (X, 2)|* +

. — : 802
< BoZE (K™ (X, X) + AW (X)) ' K™ (X, z)|* +
p

Besides, the IW estimator under the linearized kernel matrix leads to

in £ va -1, in
E (K™ (X, X)+ AW (X) ) 'K"™(X, )|’
XXT} Xz a:TXT>

=E,Tr (['ypI+AnW(X) +a,11" + 3, 51,751, y

— bo.d
:T&r([’ypI—&—)\nW(X) +a,117 + 3, y } 5,%

T2 T
< Bl g, ({%I_F)\nW(X)_lJFXX } XX )

Xz, XT>

d Bp Bp d d
HEqH (XXT )‘jw 1,71))
N d /Bp ( ) I Bp 5

with the following constants, 8, = h/(0) = O(1), v, = O((7)?).

Finally, combining previous results, with probability at least 1 — § — 2d~2, for sufficiently large d, we have

V<

2 T
SO’EHEQHN (XX + &W(X)71 %) + 80 Ed (404—1—2cpq) 10g4(1+e)d
d Bp Bp

15

o
Y g—(404—1—2cpq) 4(1+e)
> d ra) log d.

(12)

d) <v/2,

2 a3
P

(14)
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A.4. Bias

In the next, we present the proof for the bias based on whether the used regularization parameter is small. We firstly give the
proof for Theorem [4.6]and then Theorem [4.3]

Lemma A.5. Let g(x) € R that satisfies Vg € G,

g(x)| < k for all x. Then with probability at least 1 — 26, we have for

~ ~ log1/6
sup|Eg(@) — B.g(a)| < Bsup|Eg(@) - Bg(a)| + ny/ B
geg geg 2n
1 « log1/6
<2Esup— » e€g(x;)+k
geG M ; 2n

1 & log1/
< 2E, sup — €9(x;) + 3k ,
geGg M ; 2n

where E. denotes the conditional expectation with respect to i.i.d. Rademacher random variables €1, . . . , €.

A.4.1. PROOF OF THEOREM [4.3]

Proof of Theorem[{.3] For the bias, we use the spectral decomposition of the kernel. To be specific, denote f,(x) =
>,—1 ¢i(x) f; with f; being the coefficients of f under the basis ¢;(z), we can write it as f(x) = ¢(x)' f where
fF=10fife - f]g]—r can be a possibly infinite vector. Accordingly, the bias term can be formulated as

B = [ |67 @AY [A26(X)6(X)TASX) + MW | 19(X) AV - 1] A2, | date)
< [][[Ar20)8)T MG + 2T | 19(X) AV — 1] AV29(a)| data) - A2, P
= I8l [ |[A72600@00)TAGX) + 2T 190TAY: < 1] A2 9()|| dafe).
We note the following fact
(A26(X)[@(X)TAS(X) + AW (X) ] (X) A2 = A2(X)[6(X) T AG(X)] " 6(X)TAV2)
(1= AV2(X)[6(X)TAG(X)] 1 p(X)TAV)
= (A1/2¢(X>[¢<X>TA¢<X> + AW (X)) (X)) TAY? - A“%(X)[¢<X>TA¢<X>]*1¢(X)TA”2)
—A2H(X)[(X) T AG(X) + AW (X) 717 (X) TAVZAN29(X)[(X) T AG(X)] T (X) T AL
(

FA2H(X)[p(X)TAG(X)] ' p(X) TAYZAY2H(X)[p(X) TAD(X)] ' p(X) TA?
=0,

with A=! — B! = B=1(B — A)A~!, the main part in the bias term can be split into the following two terms
— 2
[][A1260@007 46(X) + X W (X)L 6(X)TAV? ~ 1] AV ()| da(e)

= [ [[A26x)0(0) T A0 19(X0) A2 — 1] AV g(a)|da(a)

(8)
+ [ [A2600)B0TAS) [T+ $(X)TASXOW(X)/ ()]

1

H(X) A AV (a)||” dg(a)

(®)

We assume the SVD decomposition of Az¢(X) = USV T, U € RP*" 5 € R™" V € R™" and the K(X, X) =
¢ (X)A¢(X) has full rank as mentioned in the main text.
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Part (A) is essentially ridgeless regression under the distribution shift. We modify the proof from|Liang & Rakhlin| (2020)
by introducing the additional re-weighting quantity w(x).

Denote the top k£ columns of Utobe U, &, and Pli]- to be projection to the eigenspace orthogonal to U .. By observing that
k
AY2(X)(p(X)TAp(X)) " (X )T A'/? is a projection matrix, it is clear that for all k < n,

® <150 [ |5 (8720@) | dat@) < 1515 [ P4, (A260@)| date). (16)
Denote the function g indexed by any rank-k projection Uy, as
gu, () == HPUk (A1/2¢ ) H ( (:c)Al/QUkUkTAl/2¢(w)> : (17)

Clearly, |[UyU,| || r = Vk. Define the function class
G = {gv. (@) : U Uy = It} .

It is clear that 95, € Gyr.. Observe that 95, is a random function that depends on the data X, and we will bound the bias
term using the empirical process theory. Recall that w(x) = dq(x)/dp(x), it is straightforward to verify that

47 - )
b (woen @) =5 g, (w e Vi)
_ %Tr (PiAl/qu(X)W(X)qﬁT(X)AI/QP[i)

= LMK X, XOW(X)).

J>k

Ex~qg

Using symmetrization in Lemma with KWiax, Where Wi .« s the uniform boundedness of re-weighting ratio given by
Assumption[3.4] with probability at least 1 — 20, we have

|7 (Al%(w)) | dgta) - ;ZkAj<K<X,X>W<X>>

), )
o (55 | (e

a5 s L3 (W otw VTR - [ (A0 ) ) 56 L

Uk:UJUk:I}C n i=1 2n ’
by the Pythagorean theorem. Since ¢;’s are symmetric and zero-mean and HAl/ 2¢(x H does not depend on Uy, the last
expression is equal to
1 & log1/6
2E, sup — i9(x;) + 36Wnax .
,gélgpk n ; ezg( 1) KVVma m

We further bound the Rademacher complexity of the set G,
1 1 —
Eesup — » eig(x;) = Ecsup— ) eigu, (i)
gegG, M 1:21 U, 1 ; :

n

— E, = sup <UkUljv > Eiw(ﬂﬂz‘)f\l/%(wiﬁf(wi)Al/z>
n u,

i=1
< \/EEG
n

)

F

3" () A ()6 (2)A
=1

17
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by the Cauchy-Schwarz inequality and the fact that | U U, | p < V/k. The last expression is can be further evaluated by the

independence of €;’s
2y 1/2 1/2
VE & 2
} = (e At (e @) A
F i=1

k
v {E
n
_ ﬁ ¢ Yy w(w)?K (@i, @)’
o n n
We have, with probability at least 1 — 2nJd,

(4) < 0<1113£n { Z)‘ W(X))+ 2\/5\/2?—1 w(wizjK(xi’wi)z + 3sW 10g2711/(5} .

Part (B) involves the regularization parameter A and the general weighting function w. Recall the SVD decomposition of
1
Azp(X) = UEVT by direct computation, we have

AV2H(X)[B(X) " AG(X)] ! [I + ¢ (X)AG( X)W (X)/(An)]
=U[I+SVTW(X)VE/(\n)] U .

n

> w(@)e A Pp(@)d " (z)A?

i=1

-1 d) ( X ) T Al /2
It is also straightforward to verify that
1

B, [|AY26(X)(6(X)TAS(X) ! (1 + 8T (X)ASX)W (X)/(0n) ~* $(X)TAV? (A () /ul@)) |

~

I+ SVTW(X)VS/0n) 07 (A (@) /ol@) |
T (O + SVTW(X)VE/(n) 207 (A2(X)W(X)¢T (X)A2))
1 (L + SVTW(X)VE/(n) SV W (X)VS)

NN A A~

((f/ﬁ) I+ VESVTW(X )/()\n))*z(‘A/EA])EA)VTW(X)‘A/ﬁ) [using (I + AB)~!' = B~'(I + BA)"'B]
=\2Tr <<)\I + KX

3\'*3\'*3

X)W(X))2 K(X, X)W (X)

n n

Therefore, by Lemmal[A.5| with TV, with probability at least 1 — 2§, we have

(]Ep - En)

O+ 2VTWX)VE/0n) 07 (A2 () /ul@) )|

<sup (E,, - En) HU(I L SVTW(X)VE/On)UT (A1/2¢(a:) w(a:)) H2

1 & AT ~ 2
<2Esup > ¢ [UU+EVITW(X)VE/ () U7 (Al/ch)(asi)\/w(wi))H 4 3K Wi
U tio

Similarly, we obtain

< H(I-l— EVTW(X)VE/()\TL))*QH . %EE Zn:Ezw(ilh)Al/z(ﬁ(m )d)T(a) )Al/g 7
i=1 F
<|@+2vTwx) vE/on) | - \/z¢27—1w<wz>nf(<wuwz> |
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where

|+ EVTW(X)Vi/(An)WHi =1 (1 + SVTWXOVS/ () )

T —4
=Tr (I + K(X, X)W (X)/(An))™*) = MTr <<>\I+ K<X7§)W(X)> ) o

In total, we have

(®) <2 {Tr ((m K<X7§>W<X>>““ K(X,X>W<X>> Y SET R ENE: }

n

logl/é
+3’1Wmax o8 / .
2n

In (), if we take k = 0, then with probability 1 — 46,

(8) + (B) <Tr <K<X”?W<X)) a2 {Tr <<)\I+ K<X7§>W(X>)‘ K(Xi)W(X))

In the next, we consider the discretization of K to K"i», according to (Liang & Rakhlin, |2020, Proposition A.2), the kernel

matrix admits the following asymmetric approximation with 6, := 5 — g==-
P

|K(X,X) - K'™(X,X)|| <d % /2 +log *d), wpl-5—d2.
Therefore, we have
KX, X)W(X Kin(X X)W (X
r (KEXIOW)) o (K06 W)
n

” >‘ < Winax - || K(X, X) - K"™ (X, X)]| .

Besides, we have the following estimates
-1

57,72 linyA7
s+ 257) " (- 22
n n

<1+ H (r-nW K)_l (K — K'™)

-1 lin
(w‘l n K) (Aw‘l S )H
n n

<14 T <2.

= 1+e =

Yy — =0 (5712 4 log F* d)

Then we further have

— =2
K K
<u+ W) w

n n
Klini -2 Klini 2 Ki -2 Klin Ki -2 K — Klin
:()\I—i- W) ()\I+ W) <)\I+ W) W+ ()\I—i- W) ( )W
n n n n n n
Accordingly, we have
— =2 — -1 T L —2 .
K K K Khn Khn Klm
)\2Tr<<)\I+ W> W) <\ <)\I+ W) ()\I+ W>‘ Tr<(AI+ W> W)
n n n n n n

+ A0 Te((And + KW) 72)|[(K — K" W

KW\ Kinw :
< ATy ((/\I + ) > +d (Y2 4+ log 3 d)n L
n

n
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Therefore, we have, since n =< d,

(&) + (B) <Tr <

K““(X,i()W(X)) T <(M . K“ﬂ(x,X>W<X>)‘2 K““(X,nX)W(X)>

1+

= d).

log(1
A2 Woax + 65Winax # +2d7% (6712 + log

Finally, we conclude the proof. O

A.4.2. PROOF OF THEOREM [4.6]

Proof of Theorem[.6] By |Gogolashvili et al (2023, Lemma 16) and Assumption 3.5} since f, € H, under Assumption 3.5}
we have the following estimates for B, i.e.,

B < NI Lg(Lg + )MV 1[G, llg, ¥A > 0.

The estimation of Bya, relies on (Gogolashvili et all, 2023] Theorem 20), under Assumption [3.5]and [3.6] we have with
probability at least 1 — 6,

Baata < 16][Lq(Lg + A) 7 M2 folloe + 1fll2)

Wa(d) NG (N 1Og(g)

nv/x *ould) nAte
< 16[|Lq(Lg + ) T2 flloo + Lfpl3) (Wagdowin ™ IATY2 4 oF Bt @Peman =12 )\ (wt i mtu)sa) /2)) 1og (6 /5)
given
A > 64(Wis(d) + 02(d)) (Ng(A) '~ log?(6/5) . (18)
Therefore, for general A\, we have

B < (AT + A5 Ly(Lg + N) 7Y .

Recall that A\ = C, “* and n ~ d, we have with probability at least 1 — 4,

Baata + Bx < A7 Lg(Lg + A) V215, lq
+ 1601 Lq(Lg + A) T 2 folloo + I Follz) (Wad ™ in ™ IATY2 4 o =t mdPemep = t/2A- (wt (mtmoa) 2)) 1og (6 /)

< anc,\ + n*(l*CA/Q*Cm,l) + n*(l/Q*QCm,zfcx(tw+(1*tm)53)/2) )

where the last inequality only considers the dependence on n. Due to the following fact from Assumption [3.4] we have
L—er/2—cpa >1/2—cg1 > 1/2 = 2cq2 — ex(tw+ (1 — tw)sg7)/2,
we can conclude that the second term decays faster than the third term.

1—4dcg o—c)(tw+(1—tw)sa .
Cw,2 ”(2“ +( ‘)97), which leads to

We choose c) to balance the first and the third term, i.e. Tc) =

o 1-— 4C@72
- 2?+tm+ (1 —t@)SH '

CX

where cg,2 < 0 from Assumption [3.4]to ensure ¢y > 0. Besides, we have

64(Wis(d) + 02:(d)) (N7 () =7 log?(6/8) < 64(Wes - d™t + 02, - d2em2) B2 ') \=s71=tw) 1692 (6 /)
<64(Wr + 02)d2em2 0y 21000 2(-to)  peass(i=tm) 1092 (6 /5)
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Therefore, for Eq. (I8), the constant C)\ has to satisfy
64(Wey + g%)d%m,z0;56(1*tﬁ)E§(1—tﬁ) . persz(l—tw) 10g2(6/5) < pAltHtw — C>1\+tmn17(1+tm)q ]

We expand c, and using the fact n/d — ¢, we have that for sufficiently large d, n/d > (/2,

)

64(Wi + 02) E20 ) (2/¢) 202 log? (6/5)n (a(l—tw) Hart D 42ema =1 < gttt (1-tw)ss

1 —2F+2Cm 2(2?—2— (tﬁ—F(l —tm)Sg))
(1 —tz) +tw+ 1)+ 2cm0 — 1 = & <0.
CA(Sq( )+ + )+ Cw,2 27’+tm+ (1 —tm)Sq

the following constraints would suffice for Eq. (I8),

CT T > (Wi + 02) B (2/¢)207 1og? (6/6)

q
Recall the definition of ¢4 in Assumption[3.3] with probability at least 1 — &, we have

tt (1= tgy) s

B < Baata +Bx < n "MLy (Lg + A) 72 {1620H(Ww+ omB; ™) log(6/85)Cy 7+ C'Kllgpllq} :

B. Experiments

To quantitatively evaluate our derived error bounds for the bias and variance, we generate a synthetic dataset under a known
fp, with different decays of the kernel matrix.

W 03f
%]
= o2s)
02
0.15
P EE R N A R N A O B oal— oma— 1 L 7]
0 200 400 600 800 1000 1200 1400 1600 1800 2000 0 200 400 600 800 1000 1200 1400 1600 1800 2000 0 200 400 600 800 1000 1200 1400 1600 1800 2000
#sample #sample #sample
(a) variance (o = 0.5) (b) variance (o = 1) (c) variance (o = 1.5)
10° 10° 10
—T s —F—pies —F—bies
scaled B scaled B scaled B
10
10
L W
w N %) 10
%] = =
= 10°
10°
10° L 10° L
10? 10° 102 10°
10° " #sample #sample
(d) bias (o = 0.5) (e) bias (o = 1) (f) bias (o = 1.5)

Figure 1. We plot the empirical excess error, variance, bias and the scaled theoretical upper bound scaled Vand scaled
B under different decays with A o< n~%/2.
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Eigenvalue decays. For a positive semi-definite matrix A € R™*"™ with rank r(A), we say A have one of the following
polynomial decay if and only if \;(A) o ni~* witha > 1 fori < r(A).

Data generation. We assume y; = sin(||x||?) + € with the target function f,(x) = sin(||z||3) and Gaussian noise
¢ of zero-mean and unit variance. The training samples x; are generated from x,; = 211,/ in, and the test samples

are generated from x,; = Eé/ ®2:. Therefore, let X, and X, be the training and test data matrices respectively, and
Z = [z1,-- ,2zn)" wehave X, X = Z%,Z" and X, X, = ZX%,Z". In our experiments, we take 1) X, as a
diagonal matrix that has diagonal entries with a = 0.5,1, 1.5 for polynomial decay, and X, as the perturbed X, i.e.,
(Eq);il = (%), !+ €, € ~ Unif|0, 1]; take 2) Z as a random orthogonal matrix with almost i.i.d. entries such that
X, X ; and X, X ;r have the same eigen-decays as the 3, and X,. Specifically, we use the QR decomposition on a random
Gaussian matrix to obtain an orthogonal matrix (Yu et al., [2016)).

Experimental settings We set the dimension d = 500, and the number of test data points to be 2500. We vary the number
of training data points as (100, 200, 300, 400, 450, 480, 520, 550, 600, 700, 784, 900, 1000, 1200, 1500, 2000). We set the
kernel K (z, ') = (1 + (x,z’) /d)? with p = 5, who admits § = p independent of 3,,. We take the re-weighting function
as the truncated probability ratio of distribution p and ¢, i.e., let § = ¢ and truncate the ratios to 10. Finally, we run on 10
random seeds and calculate the mean and average.

Choice of A  For the target function f, that belongs to the RKHS, we have the source condition 7 = 1 /2. Besides, for
the distribution p of the polynomial decay «, we take the capacity constant s; = 1. By the boundedness of ratios, we have
tw = cw2 = 0. By Theorem 4.6, we have ¢y = 1/2. Therefore, we set A oc n™1/2.

Observations Fig.|1|(a) - (f) show the trends of the test risk, variance, and bias, which match our upper bound. From
the log-log plot of the bias, we observe that our bound is upper bound but not identical to the true rate of the bias decay.
Besides, if n is large, the upper bound of variance and bias will tend to zero under the IW strategy, which demonstrates that
the IW strategy is not harmful to high dimensional kernel methods under covariate shift, at least. All the variances show the
unimodal property, and the derived upper bound (as well as the peak) coincides with the empirical ones.
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