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Abstract

Conceptual abstraction and analogy-making001
are crucial for human learning, reasoning, and002
adapting to unfamiliar domains. Recently, large003
language models (LLMs) have made the synthe-004
sis of analogical data possible, which, however,005
still heavily relies on extensive human efforts to006
be annotated. This paper empirically examines007
the LLMs’ capability to annotate story-level008
analogical data. Specifically, we propose a009
novel multi-stage progressive reasoning prompt010
framework A3E (Automated Analogy Anno-011
tation Expert), which is based on the struc-012
ture mapping theory from cognitive psychology013
and efficiently annotates candidate story pairs014
across six fine-grained categories. We use A3E015
to evaluate how well the state-of-the-art LLMs016
can serve as analogy annotators. Experimen-017
tal results demonstrate that our proposed A3E018
achieves an average performance gain of + 73%019
across a range of prompting baselines and base020
LLMs. The code and data will be available at021
https://anonymous.4open.science/r/A3E.022

1 Introduction023

The ability to abstract concepts and form analogies024

is fundamental to human learning, reasoning, and025

the flexible application of knowledge to unfamiliar026

domains. Analogies are essential for human cogni-027

tion, and these abilities are equally critical to the028

development of artificial general intelligence (AGI)029

that can adapt flexibly and effectively to various030

domains (Mitchell, 2021).031

Recent studies have demonstrated that large lan-032

guage models (LLMs) possess the emergent capa-033

bility to function as analogical reasoners in a wide034

spectrum of analogy problems (Webb et al., 2023;035

Yasunaga et al., 2023). In addition, some works uti-036

lized LLMs to generate natural language analogous037

corpus, thereby leading to a spate of novel research038

(Jiayang et al., 2023; Sultan et al., 2024).039

Although analogy generation holds great040

promise, a significant challenge lies in the rigor-041

Base：An employee accepted a harmless looking attachment 
whith contained malware. The malware invaded his personal 
computer and stole his sensitive personal information.

Target: Citizens of Troy gave access to the Trojan horse
contained Greek soldiers. Greek soldiers capturesd Troy and
stole their riches.
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Figure 1: An example of analogical mapping from enti-
ties in the base domain to entities in the target domain.
The corresponding blue object attributes with the same
superscripts can be aligned based on a common rela-
tional structure – that is, orange relational verbs with
the same superscripts. (Best viewed in color)

ous evaluation and precise annotation of candidate 042

analogies. For example, STORYANALOGY (Ji- 043

ayang et al., 2023) conducted crowd annotations 044

on Amazon Mechanical Turk (AMT) 1 to evalu- 045

ate each candidate story pair. To make a proof- 046

of-concept for the generated analogy candidates, 047

ParallelPARC (Sultan et al., 2024) labeled 828 can- 048

didate instances on AMT, obtaining 310 gold-set 049

analogy pair paragraphs, for a total cost of $1,804. 050

(Sourati et al., 2023) manually verified all the gen- 051

erated narratives to ensure their quality. 052

These studies underscore the essential role of hu- 053

man annotation in analogy research, but they also 054

reveal its inherent limitation: the process is labor- 055

intensive and costly, imposing a bottleneck for anal- 056

ogy research. As LLMs can generate analogous 057

corpora, can we use them as analogy annotators to 058

effectively inspect the quality of the synthesized 059

analogical data? 060

We delve into this question at the level of story 061

analogies, which compare entire narratives or co- 062

herent sequences of events that involve different en- 063

tities but similar relations. These analogies enable 064

intelligent agents to understand complex real-world 065

phenomena (Webb et al., 2023) and gain cognitive 066

insights (Bhavya et al., 2023; Ding et al., 2023). 067

In particular, we evaluated the state-of-the-art 068

LLMs, GPT-4, and LLLAMA-3 on an extended 069

1https://www.mturk.com
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set of analogies from (Gentner et al., 1993). We070

experimentally demonstrate that the most sophis-071

ticated LLMs may not possess an emergent ca-072

pability in analogy annotation tasks by common073

reasoning prompt methods, such as zero-shot, few-074

shot CoT (Wei et al., 2022), and instructions like075

“think step by step” (Kojima et al., 2022). The com-076

plexity of the story’s analogical mapping process is077

manifested in the implicit causal relations between078

events - relations between relations. The higher-079

order relational analogical mapping plays a crucial080

role in the construction of the human mind but is081

lacking in LLMs. To trigger an outbreak of new082

research with high-quality datasets (e.g., ImageNet083

(Deng et al., 2009)), we decide to drive the progress084

of LLMs in analogy annotation.085

In this paper, we propose A3E (Automated Anal-086

ogy Annotation Expert), a multi-stage progressive087

reasoning prompt framework inspired by Structure088

Mapping Theory (Gentner, 1983), which pioneers089

the automated annotation of story-level analogies,090

leveraging the advanced natural language under-091

standing capabilities of LLMs. Instead of focusing092

solely on aligning entities and verbs across story093

pairs, we explicitly align sentences to capture their094

underlying causal structures. Finally, we categorize095

the types of analogies into six specific labels.096

In summary, our contributions are:097

• In a broad survey and empirical analysis, we098

find that the annotation of story-level analogy099

corpora is challenging, and even the state-of-100

the-art LLMs are not up to the task under the101

guidance of chained reasoning prompts.102

• We introduce A3E, a multi-stage progressive103

reasoning prompt framework for story-level104

analogy annotation tasks. Experimental re-105

sults show that our framework achieves an106

average performance increase of +73% across107

various prompting baselines and base LLMs.108

2 Preliminaries109

Gentner’s Structure Mapping Theory (SMT) (Gen-110

tner, 1983) has become an important theoretical111

foundation for the study of analogical reasoning in112

cognitive science (Bach, 2011; Gentner and Mar-113

avilla, 2017). According to SMT, the core process114

in analogy is the analogical mapping from entities115

in base domain B to entities in target domain T .116

The mapping process relies on a common relational117

structure between B and T , rather than their object118

attributes. As shown in Figure 1, a personal com- 119

puter being invaded by malware is analogous to the 120

Trojan Horse incident. In this analogy, there are the 121

following object attributes mapping: employee → 122

citizens of Troy, attachment → trojan horse, mal- 123

ware → greek soldiers, personal computer → troy, 124

and sensitive personal information → riches of troy. 125

It can be seen that the object attributes in the two 126

situations are quite different. However, upon exam- 127

ining the structural relationship mapping: accept 128

→ give access, contains → contains, invade → 129

capture, and steal → steal, we can realize that the 130

causal structure of the two domains is similar and 131

reflects the same fact: vulnerabilities will cause 132

serious damage. 133

We focus on story-level analogies, aiming to 134

classify each analogy pair (B, T ) into one of six 135

specific categories as identified by the LLM an- 136

notators. Inspired by SMT and the verified story 137

analogy sources (Gentner et al., 1993), we use the 138

following six labels: 139

• Literal Similarity: Similar to Base in entities 140

(objects and characters), first-order relations 141

(mainly spatial, temporal, and interactional 142

relations), and higher-order relations (chiefly 143

causal relations). 144

• True Analogy: Similar to Base in higher- 145

order relations and many (though not all) first- 146

order relations, dissimilar in entities. 147

• False Analogy: First-order relational match. 148

Similar to Base in first-order relations; dissim- 149

ilar in entities and higher-order relations. 150

• Surface Similar: Similar to Base in entities 151

and first-order relations but not in higher-order 152

relations. 153

• Mere Appearance: Entities-only match; dis- 154

similar in first-order and higher-order rela- 155

tions. 156

• Anomaly: The entities and relations do not 157

match. 158

Figure 2 shows a set of analogy samples with 159

one Base and six different Targets to aid in further 160

understanding the concepts of the labels mentioned 161

above. 162
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Base: An employee accepted a harmless looking attachment with contained malware. The malware invaded his personal computer and stole 

his sensitive personal information.

AnomalyLiterally Similar True Analogy False Analogy Surface Similar Mere Appearance

Citizens of Troy gave 

access to the Trojan 

horse contained Greek 

soldiers. Greek 

soldiers capturesd 

Troy and stole their 

riches.

A worker received a 

seemingly innocuous 

attachment that 

harbored malicious 

software. The software 

infiltrated his personal 

device and pilfered his 

confidential personal 

data.

An employee opened 

a harmless-looking 

large file from a 

colleague. The file 

crashed his personal 

computer, causing 

loss of his unsaved 

personal documents.

A homeowner went 

on vacation, leaving 

their front door 

unlocked. Burglars 

took advantage of this 

opportunity and broke 

in, stealing their 

valuable possessions.

A worker received a 

document, containing 

a hidden puzzle. 

Intrigued, he spent 

hours solving the 

challenging puzzle, 

enhancing his 

problem-solving 

abilities.

Sarah had always 

been an early riser. 

She would wake up at 

5 a.m. every day 

without fail, enjoying 

the tranquility of the 

early morning hours 

before starting her 

day.

Figure 2: An example of analogy samples.

3 Methodology163

We develop a method that investigates and validates164

the abilities of modern LLMs to serve as analogy165

annotators concerning story analogies. Annotating166

a pair of story narratives is a reasoning problem.167

To address this reasoning problem using LLMs, we168

have formulated it as a multi-step and cascading169

reasoning generation task, thereby simplifying the170

annotation task into more manageable sub-tasks. In171

contrast to traditional CoT-based reasoning meth-172

ods, each step in our method is more akin to an173

independent agent, responsible for addressing its174

specific segment of the reasoning process. This ap-175

proach brings an additional advantage by reducing176

the complexity of analogical reasoning to a level177

accessible to small language models, as it decou-178

ples the long dependencies of complex reasoning.179

In the following sections, we introduce four steps180

to solve this annotation task: entity analysis (3.1),181

sentence mapping (3.2), relational alignment (3.3),182

and analogical conclusion (3.4).183

3.1 Entity Analysis184

SMT posits that analogical mapping encompasses185

the similarity of entities, first-order relations, and186

higher-order relations. Therefore, we commence187

by analyzing the entity-related facets within the188

narrative structures of both the Base and Target189

stories. In our proposed method, we not only em-190

ploy the LLM to extract similar vocabulary from191

two narrative stories but also to assess the similar-192

ity in terms of background setting, character roles,193

and responsibilities, as well as plot progression and194

dynamics.195

3.2 Sentence Mapping196

A narrative story is generally composed of a se-197

ries of short sentences. They explicitly present198

spatial, temporal, and interactive relationships (i.e.199

first-order relations) and implicitly express causal 200

structural relations (i.e., higher-order relations). 201

Due to temporal and causal dependencies between 202

events, if both Base and Target are considered True 203

Analogy, the narrative pair should exhibit a one-to- 204

one sentence mapping in terms of sequence order. 205

Based on this finding, in this step, we instruct the 206

LLM to map sentences with the same structural 207

relationships between the given Base and Target 208

narratives, following the sequence of story presen- 209

tation. It is worth noting that not all short sen- 210

tences in the Base or Target can be matched with 211

corresponding sentences. Therefore, for these un- 212

matched sentences, it is sufficient to let the LLM 213

proceed without corresponding matches. 214

3.3 Relational Alignment 215

Here, we align the causal structural relations be- 216

tween all short sentence pairs obtained from the 217

previous step. The types of analogy alignment are 218

classified into three groups: similar, dissimilar, and 219

irrelevant. Similar alignment refers to the sentence 220

from Base and its corresponding sentence in Target 221

being able to abstract a common causal relational 222

pattern. Otherwise, it is put into a dissimilar group. 223

For example, “An employee accepted a harmless 224

looking attachment with contained malware” (from 225

Base in Figure 2) and “Citizens of Troy gave ac- 226

cess to the Trojan horse contained Greek soldiers” 227

(from True Analogy in Figure 2) are similar, which 228

both involve a harmful object being accepted due 229

to oversight. On the other hand, “The malware in- 230

vaded his personal computer and stole his sensitive 231

personal information” (from Base in Figure 2) and 232

“Burglars took advantage of this opportunity and 233

broke in, stealing their valuable possessions” (from 234

False Analogy in Figure 2) are considered dissim- 235

ilar. Although both involve harm to the subjects, 236

the cause in Base is due to active oversight, while 237
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LLAMA3.1-8B LLAMA3.1-70B GPT-4o
Prompting Method Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1 Acc

0-shot 0.27 0.19 0.13 0.22 0.16 0.19 0.10 0.23 0.49 0.34 0.30 0.41
0-shot CoT 0.17 0.23 0.13 0.23 0.19 0.23 0.13 0.24 0.49 0.32 0.29 0.39
1-shot CoT 0.16 0.26 0.19 0.26 0.43 0.31 0.28 0.38 0.46 0.37 0.30 0.44
3-shot CoT 0.19 0.28 0.20 0.28 0.49 0.36 0.33 0.43 0.43 0.36 0.33 0.43

Ours: A3E 0.34 0.37 0.34 0.44 0.63 0.59 0.61 0.71 0.57 0.54 0.54 0.64

Table 1: Comparison of performance metrics (Precision, Recall, F1-Score, and Accuracy) between LLAMA3.1-8B, LLAMA3.1-
70B, and GPT-4o on the Story Analogy Dataset. Humans performance: Prec: 0.66, Rec: 0.64, F1: 0.64, Acc: 0.63.

in False Analogy, it is due to accidental negligence.238

In addition, isolated sentences without a match, are239

grouped as irrelevant.240

3.4 Analogical Conclusion241

Based on the labels of entities and structural rela-242

tions obtained from Section 3.1 and Section 3.3,243

we make the final annotations for each pair of nar-244

rative story pairs under the six types according to245

the following rules (Algorithm 1).246

Algorithm 1: Analogy Annotation
1 Input: background (bool) B, role (bool) R, plot

(bool) P , similar group (list) SG, dissimilar group
(list) DG, irrelevant group (list) IG.

2 Output: Label of the given narrative pair P(B, T ).
3 if B is False and R is False then
4 Entities = dissimilar
5 else
6 Entities = similar
7 end
8 if len(SG) > (len(DG)+len(IG)/2) or (B is True

and R is True and P is True) then
9 First-order Relations = similar

10 else
11 First-order Relations = dissimilar
12 end
13 if len(DG) > 0 or len(SG) < len(IG)/2 then
14 Higher-order Relations = dissimilar
15 else
16 Higher-order Relations = similar
17 end
18 Annotate analogy for P(B, T ) based on the definition

of analog labels in Section 2.
19 Return the predicted label of P(B, T ).

4 Experiments247

We experiment with several popular base LLMs:248

LLAMA3.1(-8B, -70B) (Dubey et al., 2024), and249

GPT-4o (a flagship version of GPT-4 (OpenAI et al.,250

2023)) to evaluate the proposed A3E method in251

story analogy dataset (Gentner et al., 1993). We em-252

ploy 0-shot, 0-shot Chain-of-Thought (CoT) (Ko-253

jima et al., 2022), and few-shot CoT (Wei et al.,254

2022) (with exemplars K selected from the set 1,255

3) as benchmark comparison methods. The perfor- 256

mance metrics, including Precision, Recall, F1, and 257

Accuracy, are summarized for each method across 258

different base LLMs in Table 1. 259

We have the following observations: (1) In terms 260

of story analogy reasoning annotation task, even 261

the state-of-the-art LLMs, have not acquired suffi- 262

cient emergent ability to find zero-shot solutions. 263

This finding is distinct from the fact observed in 264

Webb et al.’s study (Webb et al., 2023), which sim- 265

ply asked, "Which of Story A and Story B is a 266

better analogy to Story 1?". This might be because 267

making comparisons is relatively easier than pro- 268

viding annotations. (2) The CoT prompting does 269

help with analogical reasoning, and an increase 270

in the number of exemplars could also further im- 271

prove performance, but the advantage is limited. 272

(3) Our prompting method outperforms all base- 273

lines in both LLAMA3.1 and GPT-4o. Although 274

it performs poorly on smaller LLM (8B), it is en- 275

couraging that a 70B open-source model will be 276

sufficient to drive the research in analogical rea- 277

soning. In addition, it is surprising to note that the 278

A3E combined with LLAMA3.1-70B has reached 279

a level comparable to humans performance. 280

5 Conclusion 281

In this paper, we identify the persistent reliance 282

on labor-intensive manual annotation in current 283

research for story-level analogy generation. To 284

address this, we experimentally evaluate the perfor- 285

mance of current state-of-the-art LLMs (e.g., GPT4 286

and LLAMA3) on the analogy annotation task, 287

and propose a novel analogy annotation prompt- 288

ing framework for this task. Experimental results 289

show that our proposed framework significantly 290

outperforms 0-shot CoT and few-shot CoT base- 291

lines across different base LLMs. We hope this 292

work will stimulate and contribute to the research 293

on the general reasoning capabilities of LLMs. 294
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6 Limitations295

While the proposed A3E demonstrates consider-296

able promise in improving the performance of lan-297

guage models on story-level analogy annotation298

tasks, it is critical to acknowledge certain limita-299

tions, which are important for guiding future exten-300

sive research. Since high-quality, professional, and301

authoritative story-level datasets remain scarce to302

this day, we were compelled to conduct validation303

experiments solely on the small and sparse dataset304

created by cognitive psychologist Gentner (Gentner305

et al., 1993). This single validation may inherently306

bias the results in broader scenarios, thereby affect-307

ing the wider applicability of the research findings.308

On the other hand, although the prompting309

method we designed is effective compared to other310

baseline methods on small-scale language models,311

its accuracy remains below the standard required312

for practical production applications, Consequently,313

it also imposes relatively high demands on compu-314

tational resources during deployment.315

Finally, as our design and experiments are cen-316

tered on the English language, the results may not317

generalize directly to other languages and could318

exhibit certain variations.319

7 Ethical Concerns320

Hallucinations remain an unavoidable issue in the321

content generated by any current LLMs, and thor-322

ough scrutinization should be conducted before323

application. This study is solely aimed at the appli-324

cation of broadening and understanding the field of325

analogical reasoning research. It neither engages in326

nor condones the propagation of misinformation or327

the pursuit of financial gain through the proposed328

method.329
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A Story Analogy Dataset415

Although analogies are highly significant, there416

are relatively few resources available for them to-417

day. Most existing resources primarily center on418

word analogies (A:B is similar to C:D. For example,419

king:man is similar to queen:woman)(Gladkova420

et al., 2016; Kmiecik et al., 2019; Czinczoll et al.,421

2022). However, in real-world settings, analogies422

are often expressed in the form of natural language423

sentences. While LLMs have facilitated the rapid424

creation of analogy resources(Jiayang et al., 2023;425

Sourati et al., 2023; Sultan et al., 2024; Ye et al.,426

2024), those developed by cognitive psychologists427

are often regarded as more accurate and reliable,428

particularly in contexts requiring theoretical rigor429

or empirical validation.430

The story analogy dataset (Gentner et al., 1993)431

was created by the renowned cognitive and devel-432

opmental psychologist Gentner, who is a leading433

researcher in analogical reasoning. This corpus434

contains 18 sets of complex narrative analogies,435

each set comprising 6 paragraphs with different436

connotations. The first sentence in each set is the437

Base Story, and the relationships between the fol-438

lowing five sentences and the first one are: Liter-439

ally Similar, True Analogy, False Analogy, Surface440

Similar, and Mere Appearance. Naturally, we com-441

bined each Base Story with the other 5 analogous442

sentences in each set, resulting in 90 validation443

samples.444

Algorithm 2: Analogy Annotation Rule
1 Input: background (bool) B, role (bool) R, plot

(bool) P , common-words set (list) CWS, Entities
(str) E, First-order Relations (str) F,
Higher-order (str) Relations H.

2 Output: Label of the given narrative pair P(B, T ).
3 if E == dissimilar and (len(CWS) != 0 or E ==

similar) then
4 P(B, T ) = Mere Appearance
5 if E == dissimilar and F == dissimilar and H ==

dissimilar and B is False and R is False and P is
True then

6 F = similar
7 if E == similar and F == similar and H == similar

then
8 P(B, T ) = Literally Similar
9 else if E == dissimilar and F == similar and H ==

similar then
10 P(B, T ) = True Analogy
11 end
12 else if E == dissimilar and F == similar and H ==

dissimilar then
13 P(B, T ) = False Analogy
14 end
15 else if E == similar and F == similar and H ==

dissimilar then
16 P(B, T ) = Surface Similar
17 end
18 else if E == similar and F == dissimilar and H ==

dissimilar then
19 P(B, T ) = Mere Appearance
20 end
21 else if E == dissimilar and F == dissimilar and H

== dissimilar then
22 P(B, T ) = Anomaly
23 end
24 Return the predicted label of P(B, T ).

B Model Details 445

For the GPT-4 model, we use the gpt-4o 446

model. For the LLAMA3.1 model, we deployed 447

two scales: Llama-3.1-8B-Instruct and 448

Llama-3.1-70B-Instruct. The computa- 449

tion was performed on a single node equipped with 450

8 NVIDIA Tesla A100 GPUs, each with 80GB of 451

VRAM. In all experiments, the temperature of 452

the LLMs was set to 0.01, and the max_tokens 453

parameter was set to 2048. 454

C Analogy Annotation 455

In line 18 of Algorithm 1 in Section 3.4, it is men- 456

tioned that P(B, T ) is annotated based on the def- 457

inition from Section 2. To further facilitate the 458

understanding of the analogy annotation rule, we 459

have described the annotation procedure in detail 460

in Algorithm 2. 461
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D Experiments462

In Section 4, we report a macroscopic analysis463

of the analogy annotations based on Table 1. In464

addition to LLM evaluation, we measured human465

performance by engaging 3 university students as466

annotators. In this section, we further conduct a467

comprehensive analysis of each category.468

We report the detailed results for each subset,469

including Literally Similar, True Analogy, False470

Analogy, Surface Similar, and Mere Appearance,471

in Table 2 ∼ Table 6. It can be observed that the472

we proposed A3E excels significantly in identify-473

ing positive samples (Literally Similar and True474

Analogy) and and distinguishing negative samples475

(False Analogy, Surface Similar, and Mere Appear-476

ance).477

Additionally, we visualized the distribution of478

each category within every analogy labeled by479

LLMs. The results are depicted in Figure 3 ∼480

Figure 17, where the red split blocks denote the481

proportion of categories that LLMs correctly iden-482

tified.483

E Prompts484

The prompts introduced in the section include En-485

tity Analysis, Sentence Mapping, Relational Align-486

ment, and System prompts. In Figure 18 ∼ Fig-487

ure 22, we provide a detailed presentation of all the488

prompts.489
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LLAMA3.1-8B LLAMA3.1-70B GPT-4o
Prompting Method Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1 Acc

0-shot 1.00 0.11 0.20 0.11 0.75 0.17 0.27 0.17 0.92 0.61 0.73 0.61
0-shot CoT 0.33 0.06 0.10 0.06 0.75 0.17 0.27 0.17 1.00 0.50 0.67 0.50
1-shot CoT 0.00 0.00 0.00 0.00 0.60 0.50 0.55 0.50 0.51 1.00 0.68 1.00
3-shot CoT 0.00 0.00 0.00 0.00 0.54 0.72 0.62 0.72 0.48 0.83 0.61 0.83

Ours: A3E 0.75 0.50 0.60 0.50 0.83 0.83 0.83 0.83 0.71 0.94 0.81 0.94

Table 2: Comparison of performance metrics (Precision, Recall, F1-Score, Accuracy) between LLAMA3.1-8B, LLAMA3.1-
70B, and GPT-4o on the Story Analogy Dataset (Gentner et al., 1993), with a specific focus on the Literally Similar subset.

LLAMA3.1-8B LLAMA3.1-70B GPT-4o
Prompting Method Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1 Acc

0-shot 0.21 0.83 0.33 0.83 0.21 1.00 0.35 1.00 0.33 1.00 0.49 1.00
0-shot CoT 0.25 1.00 0.40 1.00 0.22 1.00 0.36 1.00 0.32 1.00 0.48 1.00
1-shot CoT 0.27 0.44 0.33 0.44 0.37 0.83 0.51 0.83 0.44 0.78 0.56 0.78
3-shot CoT 0.26 0.56 0.35 0.56 0.39 0.78 0.52 0.78 0.42 0.72 0.53 0.72

Ours: A3E 0.46 0.67 0.55 0.67 0.76 0.72 0.74 0.72 0.65 0.72 0.68 0.72

Table 3: Comparison of performance metrics (Precision, Recall, F1-Score, Accuracy) between LLAMA3.1-8B, LLAMA3.1-
70B, and GPT-4o on the Story Analogy Dataset (Gentner et al., 1993), with a specific focus on the True Analogy subset.

LLAMA3.1-8B LLAMA3.1-70B GPT-4o
Prompting Method Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1 Acc

0-shot 0.17 0.06 0.08 0.06 0.00 0.00 0.00 0.00 0.25 0.11 0.15 0.11
0-shot CoT 0.17 0.06 0.08 0.06 0.00 0.00 0.00 0.00 0.32 0.31 0.26 0.38
1-shot CoT 0.26 0.61 0.36 0.61 0.26 0.33 0.29 0.33 0.17 0.06 0.08 0.06
3-shot CoT 0.27 0.61 0.37 0.61 0.25 0.28 0.26 0.28 0.27 0.17 0.21 0.17

Ours: A3E 0.39 0.67 0.49 0.67 0.58 0.61 0.59 0.61 0.53 0.56 0.54 0.56

Table 4: Comparison of performance metrics (Precision, Recall, F1-Score, Accuracy) between LLAMA3.1-8B, LLAMA3.1-
70B, and GPT-4o on the Story Analogy Dataset (Gentner et al., 1993), with a specific focus on the False Analogy subset.

LLAMA3.1-8B LLAMA3.1-70B GPT-4o
Prompting Method Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1 Acc

0-shot 0.22 0.11 0.15 0.11 0.00 0.00 0.00 0.00 0.42 0.28 0.33 0.28
0-shot CoT 0.12 0.06 0.08 0.06 0.00 0.00 0.00 0.00 0.43 0.33 0.38 0.33
1-shot CoT 0.29 0.22 0.25 0.22 0.38 0.17 0.23 0.17 0.33 0.28 0.30 0.28
3-shot CoT 0.44 0.22 0.30 0.22 0.75 0.33 0.46 0.33 0.42 0.28 0.33 0.28

Ours: A3E 0.00 0.00 0.00 0.00 0.82 0.50 0.62 0.50 0.86 0.67 0.75 0.67

Table 5: Comparison of performance metrics (Precision, Recall, F1-Score, Accuracy) between LLAMA3.1-8B, LLAMA3.1-
70B, and GPT-4o on the Story Analogy Dataset (Gentner et al., 1993), with a specific focus on the Surface Similar subset.

LLAMA3.1-8B LLAMA3.1-70B GPT-4o
Prompting Method Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1 Acc

0-shot 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.06 0.11 0.06
0-shot CoT 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.06 0.11 0.06
1-shot CoT 0.00 0.00 0.00 0.00 1.00 0.06 0.11 0.06 1.00 0.06 0.11 0.06
3-shot CoT 0.00 0.00 0.00 0.00 1.00 0.06 0.11 0.06 1.00 0.17 0.29 0.17

Ours: A3E 0.44 0.39 0.41 0.39 0.80 0.89 0.84 0.89 0.67 0.33 0.44 0.33

Table 6: Comparison of performance metrics (Precision, Recall, F1-Score, Accuracy) between LLAMA3.1-8B, LLAMA3.1-
70B, and GPT-4o on the Story Analogy Dataset (Gentner et al., 1993), with a specific focus on the Mere Appearance subset.
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Figure 11: LLAMA3.1-70B(3 shot CoT)
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Figure 13: GPT-4o(0 shot)
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Figure 14: GPT-4o(0 shot CoT)
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Figure 15: GPT-4o(1 shot CoT)

Literally Similar 15 (48.4%)

Surface Similar
13 (41.9%)

True Analogy

3 (9.7%)

Literally Similar

False Analogy 14 (45.2%)

True Analogy

13 (41.9%)

Mere Appearance

2 (6.5%)

Literally Similar

2 (6.5%)

True Analogy

Mere Appearance 6 (54.5%)

False Analogy
3 (27.3%)

True Analogy

2 (18.2%)

False Analogy

Surface Similar
5 (41.7%)

Mere Appearance

5 (41.7%)

Literally Similar

1 (8.3%)

False Analogy

1 (8.3%)

Surface Similar

Mere Appearance

3 (100.0%)

Mere Appearance

Mere Appearance

2 (100.0%)

Anomaly

GPT-4o(3 shot CoT)

Figure 16: GPT-4o(3 shot CoT)
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Entity Analysis Prompt

Base: There was a turtle and a rabbit who decided to have a race. Rabbit believed he would definitely win because 

he ran much faster than the turtle. Once the race started, the rabbit quickly rushed to the front while the turtle 

crawled slowly. Along the way, the rabbit felt he was running too fast and the finish line was still far away, so he 

decided to rest under a tree for a while. He fell asleep, but the turtle kept crawling forward. In the end, when the 

rabbit woke up, he found that the turtle had already crossed the finish line and won the race.

Target: There was a thief who always managed to escape the police because he ran very fast. One day, the police 

pretended to conduct extensive patrols in one place, but in reality, they quietly lay in wait on another path. As usual, 

after stealing something, the thief ran swiftly, but along the way, he was hit by a suddenly appearing car and 

knocked unconscious, then sent to the hospital. In the end, when the thief woke up, he found himself surrounded 

by police.

Question: In strict accordance with the original text, it analyzes in detail whether there are similar specific 

backgrounds (literal understanding), role responsibilities (literal understanding), plot development ups and downs 

(inductive understanding) and common vocabulary (literal understanding) in Base and Target. If there is no 

common term, simply return an empty list[].

Answer: 

- In the Base, the main characters are a turtle and a rabbit who engage in a race. The rabbit, confident in its speed, 

rests during the race and ultimately loses to the turtle.

- In the Target, the main characters are a thief and a police officer. The thief, swift in movement, always manages 

to escape, but the police officer sets a trap and eventually catches the thief.

Therefore, specific background setting (the turtle and rabbit race versus the police catching a thief) are different: 

fables differ from real events. The character roles and responsibilities (turtle and rabbit, thief and police officer) are 

also different: the turtle and rabbit are in a competitive relationship, while the thief and police officer are in a 

pursuit relationship. However, there is a certain similarity in the plot progression and dynamics, as both stories 

involve a chase leading to failure. Additionally, there are no common words. 

In summary,

```

{{

   "background": "False", 

   "role": "False",

   "plot": "True",

   “common-words count": []

}}

```

Base: {base} 
Target: {target}

Question: In strict accordance with the original text, it analyzes in detail whether there are similar specific 

backgrounds (literal understanding), role responsibilities (literal understanding), plot development ups and downs 

(inductive understanding) and common vocabulary (literal understanding) in Base and Target. If there is no 

common term, simply return an empty list[].

Answer: (You must keep consistency in the format of the upper and lower Answer outputs. First provide analyses 

in the same format as the example, and give a summary at the end. Do not repeat the original sentence, and do not 

add prefix and suffix explanation.)

Figure 18: Entity Analysis Prompt.
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Sentence Mapping Prompt

Base: There was a turtle and a rabbit who decided to have a race. Rabbit believed he would definitely win because 

he ran much faster than the turtle. Once the race started, the rabbit quickly rushed to the front while the turtle 

crawled slowly. Along the way, the rabbit felt he was running too fast and the finish line was still far away, so he 

decided to rest under a tree for a while. He fell asleep, but the turtle kept crawling forward. In the end, when the 

rabbit woke up, he found that the turtle had already crossed the finish line and won the race.

Target: There was a thief who always managed to escape the police because he ran very fast. One day, the police 

pretended to conduct extensive patrols in one place, but in reality, they quietly lay in wait on another path. As usual, 

after stealing something, the thief ran swiftly, but along the way, he was hit by a suddenly appearing car and 

knocked unconscious, then sent to the hospital. In the end, when the thief woke up, he found himself surrounded 

by police.

Question: Strictly align each individual sentence in the Target with the Base that has the same structural 

relationship (literally similar), and return them in the order of the original text. Among them,

- Match the corresponding relationship between sentences as accurately as possible, reflecting the similarity in 

structure.

- If there is no corresponding similar expression in the Base or Target, it is expressed as: Base: [sentence] v.s. 

Target: None. Or Base: None. v.s. Target: [sentence].

- Each sentence can only contain one period ('.').

- Make sure to list all sentences in the Base and Target without omission.

Answer: 

1. Base: There was a turtle and a rabbit who decided to have a race. vs. Target: None.

2. Base: Rabbit believed he would definitely win because he ran much faster than the turtle. vs. Target: There was

a thief who always managed to escape the police because he ran very fast.

3. Base: Once the race started, the rabbit quickly rushed to the front while the turtle crawled slowly. vs. Target:

None.

4. Base: Along the way, the rabbit felt he was running too fast and the finish line was still far away, so he decided

to rest under a tree for a while. vs. Target: One day, the police pretended to conduct extensive patrols in one place, 

but in reality, they quietly lay in wait on another path.

5. Base: He fell asleep, but the turtle kept crawling forward. vs. Target: As usual, after stealing something, the thief

ran swiftly, but along the way, he was hit by a suddenly appearing car and knocked unconscious, then sent to the 

hospital.

6. Base: In the end, when the rabbit woke up, he found that the turtle had already crossed the finish line and won

the race. vs. Target: In the end, when the thief woke up, he found himself surrounded by police.

Base: {base} 
Target: {target}

Question: Strictly align each individual sentence in the Target with the Base that has the same structural 

relationship (literally similar), and return them in the order of the original text. Among them,

- Match the corresponding relationship between sentences as accurately as possible, reflecting the similarity in 

structure.

- If there is no corresponding similar expression in the Base or Target, it is expressed as: Base: [sentence] v.s. 

Target: None. Or Base: None. v.s. Target: [sentence].

- Each sentence can only contain one period ('.').

- Make sure to list all sentences in the Base and Target without omission.

Answer: (You must keep consistency in the format of the upper and lower Answer outputs. Do not add prefix and 

suffix explanation.)

Figure 19: Sentence Mapping Prompt.
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Relational Alignment Prompt (Part I)

Base: There was a turtle and a rabbit who decided to have a race. Rabbit believed he would definitely win because 

he ran much faster than the turtle. Once the race started, the rabbit quickly rushed to the front while the turtle 

crawled slowly. Along the way, the rabbit felt he was running too fast and the finish line was still far away, so he 

decided to rest under a tree for a while. He fell asleep, but the turtle kept crawling forward. In the end, when the 

rabbit woke up, he found that the turtle had already crossed the finish line and won the race.

Target: There was a thief who always managed to escape the police because he ran very fast. One day, the police 

pretended to conduct extensive patrols in one place, but in reality, they quietly lay in wait on another path. As usual, 

after stealing something, the thief ran swiftly, but along the way, he was hit by a suddenly appearing car and 

knocked unconscious, then sent to the hospital. In the end, when the thief woke up, he found himself surrounded 

by police.

Question: Strictly align the statements with the same structural relationships between Base and Target in the order 

of the original text and return them.

Answer: 

1. Base: There was a turtle and a rabbit who decided to have a race. vs. Target: None.

2. Base: Rabbit believed he would definitely win because he ran much faster than the turtle. vs. Target: There was 

a thief who always managed to escape the police because he ran very fast.

3. Base: Once the race started, the rabbit quickly rushed to the front while the turtle crawled slowly. vs. Target: 

None.

4. Base: Along the way, the rabbit felt he was running too fast and the finish line was still far away, so he decided 

to rest under a tree for a while. vs. Target: One day, the police pretended to conduct extensive patrols in one place, 

but in reality, they quietly lay in wait on another path.

5. Base: He fell asleep, but the turtle kept crawling forward. vs. Target: As usual, after stealing something, the thief 

ran swiftly, but along the way, he was hit by a suddenly appearing car and knocked unconscious, then sent to the 

hospital.

6. Base: In the end, when the rabbit woke up, he found that the turtle had already crossed the finish line and won 

the race. vs. Target: In the end, when the thief woke up, he found himself surrounded by police.

Question: Conduct an in-depth analysis of the reasons, and methodically examine the alignment of underlying 

cause and effect and logic in the relationships between pairs of expressions from the above Answer, categorizing 

them into similar, dissimilar, and irrelevant groups. If a group is not present, simply return an empty list[]. NOTE: 

Do not to judge 'dissimilar' or 'irrelevant' due to the differences in specific emotions, objects, characters, settings 

and contont.

Answer: 

1. Because one side (Target) contains 'None', it is classified as an irrelevant group.

2. In the Base, the rabbit is confident of winning because of his speed, corresponding to the thief in the Target who 

escapes because he runs fast. Both are examples of confidence or success due to a speed advantage, classified as a 

similar group.

3. Because one side (Target) contains 'None', it is classified as an irrelevant group.

4. In Base is that the rabbit stops to rest because of complacency, while the Target describes the policeman uses a 

strategy to catch the thief. The roles described by the two are not corresponding in structure mapping because the 

rabbit should be matched to the thief, not the policeman, so it are classified as irrelevant groups.

5. Because in Base, it describes the turtle continuing to move forward while the rabbit is resting, whereas in Target, 

it describes a thief being knocked unconscious by a car while escaping. Both depict the main character losing 

consciousness, but the causes are different: the rabbit rests because it believes the turtle is too slow and even a short 

rest won’t affect the outcome, while the thief did not intend to stop but was accidentally hit by a car during the 

escape, not deliberately lying down due to confidence in personal ability to be caught by the police. Therefore, it is 

classified as a dissimilar group.

Figure 20: Relational Alignment Prompt (Part I).
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6. The ending of the Base is the rabbit waking up to find failure, similar to the Target where the thief wakes up

surrounded by police. Both describe the protagonist facing a disadvantageous situation after regaining 

consciousness from a stupefaction or sleeping state, but the causes are different: the rabbit is due to subjective 

confidence, while the thief is due to an objective accident. Therefore, it is classified as a dissimilar group. 

In summary,

```

Similar Group: [2]

Dissimilar Group: [5, 6]

Irrelevant Group: [1, 3, 4]

```

Base: {base} 
Target: {target}

Question: Strictly align the statements with the same structural relationships between Base and Target in the order 

of the original text and return them.

Answer: 

{sentences}

Question: Conduct an in-depth analysis of the reasons, and methodically examine the alignment of underlying 

cause and effect and logic in the relationships between pairs of expressions from the above Answer, categorizing 

them into similar, dissimilar, and irrelevant groups. If a group is not present, simply return an empty list[]. NOTE: 

Do not to judge 'dissimilar' or 'irrelevant' due to the differences in specific emotions, objects, characters, settings 

and contont.

Answer: (You must keep consistency in the format of the upper and lower Answer outputs. First provide analyses 

one by one in the same format as the example, and give a summary at the end. Do not repeat the original sentence, 

and do not add prefix and suffix explanation.)

Relational Alignment Prompt (Part II)

Figure 21: Relational Alignment Prompt (Part II).

System Prompt

You are a highly professional, knowledgeable, and friendly large language model assistant, capable of providing 

accurate, detailed, and constructive answers.

Behavioral Guidelines:

- Obey commands: Before answering user questions, carefully analyze the needs of each instruction from the user, 

and strictly follow the user's instruction requirements in your responses.

- Accuracy and detail: Ensure to provide accurate and detailed information when answering user questions. Use 

reliable sources to support your answers and avoid spreading misinformation.

- Professionalism and friendliness: Maintain a professional and friendly tone. Even if the user's questions are 

complex or vague, answer patiently and provide as much help as possible.

- Clarity and conciseness: When explaining concepts, keep your explanations clear and concise. Avoid using 

overly complex terminology unless the user explicitly requests a more professional explanation.

- Structured and organized: Your answers should be well-structured for easy understanding by the user. For 

example, use paragraphs, lists, or numbers to organize information.

Figure 22: System Prompt.
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