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Abstract

When starting to formalize psychological constructs, researchers traditionally rely on two distinct
approaches: the quantitative approach, which defines constructs as part of a testable theory based on prior
research and domain knowledge often deploying self-report questionnaires, or the qualitative approach,
which gathers data mostly in the form of text and bases construct definitions on exploratory analyses.
Quantitative research might lead to an incomplete understanding of the construct, while qualitative research
is limited due to challenges in the systematic data processing, especially at large scale. We present a new
computational method that combines the comprehensiveness of qualitative research and the scalability of
quantitative analyses to define psychological constructs from semistructured text data. Based on structured
questions, participants are prompted to generate sentences reflecting instances of the construct of interest.
We apply computational methods to calculate embeddings as numerical representations of the sentences,
which we then run through a clustering algorithm to arrive at groupings of sentences as psychologically rel-
evant classes. The method includes steps for the measurement and correction of bias introduced by the data
generation, and the assessment of cluster validity according to human judgment. We demonstrate the appli-
cability of our method on an example from emotion regulation. Based on short descriptions of emotion reg-
ulation attempts collected through an open-ended situational judgment test, we use our method to derive
classes of emotion regulation strategies. Our approach shows how machine learning and psychology can
be combined to provide new perspectives on the conceptualization of psychological processes.

Translational Abstract

Psychologists often study behavioral and cognitive concepts, which are abstract phenomena not directly
observable. To investigate these concepts, such as emotions, researchers need clear definitions and indica-
tors that signal their presence or absence. Past research has relied on two main approaches: expert knowledge
and self-report questionnaires, or in-depth analysis of text often from a small set of interviews. Both
approaches have limitations, either due to specific ideas that researchers have about a concept or due to
restricted data processing capabilities. In this paper, we present a novel method for defining psychological
concepts that unites the detail of text analysis with the ability to process large datasets efficiently. Using nat-
ural language processing techniques, we convert open-ended survey responses into numerical values.
Through clustering, we identify classes of the concept of interest. Moreover, we introduce measures to assess
the impact of data collection on the results and to assess the meaningfulness of classes according to human
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2 HERDERICH, FREUDENTHALER, AND GARCIA

judgment. To demonstrate the effectiveness of our method, we develop a classification system for emotion
regulation strategies using emotion regulation descriptions collected from an open-ended survey. Our
method showcases the potential of machine learning to enhance psychological research and refine the con-

ceptualization of psychological phenomena.

Keywords: constructs, psychological assessment, natural language processing, clustering, emotion

regulation

Arriving at precise and comprehensive definitions of psychological
constructs remains a challenge. This difficulty stems in large part from
the inherent interest of psychological science in latent concepts that
are not directly observable. For example, when developing question-
naires to assess latent concepts such as loneliness or extraversion find-
ing the best behavioral or cognitive indicators is often a tedious
process. Operationalizations suffer from excessive degrees of freedom
in the number of indicators used to measure a construct and their
merely probabilistic relationship with the latent variable (Meehl,
1978). In a culture of hypothesis testing, imprecise measurement
tools are problematic since it becomes almost impossible to discern
relationships between variables based on meaningful variance as
opposed to noise (Meehl, 1978). Thus, researchers have advocated
to shift the focus to nonconfirmatory activities such as construct for-
mulation and measurement development to make hypothesis testing
productive (Bringmann et al., 2022; Scheel et al., 2021).

Two Basic Approaches to Construct Definition

In general, psychology distinguishes between two basic approaches
to construct definitions: a quantitative approach, or what we call top-
down theory building, and a qualitative approach, or what we call
bottom-up theory building. Top-down theory building relies on con-
firmatory research itself. Drawing from previous empirical evidence
and domain knowledge, experts will inform the development of ques-
tionnaires, which will be validated through factor analyses and corre-
lational studies (Fried, 2020b). Top-down theory building assumes
that experts’ knowledge about a construct is exhaustive. Given
human biases (Nickerson, 1998) and motivation (Rosenthal, 1994),
it is doubtful, however, that even experts can grasp the entire space
of possible components of a construct. For example, the most com-
monly used scales to assess major depressive disorder show a wide
range of disparate symptoms with only moderate overlap (Fried,
2017, 2020a). What’s more is that current forms of validation such
as the multitrait-multimethod approach (Campbell & Fiske, 1994)
are weak given that all psychological measures suffer from similar
drawbacks (Meehl, 1978). Self-report questionnaires can have favor-
able factor structures and correlational patterns even if they were delib-
erately constructed to measure a nonexistent concept (Maul, 2017).
On the contrary, empirical evidence indicates that classically con-
structed questionnaires are extremely noisy since response patterns
can be predicted almost entirely from the semantic characteristics of
the items alone (Arnulf et al., 2014). This suggests that questionnaire
scores depend only little on interindividual variations in the latent var-
iable, but heavily on how items were phrased in the first place.

Another approach to the conceptualization of psychological con-
structs is qualitative research, or what we call bottom-up theory
building. Qualitative research often relies on the manual inspection
and coding of text data. Fine and Elsbach (2000) point out that soci-
ologists frequently rely on qualitative studies, while modern psy-
chology often dismisses those methods despite their multiple

advantages. First, qualitative data captures real-world processes
richer and more dynamically than quantitative data does. Second,
in qualitative research, participants express themselves through nat-
ural language, a response mode that is less constrained and con-
forming with people’s habits. Third, qualitative methods are more
flexible in the sense that they allow the observation of behavior
that is hard to study in the laboratory. However, qualitative methods
are not free of doubts in psychology (Bhati et al., 2014; Kidd, 2002)
especially since bottom-up research misses qualities important to
quantitative scientists like transparency (Moravcsik, 2014). Many
researchers consider qualitative methods less attractive due to
efforts in data handling and structuring the research process
(Pokorny et al., 2018). Despite standardization efforts (Tong
etal., 2007), replication of qualitative research is often cumbersome
and unreliable. Manual inspection of text is tedious and
labor-intensive, strongly limiting the scalability of qualitative meth-
ods to large-scale data. This hinders our ability to generalize
insights from qualitative research that is constrained to small sample
sizes.

Since latent concepts lie at the heart of psychological science,
finding new and better ways to achieve valid construct definitions
is of utmost importance. In this article, we propose a new method
for the formalization of constructs, the construct mining pipeline,
which unites advantages and mitigates disadvantages of top-down
and bottom-up theory building, leveraging computational methods
for text data. More specifically, the pipeline is intended for con-
structs that are not directly connected to objective physiological
measurements (e.g., eye movement in attention), but that manifest
in thoughts and behaviors (e.g., most constructs in differential and
social psychology, such as personality). Examples include emotion
regulation (i.e., influencing emotions) (Gross, 1998), interoception
(i.e., perceiving bodily signals) (Vaitl, 1996), counter speech (i.e.,
opposing hate speech) (Benesch et al., 2016), and love languages
(i.e., expressing affection) (Chapman, 1990). All of those con-
structs share the possibility to build theory either qualitatively or
quantitatively.

First, we describe how natural language processing (NLP) has
been employed in qualitative research and psychometrics. We
argue that NLP cannot only make existing processes more efficient
but can potentially result in entirely new methodologies. Next, we
introduce the construct mining pipeline and its underlying tech-
niques in a step-by-step guide. Finally, we illustrate the application
of the pipeline on an example from emotion regulation (ER), that is
how individuals experience, express, and influence their emotions
(Gross, 1998). Although taxonomies of ER strategies exist, an inte-
grative classification is missing, preventing research from gaining a
comprehensive understanding of ER overall. With the construct min-
ing pipeline, we infer a data-driven taxonomy of ER strategies,
which is replicable and scalable. We provide new perspectives on
already existing theory and demonstrate how our method potentially
unites competing points of view within the same construct.
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NLP in Psychology

During the last years, methods from computer science have spilled
over to psychology enabling new forms of research designs and
knowledge creation. For example, mathematical modeling and net-
work science allow more rigorous theory building (Borsboom et
al., 2021), agent-based modeling can explain collective behavior
(Smith & Conrey, 2007), and the automatic processing of large-scale
observational data has made it possible to gain more ecologically
valid support for theoretical claims (Garcia & Rimé, 2019; Pellert
et al., 2021). Especially methods from NLP, that is, the automated
processing of text data, have been welcomed by the psychological
community. A growing body of literature provides guidance for
the adoption of NLP in psychological studies (Berger & Packard,
2022). Yet, the idea to apply quantitative methods to text analysis
is not new. One of the most commonly used methods in the social
sciences are dictionary approaches, such as the Linguistic Inquiry
and Word Count (LIWC) (Boyd et al., 2022). LIWC detects specific
concepts (e.g., negative emotions) in text by analyzing the frequency
of words related to that concept. Boyd and Pennebaker (2017) and
Boyd et al. (2020) have argued that language can be a stable and spe-
cific indicator for multiple personality traits, and is more closely
related to behavioral outcomes than traditional self-report measures.

Recently, even more sophisticated NLP techniques find applica-
tion in studies working with text data. A very prevalent application
concerns the training of machine learning algorithms to automate
human content coding (Wang et al., 2022). It was shown that classi-
fication algorithms are suitable for the replication of human-
developed coding schemes, although needing a substantial amount
of training data. On the other hand, unsupervised techniques such
as topic modeling can support the creation of coding schemes,
while human oversight will never be obsolete due to the necessity
of algorithmic tuning (Nelson et al., 2021). Studies showed that
topic modeling and content analysis yield similar results, where top-
ics represent constituting components of themes with higher resolu-
tion (Baumer et al., 2017). Other researchers have used quantitative
methods to obtain an overview over large amounts of data before
proceeding with in-depth qualitative analysis (Andreotta et al.,
2019).

Rather than enhancing typical qualitative procedures, other lines
of research have attempted to create entirely new indicators for tex-
tual data. For example, Pokorny et al. (2018) have introduced net-
work theory for the quantitative analysis of text. Content codes are
represented as nodes in a network, and connected through undirected
edges when co-occurring in the same piece of text, or through
directed edges when following each other. Degree, centrality, or
community metrics then allow for a quantitative interpretation of
text. This type of analysis further has the advantage to provide
neat visualizations for otherwise hardly conceivable data.

Psychometrics, a subdiscipline closely related to construct defini-
tions, has also benefited from NLP. Specifically, machine learning
can facilitate the time consuming process of item generation in psy-
chological scale development (Gotz et al., 2023; Hommel et al.,
2022). Generative language models are deep neural networks that
produce fluent, human-like text based on a prompt, that is a short
text or sentence (Radford et al., 2019). Gotz et al. (2023) show
that, given a small number of predefined items, generative language
models can produce hundreds of face-valid items in the desired for-
mat for new or existing constructs. While items created by the

machine still require expert judgment and selection, the approach
makes the initial phase of item generation much more efficient.
Since generative models are trained on large corpora of text to rec-
ognize meaning patterns, they are likely to propose unexpected,
but valuable facets for the measurement of constructs.

Finally, endeavors have been made to find new ways of psycho-
metric assessment based on natural language altogether. Kjell et
al. (2019, 2022) have proposed to base psychometric measures on
open-ended questions as an alternative to traditional rating scales.
Therefore, participants are asked to evaluate their life satisfaction
with 10 descriptive words or a short paragraph of text. Using NLP
algorithms, numerical representations of those answers are calcu-
lated in a way that preserves their semantic meaning. Satisfaction
with life scores are obtained by subtracting the “distance” of partic-
ipants’ answers to words representing dissatisfaction from the “dis-
tance” of participants’ answers to words representing satisfaction.
Simply put, text answers that are located closer to dissatisfaction
result in lower satisfaction with life scores, while text answers that
are located closer to satisfaction result in higher satisfaction with
life scores. Since semantic measures choose natural text as response
mode, they show higher ecological validity compared to traditional
rating scales (Kjell et al., 2019). Most importantly, participants are
allowed to interpret the construct directly without detouring over
researcher’s operationalizations.

Current applications in psychological research demonstrate
impressively how NLP can transform the use of text data, especially
in psychometrics. State-of-the-art language models help researchers
uncover structures in text, providing new perspectives on old ques-
tions. Next, we introduce the construct mining pipeline, a new
approach to reveal the structure of psychological constructs building
on the advantages of combining text data with NLP techniques. In a
step-by-step guide, we describe the employed methods and their pur-
pose, the required inputs and resulting outputs for each stage. After a
general overview, we provide a detailed example on the application
of the construct mining pipeline in the field of ER that provides evi-
dence for the usefulness of the approach and gives further details
about the computational methods.

Introducing the Construct Mining Pipeline

We propose a new method to reveal the dimensions of psycho-
logical constructs from semistructured text data termed the cons-
truct mining pipeline. Compared to what has been referred to as
Computational Grounded Theory (Nelson, 2020), the current frame-
work goes beyond the idea of enhancing qualitative analyses with
computational tools. We note that the proposed method is not an
alternative form of psychological assessment. Rather, the construct
mining pipeline supports researchers in the operationalization of
psychological constructs through a systematic intertwining of psy-
chological and computational techniques. In other words, we aim
to enable researchers to find subcategories of latent variables in a
data-driven, yet standardized way. The proposed method unites
advantages of bottom-up and top-down theory building, preserving
the richness of text while meeting the demands for structured and
objective data processing. We provide a comprehensive form of
operationalizing psychological constructs with greater independence
from researcher’s choices that allows for more precise measurement
tools, which can be used to characterize individuals and group differ-
ences regarding the construct of interest.
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The construct mining pipeline involves nine steps illustrated in
Figure 1 and explained in more detail in the following. Importantly,
the first step of the pipeline requires (a) data generation. In this step,
we tailor the data to prepare for the following computations. We give
open-ended questions to participants that are designed to generate sen-
tences each reflecting an instance of the construct of interest. Next, we
apply (b) sentence embeddings, a state-of-the art NLP technique

Figure 1
The Nine Steps of the Construct Mining Pipeline

transforming sentences to points in a numerical space such that their
semantic relationship is preserved. This transformation renders compu-
tations on the text possible. Along the pipeline, we implement several
quality measures to ensure that the discovered construct dimensions are
valid, and as independent from researchers’ choices as possible. We
then measure (c) and reduce item bias (d) if present, to clear the data
from unwanted traces of the data generation, for example, from the
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With situational judgement items or semi-structured interview questions prompt
participants to generate ecologically valid descriptions of construct dimensions.

Output: A list of sentences or short texts reflecting different dimensions of the
construct of interest.

v

list.

EMBEDDING
SENTENCES

Using NLP models calculate vector representations of sentences such that
semantic relationships are preserved.

Output: A high dimensional space with number of points = length of sentence

v

MEASURING
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In the high dimensional space inspect the bias that items in the data
generation process introduce to the embedding.
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Note. NLP = natural language processing
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questions used to obtain the sentences describing instances of the con-
struct. We perform (e) dimensionality reduction, that is, a modification
of the numerical space to prepare for clustering, and (f) the clustering
itself used to infer the dimensions of the construct of interest. We per-
form a (g) robustness check to ensure that the cluster solution is inde-
pendent from parameters that require random initialization. For the (h)
validation of clusters, we administer a specialized task to people with-
out domain knowledge confirming the semantic meaningfulness of
clusters. Phrased differently, we test whether the clustering found by
the algorithms makes sense to humans as well. Finally, we (i) interpret
and name the clusters representing the dimensions of the construct of
interest. This includes discarding or merging classes based on the infor-
mation from previous steps.

Step 1: Data Generation

The first step is to create one or more open-ended questions that
yield sentences each describing an instance of the construct of interest.
For example, in the case of ER, sentences are supposed to reflect
instances of different ER strategies, that is behaviors or thoughts
with which people voluntarily change their current emotional state.
Notably, the pipeline is less suitable for constructs that are not well
expressed in language, most often basic psychological processes like
memory or perception. We discuss the range of application in more
detail at the end of the article. Open-ended questions can come in dif-
ferent forms, such as structured interviews, situational judgment tests,
or diaries, as long as the questions yield the desired data format, that is,
alist of sentences. Researchers should weigh between asking about the
construct in a more general fashion (e.g., what does the construct mean
for respondents), and asking about the construct in a more specific
fashion (e.g., using situational judgment questions). While general
questions can result in less linguistic bias (i.e., the wording of the open-
ended questions reflecting in participant’s answers; see also Steps 3
and 4), more specific questions can make thoughts and behaviors
related to the construct more accessible for respondents. Researchers
may rely on their domain knowledge and the principles of question-
naire development to create suitable questions. Since the data collec-
tion comprises short, open-ended questions, we do not need to rely
on classic survey tools only. Instead, applying a variety of tools is pos-
sible, for example, using online survey platforms (e.g., Prolific), but
also embedding the questions into online environments such as
games or apps more naturally. Depending on the tool, samples
might be selective. While researchers can explore the construct with
a biased sample and expand their data later, representative samples
are essential for constructs influenced by sociodemographic variables.
Taking economic considerations into account, we recommend admin-
istering more than one open-ended question to broadly cover the con-
struct of interest and even out bias that specific questions might
introduce to the data. After obtaining the raw sentences, we will trans-
form them into numerical data in the next step of the pipeline.

Step 2: Sentence Embeddings

Now, we obtain numerical representations of the texts generated in
Step 1. In contrast to the raw data, numerical representations allow for
a quantitative processing of the text. Sentence embeddings provide
those representations by taking a list of sentences as input and generating
a list of vectors (i.e., an ordered list of numbers of predefined length) as
output. In other words, sentence embeddings transform a list of sentences

into an equal amount of points in a high-dimensional space. Sentences of
higher semantic similarity such as “I drink water” and “I drink juice” will
be located closer in space than “I drink water” and “I pet my cat.”

Earlier forms of sentence embeddings were based on
co-occurrence matrices of words within and across sentences,
such as term frequency-inverse document frequency (TF-IDF)
(Sammut & Webb, 2010). However, language representations
based on co-occurences suffer from low generalizability and
large memory requirements, and do not consider the context of
words, an essential human ability in the understanding of text.
Today, the state-of-the-art methods for sentence embeddings are
transformer models (Vaswani et al., 2017), which are deep neural
networks trained to represent language as numbers while preserv-
ing semantic relationships within and between texts. One of the
most widely used models is BERT (bidirectional encoder repre-
sentations from transformers) (Devlin et al., 2019), which exists
in over 100 languages and can be adjusted to different applica-
tions (e.g., text classification). Transformers are pretrained on
large corpora of text such as Wikipedia or Google Books.
Pretrained models are freely available on the Hugging Face plat-
form (https:/huggingface.co/) and suitable to run on modern
consumer-grade personal computers. They can be downloaded
and used out-of-the-box with a Python package -called
SentenceTransformers (UKPLab, n.d.). R users can refer to pack-
ages reticulate (Retrieved March) or text (Retrieved March).

For the demonstrated application of the construct mining pipeline,
we use a model with BERT as backbone that was specifically trained
to represent the similarity of sentences (gbert-large-sts; where g
stands for German and sts for semantic textual similarity; similar
models exist for other languages such as English). With this
model, we transform our list of sentences into points in a high-
dimensional space. Based on this numerical representation, we can
proceed with further steps such as measuring item bias (Step 3).

Step 3: Item Bias Measurement

Item bias describes unwanted traces that the data generation intro-
duces to the sentences and hence their embeddings. Embeddings will
be influenced by the specific choice of words in a text. The concern is
that the phrasing of the open-ended questions (Step 1) might reflect in
respondents’ answers and, as a result, clusters on the sentence embed-
dings might emerge for specific terms rather than superordinate con-
struct dimensions. For example, in the case of emotion regulation,
clusters might stem from specifics of emotional situations (e.g., flight
anxiety) rather than ER strategy classes (e.g., social support).

We propose a procedure to quantify item bias by adapting a
method from Caliskan et al. (2017). The authors quantified gender
bias in word embeddings by examining whether words for occupa-
tions and attributes commonly associated with women are located
more closely to words representing the female gender (e.g.,
“woman”) than to words representing the male gender (e.g.,
“man”), and vice versa. Likewise, we measure whether sentences
produced in response to a certain item (i.e., open-ended question)
are located more closely to that item than to the other items. We pro-
vide a graphic illustration of the procedure in Figure 2.

First, we obtain numerical representations of the items by running
them through the same transformer model we used to obtain the sen-
tence embeddings. We calculate the item bias one versus many, that
is Item 1 (i.e., open-ended question 1) against Items 2-9, Item 2 against
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Figure 2
Lllustration of Item Bias Measurement
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Note.

The item bias statistic reflects whether sentences produced in response to item j (here j = 1) are closer

to item j in the embedding space than to all other items / (here /= {2, 3, 4, 5, 6, 7, 8, 9}). We illustrate an
existing bias for Item 1 in a 3D space for simplification. All distances are supposed to be interpreted as cosine
distances. Sentences produced with respect to Item 1 (A-la, A-1b, A-lc, A-1d, and A-le; A for answer)
lie closer in space to Item 1 (denoted by the black circle), while sentences produced with response to Items
2-9 (A-2a, A-2b, A-4a, A-6a, and A-8a) lie closer in space to Items 2-9 on average (individual items denoted
by gray triangles, mean denoted by black triangle). Please note that we draw a subset of answers produced with
respect to Items 2-9 of equal size to the set of answers for Item 1. 3D = three-dimensional.
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Item 1 and 3-9, and so on. Let us consider bias between Item 1 and all
other items in the following. The measurement is based on cosine dis-
tance as a distance metric. Cosine distance (or cosine similarity) has
been used as the standard measure in semantic spaces mainly due to
theoretical considerations. Text embeddings are trained such that
their outputs reflect linguistic dimensions, although not necessarily
interpretable. That said, cosine similarity is high, when two texts
have the same proportions of linguistic dimensions (reflected by cosine
similarity’s nominator, the dot product of two vectors) regardless of the
length of the two texts (reflected by the denominator, the product of the
vector lengths) (Jurafsky & Martin, 2024; Manning et al., 2009). Since
text representations have evolved from bag-of-words approaches to
(large) neural networks, researchers are now debating, in which
cases cosine similarity might not be favorable as a distance metric
(Steck et al., 2024). However, analogies being observed in neural
word embeddings still provide strong evidence for embedding dimen-
sions being linguistically meaningful (Bolukbasi et al., 2016). When
being tested with different distance metrics in a semantic similarity
task, sentence embeddings showed similar performance over all met-
rics (cosine, Euclidean, and Manhattan) (Reimers & Gurevych,
2019). In any case, cosine distance has the advantage over Euclidean
distance of being normalized between 0 and 2 (0 and 1 for text embed-
dings effectively having only positive dimensions), which makes sim-
ilarities comparable over different embedding spaces.

For all sentences produced in response to Item 1, we calculate the
distance between the sentence and Item 1, as well as the average dis-
tance between the sentence and all other items, using cosine dis-
tance. Both distances are subtracted and summed up over all
sentences produced in response to Item 1. Next, we do the same
for a randomly drawn subset of equal size for sentences produced
in response to Items 2-9. Finally, we subtract both sum scores to
obtain the item bias indicator. An indicator of zero stands for the
absence of bias, while indicators deviating from zero suggest the
presence of bias. Negative indicators represent bias in the expected
direction (i.e., answers of Item 1 are closer to Item 1 than to all
other items), while positive indicators represent bias in the unex-
pected direction (i.e., answers of Item 1 are closer to all other
items than to Item 1 itself). Equations 1 and 2 show the exact for-
mula, with J and K being sets of sentences produced in response
to item j and all other items k;, § being sentence vectors, fbeing
the item vector of item j, and k? being item vectors of all items except
jin set 1. In order to get a reliable estimate of the magnitude of bias,
we repeat the calculation with different sets for J (sentences pro-
duced with respect to item j) and K (sentences produced with respect
to all other items), where we sample with replacement from J and K,
respectively, to obtain two sets of size J. With this empirical distri-
bution, we can calculate the mean and a 95% confidence interval for
our bias statistic. If the confidence interval does not contain zero, we
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will attempt at reducing item bias in Step 4.

ib(, K) = _d@ j. D= ) _dE j. D, ()
=Y FEK
where d(5, ;, I) = cos (5, ;) — meang, Cos @, k?). 2)

We can further determine an effect size for our statistic by calcu-
lating the difference between the means instead of the sums for sets
J and K in Equation 1, and dividing it by the standard deviation of
the differences in cosine distances for the combined set of J and K.
The formula for the effect size is given in Equation 3. The effect
size will help us later in judging whether attempts of reducing
bias (Step 4) have been successful. Smaller effect sizes after bias
reduction indicate the weakening of the bias effect. Similar to the
item bias statistic, we can obtain the mean and 95% confidence
interval for the effect size by repeating the calculation with differ-
ent sets for J and K.

meanye;d(, j, [) — meanyexd(, J, )
SDyseukd(, J, ) '

esp(J, K) = 3)

The calculation of item bias is only relevant for data that was gen-
erated with more than one open-ended question. However, we rec-
ommend using more than one open-ended question, because it
evens out bias that the way of asking introduces to the data. If
item bias statistics deviate from zero, we try to reduce the item
bias (Step 4). If statistics are close to zero, we can proceed directly
with dimensionality reduction and clustering (Steps 5 and 6).

Step 4: Item Bias Reduction

We try to reduce unwanted traces in the data, if item bias statistics
deviate from zero. The simplest, yet most effective, procedure is to
mask topic words from the items in the sentences that are unrelated
to the construct of interest. Masking means to replace words with
placeholders such as “[MASK].” We identify topic words based
on our knowledge about the open-ended questions. For example,
using situational judgment questions, items will contain situational
cues as to where the situation takes place, with whom, et cetera.
Topic words most often come in the form of nouns. We can identify
topic words by asking “Which topics unrelated to the construct of
interest does the question evoke?”” Researchers opting for more gene-
ral questions might not be confronted with the need to reduce bias.
However, more concrete questions, such as situational judgment
questions, can help respondents to access their knowledge about
the construct of interest more effortlessly.

Possible inflections and common variations of the keywords have
to be taken into account. Lexicon extension methods (Di Natale &
Garcia, 2023) can help finding expressions related to the keywords.
A short introduction to lexicon extension methods can be found in
Appendix A. Based on the masked data set, we recompute the sen-
tence embeddings from Step 2. Applying the statistic from Step 3,
we assess whether masking results in a reduction, or even elimina-
tion of bias. Depending on the application, researchers have to
decide whether a full elimination or a mere reduction of bias is desir-
able. For example, in the case of emotion regulation, we do not aim
at a full elimination of bias, since there are situation dependent ER
strategies (e.g., situational control) only making sense in the context
of the item. We will elaborate on the reduction and elimination of

bias in more detail in the discussion. With the embeddings derived
from the masked text, we can cluster on the semantic space to reveal
the dimensions of the construct of interest (Steps 5 and 6).

Step 5: Dimension Reduction

To prepare our data for clustering, we need to reduce the dimen-
sionality of our numerical representations. Sentence embeddings
usually span a large number of dimensions. For instance, embed-
dings computed with our model of choice (gbert-sts-large) have
1,024 dimensions. The problem is that in high-dimensional spaces,
data becomes sparse and, therefore, loses meaning. This is referred
to as the curse of dimensionality. When a comparatively small
number of points (here points representing sentences) is spread
out over many dimensions, all points are approximately equally
far away from each other. Hence, clustering yields meaningless
solutions collapsing all points into the same cluster. We include
an illustration of the curse of dimensionality for the current data
set in Appendix B.

We use uniform manifold approximation and projection
(UMAP) (Mclnnes et al., 2020) as a dimension reduction tech-
nique. Contrary to other dimension reduction techniques, such
as principal component analysis (PCA) (Jolliffe, 2011), UMAP
does not optimize for explained variance, but models the data
topologically. We deliberately opt for UMAP, since the topologi-
cal representation mimics the assumption of sentence embeddings
that sentences closer in meaning are also closer in space. There are
further dimension reduction techniques modeling the data topo-
logically (e.g., Isomap) (Tenenbaum et al., 2000), however,
UMAP has a range of other desirable characteristics, too. For fur-
ther considerations on alternative dimensionality reduction tech-
niques, we refer to the discussion. UMAP is available as Python
(Mclnnes, n.d.) and R package (Konopka, n.d.). It constructs a
neighbor graph in the original space, and projects it to lower
dimensions. The algorithm defines a hypersphere (i.e., a high-
dimensional ball) around each point with a radius based on the
density of points in that area. Points with overlapping radii in
the high-dimensional space are also more likely to be connected
in the low-dimensional space. The density of a point is approxi-
mated by the distance to its k-th nearest neighbors. While low val-
ues for k urge UMAP to capture the local structure of the data
resulting in separated components scattered across the space,
high values for k urge UMAP to capture the global structure link-
ing different components within the data (umap: Uniform ma).
The parameter k will be determined via hyperparameter tuning
together with the number of desired dimensions after dimension-
ality reduction. Hyperparameters are variables that control the
model fitting and that are determined by systematically testing dif-
ferent sets of values with respect to selected criteria. We will give
more details on hyperparameter tuning in the next section and will
demonstrate the process in detail in the example to follow. Further
parameters will be set based on theoretical considerations: the
minimum distance that UMAP is allowed to place points together,
and the metric that is used for distance calculation. Although
UMAP possesses a stochastic component, it is possible to choose
a random seed at initialization to make results reproducible.
UMAP is often used in combination with hierarchical density-
based spatial clustering of applications with noise (HDBSCAN),
the algorithm we chose for clustering (Step 6).



This document is copyrighted by the American Psychological Association or one of its allied publishers.

personal use of the individual user and is not to be disseminated broadly.

This article is intended solely for the

8 HERDERICH, FREUDENTHALER, AND GARCIA

Step 6: Clustering

Clustering refers to an unsupervised machine learning technique
inferring classes from unlabeled data based on its structure. We
chose hierarchical density-based spatial clustering of applications
with noise as a clustering algorithm (HDBSCAN) (Campello
et al., 2013) to reveal the dimensions (i.e., classes) of the construct
of interest. HDBSCAN is particularly suited for our purpose, since
its assumptions match the characteristics of the problem.
Compared to other popular clustering techniques such as k-means
(Jin & Han, 2010; Steinley, 2006), agglomerative clustering
(Lance & Williams, 1967; Zepeda-Mendoza & Resendis-Antonio,
2013), or Gaussian mixture models (McLachlan & Peel, 2000;
Reynolds, 2009), HDBSCAN has the following advantages: first
and foremost, it is one of few clustering algorithms today that
does not force the user to specify the number of desired clusters
beforehand. This is true to our research question (How many classes
are there?) and strongly reduces researcher’s degrees of freedom.
Furthermore, it is able to detect clusters of uneven sizes and shapes.
Lastly, it allows points to be left unclustered, which prevents infre-
quent classes in the sample or unusual formulations of the sentences
to corrupt the clustering.

HDBSCAN represents the data as a graph based on the “mutual
reachability distance” of two points, which is the maximum of their
actual distance (where different distance measures are possible), the dis-
tance of point one to its k-th neighbor, and the distance of point two to
its k-th neighbor. This method bridges gaps within low-density regions
of the graph, and limits the connectedness within high-density regions
of the graph. The larger the value of &, the more conservative the clus-
tering will be, in the sense that HDBSCAN detects only high-density
regions and leaves more points unclustered (Mclnnes et al., n.d.). To
arrive at a clustering, HDBSCAN successively drops edges of the
graph starting from the highest mutual reachability distance while con-
stantly lowering the threshold. The final number of clusters is automat-
ically detected by optimizing the persistence of clusters and the number
of points within clusters. A second parameter, which can be set with
theoretical guidance, is the minimum number of points one wishes to
constitute a cluster. HDBSCAN is available as Python (Mclnnes
et al., n.d.) and R package (Hahsler et al., n.d.).

Similar to UMAP, the value of k will be determined via hyper-
parameter tuning. We evaluate the choice of hyperparameters for
HDBSCAN and UMAP in conjunction by setting parameters with
theoretical guidance where applicable, and testing different sets of
parameters to find an optimal solution with regard to our evaluation
criteria, where theoretical guidance is missing. UMAP’s k and num-
ber of dimensions after reduction, as well as HDBSCAN’s k will be
subject to hyperparameter tuning. UMAP’s minimum distance and
distance metric, and HDBSCAN’s minimum cluster size and dis-
tance metric are set based on theoretical considerations.
Following the argument that the goodness of a clustering has to
be judged in the light of the application (Baden et al., 2022), we
focus on the number of clusters and the number of unclassified
points as evaluation criteria. On the one hand, we can theorize
about a reasonable range of number of existing clusters based on
how we think about the construct (e.g., there might not be one hun-
dred, but also not merely two ER strategies) and previous evidence
from empirical research. If we do not have a rough intuition about
the number of clusters, we can always opt for a more conservative
clustering solution and discard or merge classes during cluster

evaluation and interpretation (Steps 8 and 9). On the other hand,
we want to reduce the amount of unclassified samples as much as
possible (Rosenberg & Kirist, 2021), since we can assume that
each sentence reflects an instance of the construct of interest
based on the data generation, and to find an optimal trade-off
between a complete and a conservative clustering. Depending on
the application, researchers might choose different evaluation crite-
ria. For further details on hyperparameter tuning, we refer to the fol-
lowing example on ER.

Step 7: Robustness Check

UMAP uses random initialization to optimize computation time.
Although UMAP is relatively stable across different runs, the results
of the dimensionality reduction may vary, and so does to clustering.
UMAP allows to fix the random seed used at initialization for repro-
ducibility. We test a number of different random seeds during hyper-
parameter tuning (i.e., the systematic process of testing values for
variables that control the model fitting). However, to ensure that
the final clustering is not dependent on the stochastic component
of UMAP, we evaluate whether the number of discovered clusters
depends on the random seed at initialization.

We generate a set of 1,000 pseudo-random numbers to rerun
UMAP and HDBSCAN keeping all other parameters from Steps
5 and 6 constant. We save the number of discovered clusters for
each run and report the distribution afterwards. We expect the
same number of clusters for the vast majority of runs with only lit-
tle variance. If the number of clusters shows great variation for dif-
ferent random seeds, we have to assume that the sentences are not
distinctive enough to reflect instances of the dimensions of the con-
struct of interest, and go back to overhaul the data generation pro-
cess. If the number of discovered clusters is fairly identical, we
focus on their content, that is we want to identify whether similar
points fall into the same clusters across different solutions. Only
if the number of clusters and their respective content is fairly iden-
tical over different runs, we can assume that the final solution does
not depend on the random initialization of UMAP. We compute the
adjusted rand index (Hubert & Arabie, 1985; Steinley et al., 2016)
for pairs of clusterings to determine their similarity. If adjusted
rand indices for pairs of clusterings are low, we have to go back
to the data generation. If adjusted rand indices are sufficiently
high, we randomly select a seed from the seeds that generate the
majority solution (for number of clusters) in order to obtain the
final clustering. The adjusted rand index ranges from O to 1,
where a value of zero is achieved when comparing two random
clusterings. In general, values > 0.90 can be regarded as excellent,
> (.80 as good, > 0.65 as moderate and <0.65 as poor (Steinley,
2004).

Step 8: Cluster Validation

With the completion of the robustness check (Step 7), we attain
the final clustering. The clustering reveals groupings of sentences,
where each cluster potentially reflects a dimension of the construct
of interest. At this point, we would like to interpret the meaning of
the dimensions. However, the interpretation of the clustering
through the researcher alone can introduce bias.

Therefore, we propose an additional validation check that investi-
gates the meaningfulness of clusters through a human-in-the-loop
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approach. We borrow an idea from topic modeling (Chang et al.,
2009) to determine what we call cluster coherence. A sample of peo-
ple without domain knowledge are asked to perform a short survey
termed “intrusion task.” Each item of the survey consists of four
options, where three options are sentences from the same cluster,
while the fourth option is a sentence from a different cluster.
Participants are supposed to judge intuitively which of the four sen-
tences does not belong with the others. If the majority of participants
is able to identify the “intruders” for a cluster, cluster coherence is
high providing evidence for the meaningfulness of the cluster. The
majority can be defined by different means: we can either set a the-
oretically driven cut-off score or define the majority through
the empirical coherence distribution. Imagine each question of the
intrusion task being answered by four people. A theoretically driven
cut-off score could be a minimum of 75% of identified intruders on
average per cluster (i.e., three out of four people—the majority—
were able to identify the intruders for a cluster on average). An
empirically driven cut-off score could be the fraction of identified
intruders that is one standard deviation below the mean of fractions
of identified intruders over all clusters. We include multiple items
per cluster and report the cluster coherence as the average fraction
of found intruders per cluster. Clusters with low coherence will be
discarded, where low coherence is defined by the aforementioned
cut-off scores.

Step 9: Cluster Interpretation

In the final step of the construct mining pipeline, it is the
researcher who interprets the set of coherent clusters. We find titles
and/or summary descriptions for the clusters by inspecting their con-
stituting sentences. Word clouds can help illustrating the most
important words of a cluster, however, we do not recommend solely
relying on summaries. As Carlsen and Ralund (2022) emphasize, it
is a common misconception that there is solid interpretation without
immersion into the data. In the interpretation step, we merge similar
clusters. Furthermore, we discard clusters emerging out of other rea-
sons than the construct of interest (e.g., topic words). Researchers are
free to invite other experts to interpret the clustering using the
experts’ agreement as a further validation check.

Advantages of the Construct Mining Pipeline

We developed the construct mining pipeline as an alternative form
of theory building in order to mitigate weaknesses of traditional
approaches based on domain knowledge and factor analysis. We
do not limit the comprehensiveness with which a construct can be
assessed by forgoing predefined rating scale items. Instead, we out-
source the verbal description of the construct, which in top-down
theory building is performed by a few researchers only, to a sample
of nonexperts with carefully tailored open-ended questions.
Compared to traditional qualitative analysis, the method we propose
is computer-assisted, limiting personal choices during the research
process. Furthermore, our method allows to recompute the results
or enhance the findings with new data making construct operational-
ization replicable and transparent. Finally, our approach is scalable.
While traditional qualitative analysis is limited to small sample sizes,
we can carry out the construct mining pipeline on large amounts of
text with a substantial reduction in data processing costs and manual
oversight.

The Case of ER

We will demonstrate the construct mining pipeline on an applica-
tion from emotion regulation research. Emotion regulation is the
“process by which individuals influence which emotions they
have, when they have them and how they experience and express
these emotions” (Gross, 1998). The study of ER often revolves
around the different strategies people use in order to regulate their
emotions. Early research investigated the usefulness of common
strategies with respect to affective experience, interpersonal func-
tioning, and well-being, finding that the habitual use of reappraisal
(i.e., the reevaluation of an emotional situation to alter its emotional
impact) has benefits over suppression (i.e., the suppression of the
emotional expression or the emotion itself) (Gross & John, 2003;
John & Gross, 2004). Following research found that the effective-
ness of ER strategies depends on situational affordances. For exam-
ple, reappraisal only has positive effects on well-being if exerted in
uncontrollable compared to controllable situations (Haines et al.,
2016). Eventually, the concept of flexible ER was introduced, mean-
ing that the effectiveness of a strategy depends on situational charac-
teristics, as well as personal resources and preferences (Aldao et al.,
2015; Doré et al., 2015; Kobylinska & Kusev, 2019).

While beneficial and detrimental conditions are well understood
for the most common strategies, researchers are still struggling to
describe what constitutes overall healthy ER. One reason is the
absence of a comprehensive taxonomy for ER strategies. Less prom-
inent strategies have been neglected by experimental research due to
their lack of a clear definition and their infeasibility for manipulation
in the laboratory (Kobylinska & Kusev, 2019). Without a compre-
hensive set of ER strategies, researchers are unable to investigate
the complex interplay between strategy use, situational affordances
and personality traits, core components of ER flexibility (Aldao
etal., 2015). A comprehensive strategy taxonomy would further pro-
mote the investigation of emotion polyregulation, that is, the simul-
taneous use of multiple ER strategies within the same emotion
episode (Ford et al., 2019).

Strategy taxonomies that exist suffer from disadvantages of top-
down theory building being either too broad to be informative or
seemingly including an arbitrary number of strategies. Due to their
broad categories, theory-driven taxonomies (Folkman & Lazarus,
1980; Gross, 1998) are hardly eligible for studying the intricate inter-
actions of concrete ER behaviors. On the other hand, questionnaires
developed to assess ER behavior make implicit or explicit assump-
tions about a set of ER strategies, while authors hardly ever provide a
justification about which strategies are included (e.g., ERQ, Gross &
John, 2003; CERQ, Garnefski & Kraaij, 2007; BERQ, Kraaij &
Garnefski, 2019; RESS, De France & Hollenstein, 2017;
HFERST, Izadpanah et al., 2019; MSCEIT, Mayer et al., 2002;
STEM, MacCann & Roberts, 2008; ERP-R, Nelis et al., 2011). A
third type of taxonomies comes from qualitative analyses as a
byproduct of quantitative research (Southward et al., 2018). These
categorizations are comparatively comprehensive, but suffer from
drawbacks such as high levels of researcher’s degrees of freedom.
Although previous research gives us an intuition about the possible
number and space of ER strategies, a taxonomy, which satisfies a
range of different quality criteria (Skinner et al., 2003), has yet to
be proposed.

Applying the construct mining pipeline, we will infer a data-
driven taxonomy of ER strategies, which is scalable, replicable,
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and, most importantly, based on descriptions of ER attempts of real
people. In the previous sections, we provided an overview over all
components of the construct mining pipeline elaborating on the
computational methods involved. In the upcoming sections, we
will demonstrate how we derived a taxonomy of emotion regulation
strategies following the steps of the pipeline. We will close by dis-
cussing strengths and weaknesses of our approach, its position
within theory building, and its suitability for creating valid and reli-
able psychological assessment tools.

Using the Construct Mining Pipeline to Develop a
Data-Driven Taxonomy of ER Strategies

We illustrate the construct mining pipeline on an example from
ER. More precisely, we develop a data-driven taxonomy of ER strat-
egies. We present intermediate results along the nine steps of the
pipeline in the following. All data, analysis code, and materials
have been made publicly available on GitHub and can be accessed
at https:/github.com/Hai-Lina/construct-mining-pipeline.

Step 1: Data Generation

We used multiple open-ended questions to create a list of sen-
tences each describing a particular ER strategy (i.e., an instance of
the construct of interest). Researchers have adopted situational judg-
ment tests (SJTs) common in personnel selection (Lievens et al.,
2008) for the measurement of ER. SJTs use short descriptions of
hypothetical situations to inquire about participants typical or best
behavior constituting an economic trade-off between ecological
validity and standardization. One of the most popular instruments
to assess ER performance is the situational test of emotion manage-
ment (STEM) (MacCann & Roberts, 2008). In the STEM, partici-
pants are supposed to judge the effectiveness of four regulation
suggestions for 44 emotional vignettes in total.

We selected vignettes from the German adoption of the STEM
(Hilger et al., 2012) and adapted them for our purposes. We
named our adoption emotion regulation strategy inventiveness task
(ERSIT). We chose nine out of the 44 original vignettes to ensure
good coverage, as well as reasonableness. For standardization pur-
poses, we indicated the emotion that the situation was supposed to
evoke at the end of each vignette. Importantly, we balanced charac-
teristics influencing strategy choice over all vignettes, namely the
type of emotion (Rivers et al., 2007), controllability (Haines et al.,
2016; Troy et al., 2013), emotional intensity (Sheppes et al.,
2011), temporal distance (Doré et al., 2015), and social context
(Hofmann, 2014). Three items of the ERSIT elicited anger, fear,
and sadness, respectively. Considering interactions between strat-
egy, person, and situation, we reasoned that people are only able
to show their full strategy repertoire if emotional situations are suf-
ficiently diverse. An example of one of our vignettes is ““You find out
that some members of your social sports team have been saying that
you are not a very good player. You are angry.” Participants were
asked to imagine being in the situation and, within three minutes,
write down as many ideas as possible to make themselves feel better
in the respective situation. The time limit was determined based on
previous literature (Weber et al., 2014) and pretesting of the task.
Participants answered in the form of sentences such as “I talk to a
friend about the situation.” We provide full instructions with an
exemplary item and all vignettes in Appendix C.

The sample consisted of N,, = 113 students from the University of
Graz and the Graz University of Technology. The only requirement
for inclusion was to be a German native speaker. The majority of stu-
dents were enrolled in psychology (n = 88). The remaining n = 25
students indicated a broad variety of subjects mainly from the engi-
neering and natural sciences. Psychology students were able to
obtain a certificate of participation for their studies. Age ranged
from 18 to 50 years (n = 21.28, SD = 3.51). 73 of the participants
identified as female, 38 as male, one as nonbinary and one partici-
pant did not indicate their gender. Accumulated over all vignettes
and participants, the ERSIT yielded N; = 6,064 short descriptions
of ER strategies. We embedded those sentences with a transformer
model in Step 2.

Step 2: Sentence Embeddings

We used Python 3.9.12 for data analysis. For the sentence embeddings,
we used the SentenceTransformers package (Version 2.2.0) (Reimers &
Gurevych, 2019; UKPLab, n.d.). We chose a German BERT model spe-
cifically trained to represent the similarity of sentences (gbert-large-sts)
(Risch et al., n.d.) and accessed it via the Hugging Face platform. We
ran the ER strategy sentences collected in Step 1 through the model
obtaining embeddings of 1,024 dimensions and saved the embeddings
to a file for further processing.

Step 3: Item Bias Measurement

Item bias describes unwanted traces that the open-ended questions
leave in the sentences and hence their embeddings. Since we used
more than one item for data collection, we quantified the bias that
the formulation of the emotional vignettes brought to the strategy
descriptions of participants. For example, ER suggestions created
with respect to the vignette “You find out that some members of
your social sports team have been saying that you are not a very
good player.” included the term “sports team” themselves. We
used our novel statistic for the measurement of item bias (for details
please refer to the Introductary part of the pipeline). In Table 1, we
present item bias statistics for our data set. All items had certain level
of bias to correct, as their 95% confidence intervals did not contain
zero. If item bias exists, clusters might form based on specific key-
words that the open-ended questions introduced to the answers of
participants as opposed to clusters forming based on dimensions
of the construct of interest. Thus, we attempted to reduce item bias
in Step 4.

Step 4: Item Bias Reduction

Since item bias statistics deviated from zero, we aimed at reducing
bias in the data. We inspected each of the emotional vignettes in
order to identify topic words. For example, for strategy sentences
originating from the vignette describing a situation within a sports
team (“You find out that some members of your social sports team
have been saying that you are not a very good player.”), we decided
to mask the words “sports team,” “team,” and “member.” We list the
masked words along with the emotional vignettes in Appendix C.

We used regular expressions (regex) to capture inflections and
declensions of the topic words. This accounts for the grammatical
gender, cases, and adaptation of verbs in the German language
(e.g., “Student,” “Studentin,” and “Studenten”). We replaced all
keywords and their variations in the sentences with “[MASK]”
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Table 1

Item Bias Statistics and Effect Sizes Before and After Item Bias Reduction With 95% Confidence
Intervals

Before After

Item Bias Effect size Bias Effect size

1 —0.99 [—-1.19, —0.79] —0.35[-0.42, —0.28] —0.65[-0.85, —0.43] —0.25[—0.33, —0.16]
2 —1.79 [-1.91, —1.66] —0.85[-0.90, —0.80] —1.53 [-1.66, —1.40] —0.75[—0.81, —0.69]
3 —292[-3.19, —2.67] —0.75[-0.81, —0.69] —2.40[-2.66, —2.13] —0.66 [—0.72, —0.59]
4 —1.96 [-2.10, —1.81] —0.87[-0.92, —0.82] —1.16 [-1.30, —1.01] —0.50 [—0.56, —0.45]
5 —2.11 [-2.26, —1.97] —0.91 [-0.96, —0.86] —1.99 [-2.14, —1.84] —0.85[—0.90, —0.80]
6 —0.91 [-1.01, —0.80] —0.62[-0.66, —0.56] —0.69 [-0.79, —0.58] —0.50 [—0.58, —0.43]
7 —0.86 [—1.00, —0.71] —0.43 [-0.51, —0.36] —0.68 [-0.82, —0.53] —0.36 [—0.44, —0.27]
8 —1.23 [-1.37, —1.09] -0.63 [-0.69, —0.56] —1.07 [-1.21, —0.93] —0.57 [—0.63, —0.50]
9 —1.51 [-1.71, —1.29] —0.53 [-0.60, —0.45] —1.49[-1.69, —1.27] —0.53 [—0.60, —0.45]
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Note.

95% confidence intervals for item j were calculated by drawing random subsets for sentences of item

j and all other items of the size of the subset of sentences of item j.

and recomputed the embeddings with the masked sentences. We
saved the embeddings to a file and proceeded with the updated
embeddings. Table 1 shows the item bias statistics for the embed-
dings derived from the masked text. Although we did not eliminate
all bias, we can observe that all values moved closer to zero (i.e., an
unbiased state). With the exception of items 5 and 9 (minus 5% and
1%), we achieved a reduction of 12%—41% in bias and a reduction of
similar magnitude in effect sizes. Notably, bias statistics for items 2,
3, 4, and 6 are outside the confidence intervals of the measurements
before correction, and confidence intervals for effect sizes before
and after reduction are only marginally overlapping (except for
item 9), indicating a substantial reduction in bias. We believe that
a full elimination of bias is undesirable, since there are
situation-specific ER strategies that only make sense in the context
of the item, which we will discuss in more detail when interpreting
the clusters (Step 9). For a more vivid illustration of the effects of
bias reduction, we note that, had we proceeded with the original
embeddings, we would have found 12 out of 38 clusters based on
topic words, whereas with the embeddings derived from the masked
text we only find six out of 37 clusters based on topic words.
Similarly, the original embeddings would have resulted in six non-
interpretable clusters, whereas the embeddings of the masked text
result in only three noninterpretable clusters.

Steps 5 and 6: Dimension Reduction and Clustering

Steps 5 and 6 are the core of the construct mining pipeline, where we
compute the actual clustering. We use UMAP (uniform manifold
approximation and projection) (MclInnes et al., 2020) as dimension
reduction technique and HDBSCAN (Campello et al., 2013) as cluster-
ing algorithm (see Introductary of the pipeline for details). Both UMAP
(MclInnes, n.d.) and HDBSCAN (Mclnnes et al., n.d.) are available as
Python packages, where we used Versions 0.5.3 (UMAP) and 0.8.28
(HDBSCAN). Similar to other dimension reduction and clustering algo-
rithms, UMAP and HDBSCAN require the user to set hyperparameters,
that is, parameters that are determined by the user to control the model
fitting process. Many of the hyperparameters can be deduced from the-
oretical considerations, while others have to be defined by trying out dif-
ferent sets of values, a process called tuning. A classic approach to
tuning is a grid search, where for each parameter a set of values is
defined. For each possible combination of parameters, solutions are

examined with respect to specified evaluation criteria. We will first elab-
orate on the parameters set by theoretical considerations (which are
UMAP’s minimum distance dmingyap, and distance metric mypap
as well as HDBSCAN’s minimum cluster size cmingpgscan, and dis-
tance metric myppscan) and turn to hyperparameter tuning afterwards
(including UMAP’s k neighbors kypap, and components ngyap, as
well as HDBSCAN’s k neighbors kyppscan)- Table 2 lists all necessary
hyperparameters for UMAP and HDBSCAN.

For UMAP, we chose cosine similarity as distance metric
(mymap = “cosine”), a common measure for the closeness of two
embeddings (in our case two sentences). For minimum distance,
we chose dminyyap = 0.01. We expected close to identical formu-
lations for some strategy sentences within our sample, thus choosing
a small value for the minimum distance between two embedded
points. For instance, many people might suggest to “go and talk to
a friend” as an ER strategy. For HDBSCAN, we adopted
Euclidean distance as distance metric (myppscan = “Euclidean”).
We can assume that the Euclidean distance is meaningful after
reducing the dimensionality of our embedding space and we
would not be able to argue that the dimensions after reduction nec-
essarily represent linguistic dimensions (which would justify the
application of cosine distance). For minimum cluster size, we
chose a value of cminypgscany = 10 ruling out that only extremely
infrequent ER suggestions will constitute their own class.

After setting the theoretically deduced parameters, we turned
to hyperparameter tuning. We will tune UMAP and HDBSCAN
in conjunction as we evaluate solutions mainly based on the number
of clusters they produce and the points left unclustered. We decided
against the use of application-agnostic measures (e.g., density-based
cluster validity index) (Moulavi et al., 2014), since we wanted to empha-
size evaluation criteria with a solid connection to the research question at
hand (Baden et al., 2022). We evaluated UMAP embeddings with
numap = 10, 30, 50 and a fixed number of kpap = 30 in combination
with values for HDBSCAN kyppscan = 10, 15, 20, 25, 30, 35, 40, 45,
50. Likewise, we evaluated UMAP embeddings with kypap = 15, 30,
45 and a fixed number of nypap = 30 in combination with values for
HDBSCAN kppgscan = 10, 15, 20, 25, 30, 35, 40, 45, 50. We
repeated those steps for four randomly generated UMAP random
seeds randomypap- Figure 3 depicts the results for the evaluation
criteria number of clusters and number of unclustered points for
four different UM AP random seeds (colored lines).
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Table 2
Hyperparameters Used to Control the Training Process of UMAP and HDBSCAN
Hyperparameter Interpretation Default value Final value Obtained through
UMAP
kumap Number of k neighbors used for density estimation of a point 15 30 Tuning
dminyyap Minimum distance that two points have to be apart after embedding 0.1 0.01 Theory
in the low dimensionality space
NUMAP Dimensions of the low dimensionality space 2 30 Tuning
MyMap Metric used for calculating the distance between two points “Euclidean” “cosine” Theory
randomymap Random number for initialization of the model (improves speed None 86,531 Robustness check
and efficiency of computations) (Step 7)
HDBSCAN
KHDBSCAN Number of k neighbors used for density estimation of a point None 30 Tuning
CMINYPBSCAN Minimum number of points a cluster has to have 5 10 Theory
MHDBSCAN Metric used for calculating the distance between two points “Euclidean” “Euclidean” Theory

Note. UMAP = uniform manifold approximation and projection; HDBSCAN = hierarchical density-based spatial clustering of applications with noise.

We can observe an overall decreasing trend for the number of
discovered clusters with higher values for UMAP’s number of
components nypap Or number of neighbors kypap. Similarly,
we can observe increasing noise with increasing number of com-
ponents nypmap and number of neighbors kyyap. Some unstable
solutions exist indicated by sudden drops in the curves for
number of clusters and noise. Especially, for kypmap =45 and
kupescan = 20, we can see that the cluster solution collapses
into two large clusters with zero points being left unclustered.
We expected the number of clusters to lie somewhat around 30
(Southward et al., 2018), so a value of nypmap > 25, as well as a
value of kymap > 25 appear reasonable. We decided to prefer
cluster solutions with greater compared to smaller number of clus-
ters, since we expected to obtain a more differentiated picture with
the possibility to clean the clustering in the remaining steps of the
construct mining pipeline. Furthermore, with increasing number
of components nyyap and number of neighbors kypap, NOise
increases as well, falling together with solutions with smaller
number of clusters. We note that there is a considerable amount
of noise for all nontrivial clusterings. We suspect that unclassified
samples can be attributed to unusual formulations rather than
undetected ER strategy classes, and provide an analysis of unclas-
sified samples as a validation check in Appendix D. Inspecting
curves for other random UMAP seeds and adding up all consider-
ations, we aimed for the supposedly most stable solution (i.e., not
collapsing into two large clusters) with a number of clusters
around 30. This left us with a set of hyperparameters of
kumar = 30, nymap =30, and kyppscan = 30. The value for
the random seed of UMAP will be determined in Step 7: the
Robustness Check section.

Step 7: The Robustness Check

The current step is supposed to ensure that the discovered cluster
solution does not depend on the random initialization of UMAP. We,
therefore, repeated the dimensionality reduction and clustering with
1,000 random seeds for the same set of hyperparameters. The goal is
to examine whether solutions with different random seeds result in a
similar number of clusters. Figure 4 illustrates the distribution of the
number of discovered clusters over 1,000 different UMAP and
HDBSCAN runs. The distribution is narrow (SD = 1.42) with a

majority solution of nc = 37 clusters (for g, = 234 number of solu-
tions). There is a considerable amount of solutions (74, = 162),
where points collapse into two large clusters. We will neglect
those clusterings moving forward, since trivial solutions are
uninformative.

After excluding trivial solutions, we computed the adjusted rand
index between pairs of clusterings in order to examine whether solu-
tions overlap in content as well. Adjusted rand indices for pairs of
clusterings ranged from 0.65 to 0.88 leading us to conclude that clus-
terings are overall stable in size and content. We then drew a random
seed yielding nc = 37 clusters to determine the final solution. For
visualization purposes, we obtained a two-dimensional representa-
tion of the embedding space using UMAP (nymap = 2), while keep-
ing all other hyperparameters constant. Figure 5 depicts the final
solution.

Another possible approach for choosing the final cluster solution
is to select the clustering that is most similar to all other clusterings in
terms of adjusted rand index. Therefore, we would need to average
over adjusted rand indices for pairs of clusterings per random
seed. We would then choose the random seed that yields the maxi-
mal average adjusted rand index. In our case, the majority solution
for number of clusters is fairly similar to the solution with the great-
est overlap in terms of adjusted rand index (ARl =0.82 vs. ARI =
0.84), and even closer to the overall mean of average adjusted rand
indices (after excluding trivial solutions; Xxar; = 0.82). Furthermore,
the maximum of the adjusted rand indices might not be representa-
tive and depend on the sample of our robustness check. Generally,
average adjusted rand indices per random seed follow and even nar-
rower distribution than indices for pairs of solutions as depicted in
Figure E1 in Appendix E.

Step 8: Cluster Validation

In order to evaluate whether the clusters identified with computa-
tional methods are interpretable by humans, we conducted a survey
termed intrusion task (for details please refer to the Introductary part
of the pipeline). Including nonexperts in the interpretation of the
cluster solution adds another level of objectivity since they will
not suffer from confirmation bias.

We aimed at evaluating 30% of observations in each cluster
meaning that each cluster will contribute an unequal amount of



This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.

METHOD TO REVEAL CONSTRUCTS 13
Figure 3
Evaluation Criteria Over a Variation of UMAP and HDBSCAN Parameters for Four Different Random Seeds
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Note. (a) Number of clusters and unclassified samples over a variation of nymap and kapescans kumap = 30 (b) Number of clusters and unclassified samples

over a variation of kymap and kypescans numap = 30. Different line colors represent different random seeds. The solution for nypmap = 30, kumap = 30, and
kupsscan = 30 appears to be the most stable with no dips in the curves, that is, no trivial solutions with only few numbers of clusters. UMAP = uniform
manifold approximation and projection; HDBSCAN = hierarchical density-based spatial clustering of applications with noise. See the online article for
the color version of this figure.
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Figure 4

Distribution of the Number of Clusters Over 1,000 UMAP and HDBSCAN Runs Initialized With Different Random Seeds

200 -

150 -

100 -

Number of solutions

O- 5 v e e

45

25 30

Number of clusters

Note.

A total of 162 random seeds result in trivial solutions, where all points fall into two large clusters, and which can be neglected. Mode = 37, SD = 1.42.

UMAP = uniform manifold approximation and projection; HDBSCAN = hierarchical density-based spatial clustering of applications with noise. See the

online article for the color version of this figure.

items to the survey. For example, Cluster 5 contains ng = 174 sen-
tences resulting in 174 - 0.3 = 54 sentences to be evaluated (we
rounded up to next higher number divisible by three). Since one
survey item covers three sentences from the same cluster accompa-
nied by an intruder, we divide this number by 3 yielding 54 +~ 3 =
18 items for Cluster 5 in the intrusion task. An exemplary item
reads as follows (translated from German): “Which of the follow-
ing sentences does not belong to the others? A: Calming down
B: Meditating/Relaxing C: I train relaxation techniques D: I com-
plain.” This resulted in 316 items in total over all clusters. In order
to limit the effort for participants, we restricted the survey to
approximately 50 items per person. Accordingly, we had six sets
of nonoverlapping item groups (2 - 52 items + 4 - 53 items = 316
items). Every item group was judged by np =4 people with a
total sample of Np =24 people. The survey lasted 10-15 min per
person. We calculated the average fraction of found intruders
over all items of a cluster (Figure 6).

Only three clusters (1, 9, and 23) fall below a threshold of 0.75.
That means that less than three out of four people were able to
find the intruder for that cluster on average. It might be that for unin-
terpretable clusters subtle sentence characteristics such as the use of
subjunctives dominate with clusters forming based on that. We dis-
card the clusters falling below the threshold for the final step of anal-
ysis, the interpretation of clusters.

Step 9: Cluster Interpretation

In the final step of our analysis, we interpreted the meaning of clus-
ters by inspecting sentences within them. In order to visualize the

interpretation for the reader, we provide 10 characteristic words for
each cluster in Table 3. We computed the topmost frequent words
for each cluster by normalizing each word by its frequency within a
cluster and its frequency over all clusters (Grootendorst, 2022).

While three clusters were discarded based on low scores in the intru-
sion task (Step 8), we eliminated another six clusters realizing that
those clusters formed due to topic words rather than superordinate
ER strategies. Cluster 4 centered around the word “to fly” (ger.: flie-
gen), Cluster 11 around the word “to call on the phone” (ger.: anrufen),
Cluster 14 around the word “to make friends with” (ger.: anfreunden),
Cluster 16 around the word “coffee shop” (ger.: Caf€), Cluster 19
around the word “fear” (ger.: Angst), and Cluster 33 around the
word “to complain” (ger.: beschweren). Cluster 35 was not interpret-
able even though it had a high intrusion score of 0.80. Although the
possibility exists that the high score emerged randomly, we hypothe-
size that people were able to recognize the intruder for Cluster 35 in
large parts due to the characteristics of its sentences that have been
very different from those of the intruder (i.e., length of sentence).
All other clusters were interpretable as ER strategy classes and are sum-
marized in Table 4.

We found 15 strategy classes in total with some classes represented
by multiple clusters merged into one. The fact that we find more clas-
ses than prompts demonstrates that the taxonomy is somewhat inde-
pendent from the data generation. Interestingly, the eight clusters
contained in “situational control” mainly refer to situational control
strategies with respect to different items. For example, when people
were asked to imaging taking a plane although suffering from flight
anxiety, they proposed to look for alternative means of transport.
The two clusters of the class “substance abuse” refer to medication



This document is copyrighted by the American Psychological Association or one of its allied

This article is intended solely for the personal use of the individual user

J

>minated broadly.

nd is not to be diss

METHOD TO REVEAL CONSTRUCTS 15

Figure 5

Final Cluster Solution After Hyperparameter Tuning and Robustness Check

| quit the team.
| cancel the meeting.

| decline the offer.

| trust my abilities.

| recognize my accomplishments.

| encourage myself.

Note.
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6 | talk to friends.

| talk to somebody.

| drink a glass of wine.
| drink alcohol.

| get drunk.

Exemplary sentences for illustration of selected clusters. Gray points (crosses) represent unclassified samples. Hyperparameters—UMAP: kyyiap =

30, dminypmap = 0.01, nymap = 30 (nymap = 2 for illustration), mymap = “cosine”, randomypap = 85,631; HDBSCAN: kyppscan = 30, cmingppscan =
10, muppscan = “Euclidean” UMAP = uniform manifold approximation and projection; HDBSCAN = hierarchical density-based spatial clustering of appli-

cations with noise. See the online article for the color version of this figure.

and the abuse of legal drugs such as alcohol. Some clusters formed
with respect to a specific item, although representing an overall ER
strategy class. For instance, when people imagined that close relatives
are sick in the hospital, they proposed to gather further information
about their illness, which we termed “information seeking.” This
underpins our assumption that a multitude of situations with varying
characteristics is needed for people to show their full ER repertoire.
For other classes such as “withdrawal,” we see a satisfying mixture
of items. For example, people proposed to “quit their sports team,”
“change their job,” “look for new friends,” et cetera. We did not
only find behavioral, but also cognitive ER strategies such as “self-
enhancement” and “reappraisal” represented by formulations such
as “I tell myself that...,” or “I keep thinking that....” For a full
description of all discovered strategy classes refer to Table 4.

General Discussion

We proposed a new method for the data-driven definition of psy-
chological constructs called the construct mining pipeline, which
interleaves psychological and computational methods. The method

aims at mitigating disadvantages both from top-down and bottom-up
theory building by combining their advantages. The pipeline pre-
serves the richness of qualitative text data, while offering methods
for systematic data analysis known from quantitative approaches.
We demonstrated the method on an example from ER by developing
a data-driven taxonomy of ER strategies. We collected descriptions
of ER attempts with nine open-ended situational judgment questions
and obtained numerical representations of the sentences using sen-
tence transformers. We measured and reduced traces of the data col-
lection in the embeddings. We clustered on the semantic space to
derive superordinate ER strategy classes and examined the robust-
ness of the solution with respect to the stochastic component of
the algorithms applied. We assessed the coherence of clusters in a
standardized survey using a non-expert sample. Finally, we inter-
preted the clusters and formed classes of ER strategies. The current
data set yielded 15 strategy classes, some of which are well-known to
the literature (e.g., suppression), some of which received little to no
attention in psychological research (e.g., self-enhancement).

Since the current data set is largely restricted in size and
diversity of participants, further research is needed to arrive at a
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Figure 6
Fraction of Found Intruders Over All Clusters
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domain-specific conclusion. This work represents a methodolog-
ical contribution and should be regarded as a proof of concept. Our
approach is scalable meaning that further data can be collected and
processed to complement earlier findings. Moreover, our approach
is replicable, that is results can be recomputed and the same type of
analysis can be performed on other data sets. The pipeline is data-
driven while strongly limiting researcher’s degrees of freedom.
Compared to traditional rating scale development, where research-
ers formulate items based on their understanding of the construct,
the pipeline relies on laypersons’ descriptions and direct interpre-
tation of the psychological process. Since participants are less lim-
ited in their natural expression, this results in a more ecologically
valid measure of psychological constructs.

The next step in the development of a data-driven taxonomy of
ER strategies is to validate the current findings with a larger,
more diverse sample potentially including different languages.
Although English is the dominating language in NLP, sentence
similarity models exist not only for German, but also for French,
Spanish, and Portuguese. With the help of a taxonomy of ER strat-
egies we can infer individual profiles, which can be related to out-
comes such as depressiveness, dispositional affect or loneliness.
Using the taxonomy to predict different criteria is important to
not solely rely on face validity and interpretability of the findings
(Baden et al., 2022). A comprehensive taxonomy might promote
the investigation of flexible emotion regulation (Aldao et al.,
2015) or polyregulation (Ford et al., 2019). Future ER research
could further make use of social media data by automatically
extracting relevant strategies from text applying the classes of the
taxonomy. This approach provides a more ecologically valid per-
spective on people’s thoughts and behavior, while coming at
lower cost than traditional approaches such as experience sampling
or large panel designs.

The pipeline employs UMAP (Mclnnes et al., 2020) and
HDBSCAN (Campello et al., 2013) as dimensionality reduction
and clustering techniques. UMAP is especially suitable for this
application because it models the data topologically, which reflects
the characteristic of transformer models to represent text such that

Clusters 1, 9, and 23 fall below the majority threshold of 0.75 (three out of four people) indicated by the dashed line. See the online article for the color

sentences closer in meaning are closer in space. Other dimensional-
ity reduction techniques such as PCA (Jolliffe, 2011) are less ideal,
because they optimize for different criteria (e.g., variance explained)
that are not directly connected to the functioning of sentence embed-
ding models.

In general, dimensionality reduction techniques can be divided
along two axes: optimizing for local versus global structure, and
applying linear versus nonlinear optimization (Silva &
Tenenbaum, 2002; Xia et al., 2021). Another popular dimensional-
ity reduction technique that models data topologically is Isomap
(isometric mapping) (Tenenbaum et al., 2000). Similar to UMAP,
it maps the data as a graph based on a point’s k nearest neighbors,
but with two points’ mutual Euclidean distance as edge weights
for all points within the given radius. The projection is achieved
by preserving the shortest path between two nodes (an approxima-
tion of their geodesic distance) in the lower dimensional space.
While Isomap optimizes the global data structure (Silva &
Tenenbaum, 2002), UMAP tends to optimize local structures, but
the degree to which it balances local and global structures can be
adjusted with its parameter £ (Mclnnes, n.d.). It has been shown
that nonlinear and local techniques are preferred for cluster and
membership identification, at least in terms of visual cluster evalua-
tion through humans, where UMAP and t-SNE (t-distributed sto-
chastic neighbor embedding) (van der Maaten & Hinton, 2008)
perform best out of this category (Xia et al., 2021). Isomap has
been adapted to perform advantages generally associated with
local methods (C-Isomap or conformal Isomap, and L-Isomap or
landmark Isomap) (Silva & Tenenbaum, 2002), but it comes at the
cost of additional assumptions, especially data being uniformly sam-
pled from the manifold. In contrast, UMAP enforces the assumption
of data being uniformly distributed, although the actual data may be
not, which is justified by its mathematical underpinnings (Mclnnes,
n.d.). Additionally, rather than making binary decisions whether to
connect two points on the manifold (like Isomap), UMAP assigns a
connection probability to pairs of points applying fuzzy topology.
Together with a local connectivity constraint ensuring that each
point is at least connected to its nearest neighbor, UMAP has the
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Table 3
Top 10 Characteristic Words for Each Cluster Normalized by the Frequency of Words Within and
Across Clusters

Intrusion
Cluster score Top words
1 0.34 About, for, about, could, talk, make friends, talk, can, hear, work
2 0.96 Medicine, take, sedative pills, sedatives, take, pills, get, sedative, flight, sedative drops
3 0.96 Train, alternatives, search, means of transport, boat, train, take, transport facilities, location,
search
4 0.94 Fly, flight, fly, anxiety, statistics, nevertheless, person, safety, inform, just
5 0.79 Distract, distract, distract, distract, music, distraction, movie, sport, watch, watch
6 0.97 Relax, meditate, break, relaxation techniques, relaxation exercise, deep, breath, do, breath,
breathing exercise
7 0.91 Therapy, fear of flying, therapist, go, go, overcome, psychologist, psychological, treat, try
8 0.88 Visit, hospital, visit, relative, drive, relatives, visit, drive, immediately, person
9 0.65 Time, fun, finish, useful, things, do, meanwhile, do, hobbies, things
10 0.86 Ignore, forget, ignore, try, ignore, try, carry on, suppress, about, thoughts
11 0.75 Call, call, contact, telephone, telephone, friend, colleague, stay, best, regularly
12 1.00 Eat, eat, chocolate, ice cream, good, coffee, go, drink, cook, good
13 0.94 Drink, alcohol, glass, get drunk, drink, wine, beforehand, cry, relaxation, beer
14 0.96 Make friends, friends, colleagues, friendships, new, friends, make friends, meet, make
friends, try
15 0.95 Meet, date, day, colleague, ask, fix, find, nevertheless, would like to, new
16 0.75 Coffee shop, go, go, Fridays, alone, alone, coffee, colleague, more, invite
17 091 Illness, inform, inform, inquire, treatment options, doctor, chances of recovery, investigate,
ill, take a close look at
) 18 0.88 Decline, change, change, job, team, decline, contract, studies, search, search
23 19 0.85 Fear, fears, speak, family, friends, speak, fears, speak, nervousness, friends
2 z 20 0.89 Prepare, plan, day, well, plan, prepare, do, to, list, plan
£ = 21 1.00 Grief, cry, cry, let, free, vent, sadness, feelings, hide, feelings
= 3 22 0.85 Help, advice, please, help, ask, support, friends, please, colleagues, take
';“),J é 23 0.44 Time, present, beautiful, relatives, person, spend, experience, moments, memories, times
—2 = 24 0.76 Abilities, strengthen, own, eyes, conscious, good, more, experience, successes, Own
5 2 25 0.83 Harder, train, more, improve, train, better, exert, try, at, performance
= = 26 0.88 Study, study, more, study groups, tutoring, study group, lectures, form, tutorial, enter
E j 27 1.00 Schedule, progress report, revise, adapt, change, correct, new, new, optimize, restructure
2 =] 28 0.85 Speak, about, friends, somebody, someone, speak, talk, about, vent, someone
E E 29 1.00 About, speak, talk, friends, friend, friend, tell, about, good, colleague
< 2 30 0.96 Family, speak, friends, about, speak, relatives, somebody else, trusted, person, call
2 g2 31 0.81 Information, acquire, information, myself, get, try, info, just, try, important
;, 2 32 0.94 Anger, let, rage, frustration, let out, sport, air, at, box, let out
o = 33 1.00 Complain, complain, with, boss, colleagues, friends, responsible, about, superior, get upset
g = 34 0.79 Bad, fault, good, for, tell, realize, tell, perfect, clear, yet
2 :: 35 0.80 Report, complaint, responsible, reason, person, ask, client, who, point out, client
22 36 0.90 Boss, situation, superior, explain, matter, about, talk, superior, clarify, report
3 :3 37 1.00 Boss, trainer, talk, address, about, express, discussion, again, discuss, inform
% 2 Note. Clusters 1, 9, and 23 fall below the majority threshold in the intrusion task (Step 8). Clusters 4 (“to fly”), 11
£ (“to call on the phone”), 14 (“to make friends with”), 16 (“coffee”), 19 (“fear”), and 33 (“to complain”) formed
3 based on topic words. Cluster 35 was not interpretable regardless of a high score in the intrusion task. Words
3 appearing double in a cluster can be traced back to the translation from German. A table with the original
é German top words is provided in Appendix F.

following advantages over Isomap (and other methods from the fam- methods, if they are deemed to model specific problems more appro-

ily of nonlinear dimensionality reduction techniques): (a) it ensures
that no point is isolated in neither the high-dimensional, nor the low-
dimensional space, (b) the graph and its projection are not overly con-
nected in dense regions, and sufficiently connected in sparse regions,
(c) UMAP focuses on differences in distances among neighbors rather
than absolute distances, which represents high dimensional data more
adequately, where distances are large, but also more similar. Other
weaknesses of Isomap include it being sensitive to noise and outliers
(Balasubramanian & Schwartz, 2002), and—compared to UMAP—
computationally intensive for large datasets (Mclnnes, n.d.).
Ultimately, single techniques of the construct mining pipeline are
not set in stone and researchers are free to experiment with other

priately. Comparing different methods for parts of the pipeline on the
classification outcome can also be subject to future empirical studies.
For an overview of popular dimensionality reduction techniques see
Xia et al. (2021).

HDBSCAN, too, mirrors assumptions about our problem and
data. First of all, it does not force the user to predefine the number
of expected clusters, an essential part of our research question.
Second, HDBSCAN is able to detect clusters of uneven sizes that
are not necessarily Gaussian-shaped reflecting the fact that we can
expect some classes to be much more frequent than others (e.g.,
some ER strategies such as situational control might be more prev-
alent than others such as self-harm). Third, HDBSCAN allows
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Table 4

Emotion Regulation Strategy Classes Inferred With the Construct Mining Pipeline

ER strategy class Related clusters

Description

Substances (medication) 2
Substances (alcohol) 13
Situational control 3, 8, 15, 20, 25, 26, 27, 31

Distraction 5
Relaxation techniques 6
Therapy 7
Suppression 10
Eating and drinking 12
Information seeking 17
Withdrawal 18

Emotional expression 21, 32
Instrumental support 22,36, 37
Self-enhancement 24

Social support 28, 29, 30
Reappraisal 34

Taking drugs or medication

Drinking alcohol or consuming other legal drugs
Eliminating the cause for the emotional situation
Distracting from the situation

Breathing techniques, walking, taking a break,etc.

Seeing a professional therapist

Suppressing one’s feelings or one’s emotional expression
Treating oneself with food or nonalcoholic drinks
Seeking further information about the emotional situation
Withdrawing from the situation

Letting one’s feelings run free

Seeking support with a task

Encouraging oneself by listing positive characteristics
Seeking support from friends and family

Seeing a situation in a positive light

Note.  Nparicipants = 113, Neentences = 6,064. ER = emotion regulation.

points to be left unclustered, which prevents the algorithm from
unusual formulations or infrequent classes to distort the clustering.
Since other clustering algorithms (e.g., k-means, agglomerative clus-
tering, or Gaussian mixture models) violate one or more of the afore-
mentioned assumptions, we consider them infeasible for the
detection of data-driven taxonomies.

In general, we argue that informative clusterings can only be
achieved, if researchers are explicit about how the affordances
of the data match the assumptions of the model, since a universal
definition of a “good” clustering does not exist (Hennig, 2015).
Computational grounded theory has been proposed as a framework
for content analysis enriched by dictionary methods and unsupervised
machine learning techniques such as topic modeling (Nelson, 2020).
This computer-led approach has recently been criticized because of
some unwarranted assumptions (Carlsen & Ralund, 2022). One of
the assumptions is that unsupervised models are natively able to locate
meaningful clusters. For instance, Carlsen and Ralund (2022) demon-
strated in a simulation study that latent Dirichlet allocation (LDA, a
form of topic modeling or clustering) (Blei et al., 2003) is unable to
uncover topics of unequal size in a constructed data set, a reasonable
assumption for data in the wild. Especially in the development of arti-
ficial intelligence (Al) algorithms, engineers tend to focus on optimiz-
ing statistical metrics without a clear connection to theory (Baden et
al., 2022). It has been argued for more than a decade that clustering
is not an application-independent mathematical problem (von
Luxburg et al., 2012). On the contrary, “good” clusterings typically
include explicit descriptions of desirable cluster characteristics and
adequate evaluation criteria with respect to the application at hand
(Hennig, 2015.

In our example on ER, we apply the number of clusters and the
unclassified samples as evaluation criteria. Although there is no
agreed-upon number of ER strategy classes, previous evidence sug-
gests a reasonable range (i.e., there might not only be two classes,
but also not 100) (Southward et al., 2018). If previous evidence is
unavailable, we can derive a prior from how we think about the con-
struct. For example, if we conceptualize interoception (Vaitl, 1996),
the human ability to sense bodily signals, we might theorize that
there are at most as many classes of bodily sensations as there are
organs in the human body. On top of that, the construct mining

pipeline does not require to specify the exact number of desired clus-
ters. Rather, researchers can opt for a more conservative solution
resulting in a larger number of clusters in earlier steps of the pipe-
line (Step 6), and narrow it down during evaluation and interpreta-
tion (Steps 8 and 9). For example, a more conservative solution
might produce three clusters with identical interpretation (e.g.,
“social support”) that can be combined into one class, instead of
producing a larger, potentially impure cluster in the beginning.
Since we tailored the data collection such that each sentence
reflects an instance of the construct of interest, we aim at reducing
the number of unclassified samples as much as possible.

One way to match the specifications of the data to the assumptions
of the model is to choose appropriate algorithms for existing data.
Another complementary strategy is to match the type of data to the
affordances of the model through tailored data collection. While
data quality is a salient concern in social sciences, the Al community
just starts to acknowledge the importance of data in the development
and deployment of Al systems, a movement called data-centric Al
(Jarrahi et al., 2023). Similarly, the construct mining pipeline defines
the collection of data as its first step supporting the validity of con-
clusions drawn from the pipeline.

Grimmer et al. (2021) stress that human-in-the-loop approaches are
essential for the evaluation of models used in exploratory research.
However, judging the goodness of a model merely by interpretability
or consistency with expectations is insufficient, especially since
humans tend to distort evidence in favor of their attitudes and desires
known as confirmation bias (Nickerson, 1998). Unsupervised
machine learning models need validity measures beyond face validity
or statistical fit metrics (Baden et al., 2022). With the quantification
and reduction of item bias, as well as the intrusion task, the construct
mining pipeline offers validity checks at multiple steps of the process
that connect well to theory, while being expressed in measurable
quantities eventually supporting human decision making. Future stud-
ies might also test the influence of the remaining degrees of freedom
(e.g., magnitude of item bias reduction) along the pipeline
empirically.

Another point of criticism for computer-led approaches (Nelson,
2020) is the misconception that researchers are able to gain substan-
tial knowledge without immersing into the data (Carlsen & Ralund,
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2022). We establish several points of contact between the researcher
and the data along the pipeline. In the stage of data collection, the
researcher already develops a rough understanding about the data
through the design of the open-ended questions. During item bias
reduction, the researcher needs to reflect on the relationship between
the items and the resulting data. Finally, the researcher is encouraged
to engage in deep reading during cluster interpretation.

Still, the construct mining pipeline is not without limitations.
First, our method underlies the assumption that instances of the
same construct class are phrased similarly over different participants
and items. The data collection step provides opportunities to assert
this assumption. For example, we included an exemplary item to
demonstrate the response mode and provided only a limited amount
of space for each ER strategy suggestion.

Second, the method only works for constructs where instances of
the construct can be expressed in short texts or sentences. Even if
indicators of a construct can be verbalized, participants might not
be aware of all aspects of their thoughts and behaviors, or ashamed
to report certain experiences. Those challenges can partly be
addressed through sampling by recruiting participants knowledge-
able about the construct, or with instructions at the stage of data gen-
eration. Other potential applications for the construct mining
pipeline can be interoception, love languages, or counter speech.
Interoception is the human ability to sense, interpret and process
bodily signals (Vaitl, 1996). Similar to the case of ER, a standardized
taxonomy of interoceptive dimensions does not exist, although sev-
eral components have already been identified. Love languages
(Chapman, 1990) describe different ways in which people express
their affection. While the concept has received a lot of attention in
popular culture, scientific evidence is extremely scarce (Egbert &
Polk, 2006; Pett et al., 2023). Counter speech (Benesch et al.,
2016) includes speech directly responding to hateful comments on
the Internet. Different classifications of counter-speech strategies
exist that have either been developed qualitatively (Buerger, 2021;
Lasser et al., 2023) or theory-driven (Friess et al., 2021). In all of
those cases, the construct mining pipeline can complement previous
findings with data-driven, yet rigorous taxonomies.

The pipeline can also be used for psychological tests that require
the hand coding of answers. For example, alternative application
tasks (Jager et al., 1997) assess creativity by judging the amount
and originality of created ideas. Originality is assessed with a classi-
fication scheme listing classes in descending order of originality, and
providing examples for common answers within each class. Our
method can build classification schemes semi-automated with the
possibility for regular revision and empirical measures for the prev-
alence of ideas. Combined with a classification model (i.e., a
machine learning algorithm for automated data labeling), creativity
assessment can become much faster and economic. Given that the
development and scoring of tests would require less effort, test
developers can design larger amounts of parallel items preventing
habituation effects.

Third, we suspect that our method is more effective for purely
behavioral or cognitive constructs. Current transformer models
might not be able to distinguish the nuanced linguistic differences
describing what somebody thinks as opposed to what somebody
does. In the example on ER, we still find cognitive (e.g., reappraisal)
alongside behavioral ER strategies (e.g., situational control). Results
might, however, be more differentiated, if we separate the assess-
ment of cognitive and behavioral strategies.

Fourth, the data are not entirely independent from the applied items.
In Step 3, we test for the existence of item bias. We still see a leaning
of answers toward each of their open-ended questions in our example
after bias reduction. Nevertheless, item bias statistics allows us to
quantify the impact of data collection at all, an advantage that other
methods do not have. Compared to classical scale development, it is
easier to think about conditions influencing the construct, incorporate
them in open-ended questions, and measure their impact on the data,
than to think of all possible construct dimensions itself. Concrete
questions can help participants to access their understanding of the
construct more easily, and influences of the data collection can be
eliminated or reduced afterwards (Step 4). We believe that assessing
aconstruct in a larger sample of laypersons has benefits over construct
definitions by experts, especially in terms of range of construct dimen-
sions. In general, the construct mining pipeline can be repeated with
different data sets stemming from slightly modified instructions pro-
viding an additional robustness check. For ER strategies, we could,
for example, ask to consider the effectiveness of strategies or not,
whether participants would apply the strategies personally or not, or
we could ask for particularly detrimental strategies.

Theory is not constituted by categorization systems alone, since
they do not give any information about the relationship between var-
iables or their predictive power. However, there is a nonnegligible,
though complex connection between measurement and theory
with both components informing each other (Navarro, 2021). The
fact that knowledge requires good measurement tools and vice
versa is termed the problem of coordination (Irvine, 2021). The
social sciences prefer to specify theories in advance, a framework
that forces researchers to form testable hypotheses even before col-
lecting or viewing any data (Grimmer et al., 2021). Yet, a data-first
strategy reduces the space of possible theories considerably. The uni-
versal law of generalization (Shepard, 1987), which says that the
generalization over stimuli depends on their psychological distance,
constitutes a successful case of measurement informing theory
(Navarro, 2021). Another concern is that once the definition of a con-
struct has become popular, the conceptualization is often taken as a
given and treated as unrelated to the empirical research process
(Grimmer et al., 2021). This practice might be one reason for psy-
chological theories fading away rather than following the principle
of cumulative knowledge observable in other natural sciences
(Meehl, 1978). Overall, this suggests that it would be beneficial to
integrate the formation of psychological constructs in the empirical
research process, especially since methods keep growing and data
processing costs keep lowering.

With the construct mining pipeline, we propose an alternative
method for the definition of psychological constructs by combining
advantages of qualitative and quantitative approaches integrating
classical psychological and computational techniques. We thereby
hope to provide another angle on psychological theory building by
complementing top-down approaches with a data-driven, yet struc-
tured perspective.
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Appendix A

Lexicon Extension Methods

Lexicons, or word lists, are a common method to retrieve psycho-
logical concepts from text. One of the most widely known collec-
tions of lexicons in psychology is the Linguistic Inquiry and Word
Count (LIWC) (Boyd et al., 2022), which was first developed in a
study on language and disclosure (Francis & Pennebaker, 1992).
Each lexicon comprises a list of words related to a certain concept
(e.g., analytical thinking, but also emotions such as anger, anxiety,
or sadness), which can be counted in a text. The higher the relative
word count, the stronger the representation of a concept in a text.

Lexicons come with certain disadvantages. For example, words
can have different meanings or connotations in different contexts
(e.g., in legal vs. everyday speech). Words can also change in mean-
ing or connotation over time. Additionally, new words might emerge
that are then commonly used to describe an existing construct or state
(e.g., the development of emojis with the rise of the Internet).

Therefore, the adaptation of lexicons might be necessary to accom-
modate different use cases.

Lexicon extension methods are a means to extend existing word
lists or to create new lexicons based on a small number of seed
words. There are multiple approaches to lexicon extensions with
and without relation to linguistic theory. One of the first approaches
to expand word lists is based on collections of synonyms (WordNet)
(Miller, 1995). A recent approach grounded in linguistic theory uses
colexification networks for lexicon expansion (LEXpander)
(Di Natale & Garcia, 2023). Colexification occurs if a single word
expresses two different, but related concepts (e.g., Greek uses the
same word for medicine and poison). A third, computational
approach includes finding related words to a word list based on near-
est neighbors in word embeddings (Empath) (Fast et al., 2016).

For interested readers, we refer to the above-mentioned literature.

Appendix B

The Curse of Dimensionality

The curse of dimensionality refers to the phenomenon that data
becomes sparse in high-dimensional spaces and therefore loses
meaning. In high dimensions, points are all approximately equally
far away from each other. As a result, when clustering all points

likely fall into one large cluster. We illustrate the curse of dimen-
sionality in Figure B1, where we applied HDBSCAN to the origi-
nal sentence embeddings of 1,024 dimensions without UMAP
reduction.
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Figure B1
Clustering on Sentence Embeddings Without Dimension Reduction Applying HDBSCAN With (a) Euclidean Distance and (b) Cosine
Distance

10-

Number of clusters
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(a) KHpescan

Number of clusters
=
1

5 20 40 60 80 160
(b) KHpescan

Note. kuyppscan = number of nearest neighbors for distance calculation in HDBSCAN. For clustering with the Euclidean distance, the number of discovered
clusters quickly drops to zero (i.e., all samples are classified as noise) when increasing the number of nearest neighbors. For cosine distance, the number of
discovered clusters oscillates between zero and two. HDBSCAN = hierarchical density-based spatial clustering of applications with noise. See the online arti-
cle for the color version of this figure.
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Appendix C

Emotion Regulation Strategy Inventiveness Task

In the following, we provide full instructions, an exemplary item,
and all nine emotional vignettes of the Emotion Regulation Strategy
Inventiveness Task (ERSIT) in English (translated) and German
(original).

Instructions
English (Translated)

The following test was designed to measure creativity when deal-
ing with emotional situations.

The test consists of nine subtasks. At the beginning of each sub-
task you will see a short description of an everyday situation that
either elicits fear, anger, or sadness. Read the description carefully.
Try to imagine the given situation as vividly as possible. Your task
will be to list as many ideas as possible, for changing one’s own
feelings for the better in the short or the long run; independent of
whether you would choose to carry out the strategies in the end
or not. The listed ideas should be preferably distinct from each
other. Let your thoughts run free and list everything that comes
to your mind.

Sufficient extra time will be assigned for reading each situation
description. The time for listing your ideas will be limited to 3 min.
In the end, please additionally select the idea that is the most effective
in your opinion. The investigator will watch the time and lead you

through the test. On the following page, you will be presented with
an exemplary item, which will illustrate the task.

German (Original)

Mit dem folgenden Test mochten wir erfassen, wie grofl dein
Einfallsreichtum im Umgang mit emotionalen Situationen ist.

Der Test besteht aus 9 Aufgaben. Zu Beginn jeder Aufgabe liest du
eine kurze Beschreibung einer Alltagssituation, die entweder Angst,
Arger oder Traurigkeit auslost. Lies die Situationsbeschreibungen
jeweils aufmerksam durch. Versuche dich mdglichst lebhaft in die
beschriebene Situation hineinzuversetzen. Deine Aufgabe wird es
sein, moglichst viele Ideen aufzulisten, wie man das eigene
Befinden kurz- oder langfristig zum Besseren wenden kann;
unabhingig davon, ob du diese Ideen am Ende selbst umsetzen
wiirdest. Es ist umso besser, wenn du moglichst viele verschiedene
Ideen auflistest. Lass deinen Gedanken freien Lauf und notiere
alles, was dir einfallt.

Fiir das Lesen der Situationsbeschreibungen steht dir jeweils aus-
reichend Zeit zur Verfiigung. Die Zeit, in der du deine Antworten
notieren kannst, ist auf 3 Minuten beschrinkt. Markiere im
Anschluss bitte zusitzlich die in deinen Augen wirkungsvollste
Idee. Der/Die Versuchsleiter/in wird auf die Zeit achten und dich
durch den Test fithren. Auf der folgenden Seite siehst du zunéchst
ein Musterbeispiel, das dir die Aufgabe verdeutlichen wird.
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Exemplary Item

Figure C1
Exemplary ERSIT Item in English (Translated)

Please vividly imagine the following situation:

A good colleague and you have shared an office for years, but your colleague gets a new

job and you lose contact with her. You are sad.

Please list all ideas for changing your own feelings for the better in the short or the long run that you

can think of.

)< | call her regularly.

2 | make friends with my new colleague.

3 | invite my old colleague for lunch.

4 | just forget my old colleague.

5 | eat a large sundae.

6 | just apply for the same job as my old colleague.
7 | meet my old colleague for coffee.

8

9

-
o

Note.

ERSIT = emotion regulation strategy inventiveness task.

Figure C2
Exemplary ERSIT Item in German (Original)

Bitte versetze dich moglichst lebhaft in die folgende Situation:

Eine gute Kollegin und du haben sich seit Jahren ein Blro geteilt. Deine Kollegin bekommt

einen neuen Job und du verlierst den Kontakt zu ihr. Du bist traurig.

Notiere alle Ideen, die dir einfallen, wie man das eigene Befinden in der Situation kurz- oder
langfristig zum Besseren wenden kann.

)< Ich rufe sie regelmaRig an und frage, wie es so lauft.
2 Ich freunde mich mit meiner neuen Kollegin an.

Ich lade meine alte Kollegin zum Essen ein.

Ich vergesse meine alte Kollegin einfach.

Ich esse einen groRen Eisbecher.

Ich treffe mich mit meiner alten Kollegin in einem Kaffee.

3
4
5
6 Ich bewerbe mich einfach fur die selbe Abteilung wie meine alte Kollegin.
7
8
9

Note.

ERSIT = emotion regulation strategy inventiveness task.

(Appendices continue)
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Table C1

Emotional Vignettes and Respective Masked Words in English (Translated)
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Vignette number

Vignette text

Masked words

1 Your workmate fails to deliver an important piece of information on time, causing you to fall Information, schedule
behind schedule also
2 You are accepted for a highly sought after contract, but have to fly to the location. You have a Contract, company, phobia of flying
phobia of flying
3 You answer the phone and hear that close relatives are in hospital critically ill Hospital
4 You find out that some member of your social sports team have been saying that you are not a Sports team, team, member
very good player
5 You have just gone back to university after a lapse of several years. You are surrounded by Lapse, university, student
younger students who seem very confident about their ability and you are unsure whether you
can compete with them
6 A demanding client takes up a lot of your time and then asks to speak to your boss about your Client
performance. Although your boss assures you that your performance is fine, you feel upset
7 Your access to essential resources has been delayed and your work is way behind schedule. Your Resource, schedule, progress report,
progress report makes no mention of the lack of resources progress
8 You are having a large family gathering to celebrate you moving into your new home. You want Large family, gathering, celebrate
the day to go smoothly and are a little nervous about it
9 You and your colleague usually go to a cafe after the working week and chat about what’s going Cafe, section
on in the company. After your colleague’s job is moved to a different section in the company,
he/she stops coming to the cafe. You miss these Friday talks
Note. Italic words have been modified with regular expressions to account for inflections and declensions. See analysis code for details.
e
< Table C2
;{ Emotional Vignettes and Respective Masked Words in German (Original)
E f Vignette number Vignette text Masked words
E = 1 Dein Kollege kann eine wichtige Information nicht rechtzeitig bereitstellen, sodass auch du Information, Zeitplan
= j deinen Zeitplan nicht einhalten kannst
g & 2 Du hast einen heif3 begehrten Vertrag angeboten bekommen. Das Unternehmen ist an einem weit Vertrag, Unternehmen, Flugangst
g8 entfernten Ort ansdssig und du musst dorthin fliegen. Du leidest jedoch unter Flugangst
< 2 3 Du gehst ans Telefon und erfihrst, dass nahe Verwandte schwer krank im Krankenhaus liegen. Krankenhaus
£ 2 4 Du findest heraus, dass einige Mitspieler/innen deines Sportteams gesagt haben, du seist kein/e Sportteam, Team, Mitspieler
;, 2 gute/r Spieler/in
= g 5 Nach einigen Jahren Auszeit bist du gerade wieder an die Universitit zuriickgekehrt. Du bist ~ Auszeit, Universitit, Student
£ . umgeben von jiingeren Student/innen, die sehr iiberzeugt von ihren Fihigkeiten scheinen und
2T du bist dir nicht sicher, ob du mit ihnen mithalten kannst
Y 2 6 Ein schwieriger Klient nimmt viel von deiner Zeit in Anspruch. Aufgrund deiner Leistung Klient
S :3‘ mochte er sich anschlieBend bei deinem Chef beschweren. Obwohl dein Chef dir versichert,
A § dass deine Leistung gut sei, bist du niedergeschlagen
5 = 7 Dein Zugang zu wichtigen Betriebsmitten hat sich hinausgezogert und dein Arbeitsfortschritt ist - Betriebsmittel Zeitplan, Zwischenbericht,
= deswegen weit hinter dem Zeitplan. In deinem Zwischenbericht wird das fehlende Arbeitsfortschritt
3 Betriebsmittel nicht erwéhnt
z 8 Deine GroBfamilie kommt zusammen, um deinen Einzug in deine neue Wohnung zu feiern. Du  GroBfamilie, Feier, feiern
== mochtest, dass der Tag problemlos verlauft und bist deswegen nervos
9 Du und ein gut befreundeter Kollege treffen sich normalerweise am Ende der Woche in einem Café, Cafe, Abteilung
Café und unterhaltet euch iiber die Vorkommnisse im Unternehmen. Nachdem die Stelle
deines Kollegen in eine andere Abteilung verlegt wurde, kommt er nicht mehr in das Café. Du
vermisst die Unterhaltung am Freitag
Note. Ttalic words have been modified with regular expressions to account for inflections and declensions. See analysis code for details.

(Appendices continue)
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Appendix D

Analysis of Unclassified Samples

Since there is a substantial amount of unclassified samples after
applying UMAP and HDBSCAN (Steps 5 and 6), we investigated
their content via human annotation. If the construct mining pipeline
is able to uncover the structure of psychological constructs by iden-
tifying high-density regions in the semantic space, we should be able
to classify the remaining samples with the discovered classification
scheme (Step 9), and find no to very few additional classes. Instead,
we hypothesize that samples will fall out of clusters due to their
wording rather than their content.

Figure D1

We hired one undergraduate and two postgraduate psychology stu-
dents as research assistants to complete the annotation task. We pro-
vided them with a description of the discovered classification system
(see Table 4 of the main article). The document contained a definition
of emotion regulation strategies, a guiding question and principles for
annotation, as well as descriptions of all classes including their title,
abbreviation, and an example. We provided the research assistants
with disjoint sets of unclassified sentences of equal size (n = 1,022
for two and n = 1,023 for one of the annotators), and asked them to

Label Distribution in (a) Classified Samples (Samples in Clusters) and (b) Unclassified Samples
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Note.

sitcon = situational control, self-en = self-enhancement, reapp = reappraisal, withdr = withdrawal,

instr-supp = instrumental support, dist = distraction, relax = relaxation techniques, social-supp = social
support, suppress = suppression, expr = emotional expression, therapy = therapy, info = information seek-
ing, subst-med = substances (medication), social-supp = social support, eat-drink = eating and drinking,
subst-alc = substances (alcohol). See the online article for the color version of this figure.
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label the samples with said classification system. We added the class
“other” and told them to assign this label whenever they felt that a sen-
tence does not fall into any of the provided classes. Furthermore, we
asked them to propose a new label for sentences, for which they decided
to assign the class “other.” The process was guided by a kick-off meet-
ing, regular check-ins and a closing meeting.

In order to estimate interrater reliability, we further provided each of
the annotators with a subsample of the other annotator’s batches, that
is, two subsamples of n =205 amounting to 20% of one batch. We
used Krippendorff’s o (Krippendorff, 1970) to calculate interrater reli-
ability, a measure that is suitable for imbalanced classification tasks
with multiple raters. Krippendorff’s o was o= .45, oo =.49, and
o=.51 for each of the cross-labeled subsamples. We suspect that
the moderate reliability can be traced back to sentences, where multi-
ple classes apply, since we cannot know the intention of the writer. For
example, in the situation where members of one’s sports team have
been saying that one is not a good player, some people suggest to
“approach the members about the issue.” This suggestion can either
be classified as information seeking (e.g., investigating whether or
why the members have been saying this), situational control (e.g., try-
ing to make the members stop those claims), or even emotional
expression (e.g., telling the members how those claims made you
feel). However, for our investigation it is not important to know in
which class a sentence falls exactly, but rather that it falls into any
of the discovered classes at all.

Figure D1 shows the distribution of labels within samples that fell
into a cluster (classified samples), and samples that did not (unclassi-
fied samples). The position of labels within the distribution is roughly
the same for both sets. For example, situational control is by far the
dominating class and reappraisal comes shortly after. The most infre-

quent classes comprise substances (alcohol and medication), as well
as eating and drinking. Information seeking is much more frequent
among unclassified samples, while withdrawal and self-enhancement
are more infrequent. Classes might have different levels of depen-
dence on open-ended questions. For instance, information seeking
will most often refer to the content of the situation (e.g., “I ask A
why B”), while withdrawal and self-enhancement can be expressed
in more general terms (e.g., “I quit” or “I tell myself I can do it”).

Overall, the annotators labeled 194 sentences in the unclassified sam-
ples as “other,” that is, 6.3% of all unclassified samples and 3.2% of the
entire data set. The annotators agreed on four new classes within
“other”: acceptance (n = 76), reflection (n="73), destructive social
behavior (n = 42), and self-deprecation (n = 3). Acceptance refers to
accepting the situation without valuation (e.g., “I accept the situation
and continue”). Reflection means to ponder about the incident without
ruminating (e.g., “I ask myself why I am sad”). Destructive social
behavior includes aggressive verbal and physical behavior, or thoughts
and actions of revenge (e.g., “I call them names”). Self-deprecation
means blaming oneself for negative events (e.g., “I blame myself for
not taking enough care of that person”). Reflection is close to informa-
tion seeking. While information seeking aims to clarify a situation by
involving others, reflection is looking for explanations within oneself.
As discussed in the main article, cognitive strategies might be hard to
detect with the current setup, and separate surveys for cognitive and
behavioral strategies might be sensible. Likewise, current instructions
focus on strategies that participants consider being adaptive. A separate
survey might be necessary to uncover rather maladaptive strategies,
such as destructive social behavior or self-deprecation. We conclude
that occurrences of undetected classes are sufficiently small and can
be traced back to suboptimal data collection procedures.

Appendix E

Distribution of Average Adjusted Rand Indices

Figure E1

Average Rand Indices for Different Random Seeds
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Note. Average rand indices calculated after excluding trivial solutions (i.e., number of clusters = 2). See

the online article for the color version of this figure.
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Appendix F
Cluster Top Words
Table F1
Top 10 Characteristic Words for Each Cluster Normalized by the Frequency of Words Within and Across Clusters (German Original)
Cluster Intrusion score Top words
1 0.34 dariiber, fiir, iiber, konnte, reden, freunden, rede, konnen, horen, Arbeit
2 0.96 Medikamente, nehme, Beruhigungstabletten, Beruhigungsmittel, nehmen, Tabletten, besorge, beruhigende, Flug,
Beruhigungstropfen
0.96 Zug, Alternativen, suche, Verkehrsmittel, Schiff, Bahn, fahren, Transportméoglichkeiten, Ort, suchen
0.94 fliegen, Flug, fliege, Angst, Statistiken, trotzdem, Person, Sicherheit, informiere, einfach
0.79 ablenken, lenke, ab, abzulenken, Musik, Ablenkung, Film, Sport, schauen, schaue
0.97 entspannen, meditiere, Pause, Entspannungstechniken, Entspannungsiibungen, tief, atmen, mache, atme, Atemiibungen
0.91 Therapie, Flugangst, Therapeuten, gehe, gehen, iiberwinden, Psychologen, psychologische, therapieren, versuchen
0.88 besuchen, Krankenhaus, besuche, Verwandten, fahre, Verwandte, Besuch, fahren, sofort, Person
0.65 Zeit, Spal3, erledigen, sinnvoll, Dinge, macht, derweil, tun, Hobbies, Sachen
0.86 ignorieren, vergessen, ignorieren, versuche, vergesse, versuchen, weitermachen, verdriangen, dariiber, Gedanken
0.75 rufe, anrufen, Kontakt, telefonieren, telefoniere, Freundin, Kollegen, halten, beste, regelméfig
1.00 essen, esse, Schokolade, Eis, gutes, Kaffee, gehen, trinken, kochen, gut
0.94 trinke, Alkohol, Glas, betrinke, trinken, Wein, vorher, weinen, Entspannung, Bier
0.96 anfreunden, Freunde, Kollegen, Freundschaften, neue, Freunden, befreunden, treffe, anzufreunden, versuche
0.95 treffen, Termin, Tag, Kollegen, frage, ausmachen, finden, trotzdem, mochte, neuen
0.75 Café, gehen, gehe, freitags, alleine, allein, Kaffee, Kollegen, mehr, einladen
0.91 Krankheit, informieren, informiere, erkundige, Behandlungsmoglichkeiten, Arzt, Heilungschancen,
recherchieren, krank, beschéftigen
18 0.88 ab, wechslen, wechsle, Job, Team, lehne, Vertrag, Studium, suchen, suche
19 0.85 Angst, Angste, spreche, Familie, Freunden, sprechen, Angste, reden, Nervositiit, Freundinnen
20 0.89 bereite, plane, Tag, gut, planen, vorbereiten, do, to, Liste, Plan
21 1.00 Trauer, weinen, weine, lasse, freien, Lauf, Traurigkeit, Gefiihle, verkrieche, Gefiihlen
22 0.85 Hilfe, Rat, bitte, helfen, fragen, Unterstiitzung, Freunde, bitte, Kollegen, holen
23 0.44 Zeit, Geschenk, schone, Verwandten, Person, verbringen, erleben, Momente, Erinnerungen, Zeiten
24 0.76 Fahigkeiten, stirken, eigenen, Augen, bewusst, gut, mehr, Erfahrung, Erfolge, eigene
25 0.83 hirter, trainiere, mehr, verbessern, trainieren, besser, anstrengen, versuche, beim, Leistung
26 0.88 lerne, lernen, mehr, Lerngruppen, Nachhilfe, Lerngruppe, Vorlesungen, bilden, Tutorien, beitreten
27 1.00 Zeitplan, Zwischenbericht, iiberarbeiten, anpassen, dndern, korrigieren, neuen, neu, optimieren, umstrukturieren
28 0.85 reden, dariiber, Freunden, jemandem, jemanden, sprechen, unterhalten, driiber, auslassen, jemand
29 1.00 dariiber, rede, spreche, Freunden, Freundin, Freund, erzihle, davon, gute, Kollegin
30 0.96 Familie, reden, Freunden, dariiber, sprechen, Verwandten, fremden, vertrauten, Person, anrufen
31 0.81 Information, beschaffen, Informationen, selber, bekommen, versuchen, Info, mal, versuche, wichtige
32 0.94 Arger, lasse, Wut, Frust, rauslassen, Sport, Luft, beim, boxen, rauszulassen
33 1.00 beschwere, beschweren, beim, Chef, Kollegen, Freunden, zustidndigen, dariiber, Vorgesetzen, aufregen
34 0.79 schlimm, Schuld, gut, daran, sage, bewusst, sagen, perfekt, klar, schon
35 0.80 Bericht, Beschwerde, zustindigen, Grund, Person, frage, Klienten, wer, weise, Klient
36 0.90 Chef, Situation, Vorgesetzen, erklire, Sache, dariiber, spreche, Vorgesetzte, aufzukldren, berichte
37 1.00 Chef, Trainer, rede, ansprechen, darauf, aussprechen, Aussprache, erneut, besprechen, Bescheid

Note. Clusters 1, 9, and 23 fall below the majority threshold in the intrusion task (Step 8). Clusters 4 (“fliegen”), 11 (“anrufen”), 14 (“anfreunden”),
16 (“Caf¢”), 19 (“Angst”), and 33 (“beschweren”) formed based on topic words. Cluster 35 was not interpretable regardless of a high score in the intrusion task.
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