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Abstract

Predicting a patient’s length of stay (LOS) in the intensive care unit (ICU) is a
critical task for hospital resource management, yet remains challenging due to the
heterogeneous and irregularly sampled nature of electronic health records (EHRs).
In this work, we propose S2G-Net, a novel neural architecture that unifies state-
space sequence modeling with multi-view Graph Neural Networks (GNNs) for ICU
LOS prediction. The temporal path employs Mamba state-space models (SSMs) to
capture patient trajectories, while the graph path leverages an optimized GraphGPS
backbone, designed to integrate heterogeneous patient similarity graphs derived
from diagnostic, administrative, and semantic features. Experiments on the large-
scale MIMIC-IV cohort dataset show that S2G-Net consistently outperforms se-
quence models (BiLSTM, Mamba, Transformer), graph models (classic GNNs,
GraphGPS), and hybrid approaches across all primary metrics. Extensive ablation
studies and interpretability analyzes highlight the complementary contributions of
each component of our architecture and underscore the importance of principled
graph construction. These results demonstrate that S?G-Net provides an effective
and scalable solution for ICU LOS prediction with multi-modal clinical data. The
code can be found at https://github. com/ShuqiZil/S2G-Net.

1 Introduction

There has been a growing focus on predicting patient outcomes in intensive care units (ICUs), along
with increasing research interest in applying Graph Deep Learning techniques for this purpose [53]].
This surge in attention is largely driven by the expanded use of Electronic Health Records (EHRs),
the demonstrated effectiveness of graph representation learning across diverse domains—including
recommendation systems and misinformation detection [44], financial forecasting [66]], and gene
regulatory network modeling [11]], to name a few—and the broader effort to reduce preventable
deaths through early warning systems [45].

In this work, we bridge recent techniques in the Graph Neural Network (GNN) literature with
sequence modeling methods by using graphs to model inter-patient correlations and sequence models
to capture time-series patient data, enabling accurate predictions of ICU length of stay (LOS) for
improved hospital resource allocation, management, and optimization. Despite recent progress, which
we later discuss in Section[2.2] several challenges remain. Firstly, there is a clear gap in the literature
for general-purpose models that jointly capture both temporal patient trajectories and inter-patient
correlations, particularly for tasks like ICU LOS prediction, where existing approaches tend to focus
on either temporal or spatial aspects in isolation or are tailored to narrow clinical outcomes such
as mortality or disease progression. Secondly, traditional GNNs generally operate on single-view,
static graphs, which are ill-suited for modeling heterogeneous, multi-modal clinical features and
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dynamically evolving patient relationships. Transformer-based graph backbones (e.g., GraphGPS [50]
and other Graph Transformers [58]]) are powerful but computationally demanding, with quadratic
complexity due to all-to-all node-wise communication, and they often fail to accommodate the unique
characteristics of ICU data, such as sparsity and multi-view structure. Moreover, many existing
models lack sufficient interpretability [43] (which is also critical in many real-world ML applications
such as engineering [12] or finance [4]), limiting their clinical relevance.

In this study, we propose S2G-Net (State-space x Optimized Multi-View GNN) for ICU LOS
prediction. It comprises three components: a temporal pathway using a state-space backbone (Mamba
[20]) to handle irregular and long-range temporal dependencies in patient time-series data; a graph
pathway employing an optimized GraphGPS to learn from multiple patient similarity graphs built
from diagnostic, semantic, and administrative views; and an auxiliary static-feature branch.

The main contributions of this work are:

* We propose a method for constructing heterogeneous patient similarity graphs using di-
agnostic, semantic, and administrative features, enabling richer representations of clinical
relationships compared to single-view or static graphs.

* We develop a dual-path neural architecture that unifies temporal dynamics with population-
level similarity modeling, tailored to the heterogeneous structure of ICU data.

* We adapt and enhance the GraphGPS architecture for clinical use, replacing Transformer [60]
layers with state-space models (SSMs) and introducing more efficient graph fusion strategies.

» We benchmark S?2G-Net against strong sequence, graph, and hybrid baselines on the large-
scale MIMIC-IV dataset [27], demonstrating superior performance in terms of accuracy,
resource efficiency, and calibration.

* We conduct feature attribution, ablation, and calibration analyzes to evaluate the inter-
pretability, reliability, and robustness of the model under real-world conditions.

2 Preliminaries and Related Work

2.1 Understanding the Complexities of Length of Stay Prediction

An ICU is a specialized healthcare unit providing advanced monitoring, physiologic organ support,
and expert medical and nursing care for critically ill patients [41]]. Globally, ICU resources are
limited and expensive. Bed capacity varies by region, from 4.2 beds per 100,000 people in Portugal
to 29.2 in Germany [52f], with pandemics like COVID-19 pushing occupancy above 95% in some
regions [18]]. The daily cost per ICU patient cared for in developed countries ranges from $2,000
to $5,000 per day [6} 22] (5, 33]], while prolonged hospital stays significantly increase the financial
burden on both hospitals and families. In the United States itself, ICU costs contribute nearly 20 per
cent of hospital costs [62], amounting to over $100 billion annually [30]. Beyond the costs, ICU
LOS is closely tied to patient outcomes. Prolonged LOS is related to complications like hospital
acquired infections [59], delirium, and muscle atrophy, while early discharge can lead to readmission
or worsening of the prognosis [39]. Research has shown that in developed healthcare systems, ICU
stays typically range from 3 to 8 days [42]], but vary widely depending on the condition. For example,
patients recovering from cardiac surgery may require a 1-2 day hospital stay, whereas patients with
sepsis or acute respiratory distress syndrome (ARDS) may require weeks of intensive care. Accurate
LOS prediction can help reduce inefficiencies, improve patient care, and alleviate the financial and
operational burden on healthcare systems.

In fact, the dynamic and heterogeneous nature of ICU data makes predicting ICU LOS inherently
challenging. ICU patients are continuously monitored, generating high-frequency time-series data
including vital signs (e.g., heart rate, blood pressure) [3], laboratory results (e.g., blood gases,
inflammatory markers), and interventions (e.g., medications, mechanical ventilation). These data
display complex and intricate dependencies over time and across organ systems. For example,
oxygenation may improve with diuretics in patients with heart failure, whereas worsening renal
function may coincide with hypotension or sepsis progression, creating a highly non-linear and time-
dependent problem. Moreover, in real ICU settings, only partial data points are recorded at uniform
intervals, with physiological parameters like continuously monitored heart rate and oxygen saturation
providing high-frequency data, while laboratory test results like blood gas levels or electrolyte



measurements are recorded intermittently. From a deep learning perspective, these characteristics
present several challenges: ICU records are often irregular and incomplete, with certain variables
sampled at widely varying frequencies. The data are also highly heterogeneous, varying across
patients, conditions, and treatments. This makes it difficult for models to learn consistent patterns.
Moreover, the relationships between variables are often non-linear and evolve over time, requiring
models to capture both short- and long-term dependencies. These challenges are further complicated
by the need for models to be accurate, interpretable, and robust in real-world clinical settings.

2.2 Deep Learning Approaches for Clinical Data

Temporal Sequence Models. Recurrent neural network (RNN) [54], particularly Long Short-Term
Memory (LSTM) [26] models, are widely used for patient time-series modeling [37, 40, 49]. For
example, Harutyunyan et al. [24] provided LSTM baselines for mortality, decompensation, length of
stay, and phenotype prediction on MIMIC-III [28]. LSTMs can model sequential dependencies and
have been adapted for multivariate and irregular EHR data using masking and imputation [36]. How-
ever, their performance declines with long and highly irregular ICU sequences. Recently, transformer
architectures have shown promise in EHR modeling by capturing long-range dependencies through
attention mechanisms. Models such as BEHRT [34] and Med-BERT [51] adapt transformers to
structured clinical data, while recent approaches introduce positional encodings and sparse attention
for handling irregular sampling [57]. Nonetheless, transformers are computationally intensive due to
quadratic self-attention and can overfit with limited clinical data. Structured SSMs, such as S4 and
Mamba, complement RNNs and transformers. S4 [21] achieves linear-time sequence modeling and
maintains long-term dependencies using structured kernels. Mamba [20] introduces input-dependent
recurrence for greater stability and efficiency on long sequences. Both have been applied to domains
such as genomics and time-series analysis, but applications in high error rate ICU data remain rare.

Graph-Based Patient Modeling. Patient similarity graphs can model complex multi-modal rela-
tionships between individuals. Parisot et al. [46] applied graph convolutional networks (GCNs) to
patient graphs for disease classification, constructing edges from demographic and imaging features.
Subsequent studies have extended graph-based methods [32, 9] to tasks such as readmission pre-
diction [17], medication recommendation [56]], sepsis risk forecasting [64], as well as Alzheimer’s
disease and mild cognitive impairment prediction [[10], demonstrating improvements over models
that treat samples independently. Recent advances include dynamic and heterogeneous GNNs that
capture temporal and attribute changes within patient cohorts. Dynamic GNNs model evolving edges
and features over time [67]], whereas multi-view GNNs integrate diverse data modalities (e.g., ICD
codes, labs, text) for richer representations [31, [38]]. Nevertheless, most clinical applications to
date still use static or single-view graphs due to computational and modeling complexity. Beyond
these considerations, another challenge lies in balancing local neighborhood aggregation and global
context modeling. Local-Global GNNs such as GraphGPS [50] and GLGNN [14]] address this issue
by combining message passing with global attention modules. These approaches are well-suited to
clinical graphs, where both local similarity and global cohort structure are relevant for prediction.

Hybrid Temporal-Graph Models. Models that jointly learn from temporal patient trajectories
and inter-patient graph structure have shown improved performance in clinical forecasting tasks.
GAMENet [56]] integrates GCNs with dynamic memory modules for medication recommendation,
and LSTM-GNN architectures [53]] combine sequence modeling with graph-based neighborhood ag-
gregation for ICU outcome prediction. Despite progress, most existing models inadequately integrate
temporal and relational information, lack multi-modal graph construction, or are computationally
inefficient. We address these gaps with S?2G-Net, a unified and efficient hybrid framework.

3 Methods

3.1 Problem Definition

We consider the task of predicting the ICU LOS for a set of patients using multi-modal clinical data
collected during the first 48 hours of admission. Let G = (V, £) be a patient similarity graph, where
each node v; € V represents a unique ICU stay, and (v;,v;) € & indicates clinical similarity based
on diagnosis codes, semantic embeddings, or administrative metadata. Each node v; is associated



with: (i) A multivariate time series X5 € RT*4, where T' = 48 is the number of hourly time steps
and d is the number of variables (labs, vitals); (ii) A static feature vector Xflat € R4, formed by
concatenating demographics, admission metadata, and diagnosis indicators; (iii) A continuous label
y; € Ry, representing the true ICU LOS in days. The objective is to learn a function Fg that maps
patient data and graph structure to a LOS prediction: ; = Fg (XI5, xat A(G)), where A(G) is
the adjacency matrix of the graph. Model parameters © are optimized to minimize the prediction
error over all patients: ming % vazl L(3:,yi), where L(-, -) is a regression loss. All features are
extracted strictly within the first 48 hours to ensure prospective prediction and avoid information
leakage. LOS targets are transformed using log(1 + y;) to facilitate stable learning, and predictions
are reverted with exp(g;) — 1.

3.2 Patient Graph Construction

To capture structured inter-patient relationships in ICU data, we construct a multi-view patient
similarity graph G that integrates both structured diagnostic information and semantic similarity.
Figure [I) illustrates the fusion process. The adjacency matrix for this graph serves as input to the
model graph encoder and provides inductive relational bias by embedding both clinical and linguistic
proximity among patients. The final graph defines four edge types: Type-0 for diagnosis-based
similarity, Type-1 for BERT-based semantic similarity, and two optional augmentation types, Type-2
for minimum spanning tree (MST) and Type-3 for graph diffusion convolution (GDC).
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Figure 1: Multi-view graph construction and augmentation pipeline. Graphs based on ICD codes
and BERT semantics are merged to form an initial patient graph. Connectivity and global structure
are optionally enhanced via MST bridging or GDC. The final graph captures local, semantic, and
long-range relations for downstream learning.

Diagnosis-Based Similarity Graph. We encode structured clinical similarity by constructing a
graph from filtered ICD-9/10 codes. Each patient is represented by a sparse binary vector dg €
{0,1}%, indicating assigned specific diagnosis. Edges are constructed based on pairwise similarity
using one of three strategies: (i) TF-IDF Cosine Similarity, where diagnosis vectors are reweighted by
inverse document frequency and cosine similarity selects the top-k neighbors; (ii) FAISS Approximate
KNN [29], which performs efficient inner product search over large patient sets; and (iii) Penalized
Co-occurrence, which favors patients with high diagnostic overlap while penalizing multi-morbidity
noise. After similarity calculation, we prune each node to its top-kgi,e neighbors and normalize edge
weights via log(1 + z) or z-score. We remove the bottom 30% of weak connections to improve
sparsity. The resulting graph is denoted Geing = (V, Eding)-

BERT Semantic Graph. To capture semantic similarity beyond diagnosis code overlap, we
construct a graph using sentence embeddings derived from patients’ diagnosis descriptions. For each
patient, diagnosis codes are concatenated into a single text sequence, truncated or zero-padded to 512
tokens. A pre-trained DistilBERT model [55|[13] encodes each input into a fixed-length embedding
b, € R78, Patient similarity is computed via Gaussian-kernelized Euclidean distance:

be |[b; — by|[3
wijn = exp <—2023 (D

where o is set to the median pairwise distance: ¢ = median,.;(|b; — bj\g)/\/i following [63]].
Top-kpert neighbors are retained, and the resulting graph is Goerr = (V, Epent)-

Multi-View Graph Fusion. The initial graph G = (V, £) is formed by merging Egiag and Epers,
retaining edge types for modality-aware message passing. To ensure global connectivity and capture



long-range dependencies [35]], we optionally apply two rewiring strategies: MST-based bridging to
link disconnected components, and GDC-based diffusion using first-order Personalized PageRank
[15]. A maximum out-degree of 15 is enforced via stratified edge-type sampling to preserve diversity.

3.3 Model Architecture

As illustrated in Figure 2} S2G-Net is a dual-path neural architecture consisting of temporal encoders
and multi-view graph encoders, augmented with flat feature encoders for static attributes.
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Figure 2: S2G-Net model architecture. It consists of three branches: (i) a temporal encoder based on
SSMs, (ii) a multi-view graph encoder capturing patient similarities, and (iii) a flat feature encoder
for static attributes. The final representation is formed via weighted fusion of these components.

Temporal Encoder (State-Space). Time-series data in EHRSs is typically long, sparse, and noisy. To
capture long-range dependencies efficiently, we adopt the Mamba state-space model as the temporal
encoder. Given a patient i with multivariate time-series XIS € RT*? over the first 48 hours, we first
apply a linear projection and normalization:

HEO) = GELU (RMSNorm (XiTSWO +bo)). @

This sequence is then processed through L stacked Mamba blocks to model temporal patterns. To
produce a fixed-length representation while handling missing values and variable lengths, we apply a
mask-aware pooling function over the temporal dimension:

215 = MaskPool (HE—L), mi) 3)
where m; € {0,1}7 is a binary mask indicating observed time steps.

Graph Encoder (Local GENConv + Global Mamba). To capture population-level relational
structure, we employ the multi-view patient similarity graph G = (), £) introduced in Section
Nodes represent individual patients, and edges encode heterogeneous similarity relations with typed
and weighted attributes. Each node i is initialized with its temporal embedding z]>, then projected

via a two-layer MLP with LayerNorm to produce X’Eo).



We stack L, GraphGPS blocks. In each block ¢ € {0,..., L, — 1}, we compute a local update
with GENConv layers that incorporate typed and weighted edge attributes, and a global update
with a Mamba state-space encoder applied to a degree-ordered node sequence with slight random

perturbations to resolve ties. We denote the local and global features by hy) and gy), respectively.
The block update follows a residual pre-norm design:

u” = BN(h{” +g!), )

1) = Dropout (MLP(LN(u!"))), )

xD = O L g, ©)

After L, blocks we set the node representation to z. """ = XELQ).

Static Feature Encoder. Static patient attributes x.'?* are embedded by a dedicated feedforward
module comprising linear projection, LayerNorm, GELU activation, and dropout. The resulting vector
zF'!at defined in Equation (7) is mapped into the shared latent space and provides complementary
context to dynamic and relational features.

70 7 = MLPga (x) ") (7
Fusion. To integrate information across temporal, relational, and static modalities, we perform
a weighted concatenation of the corresponding embeddings. Let A = (AGraph, ATs, Ariat) denote
modality-specific importance weights, normalized via softmax. The fused representation is given by:

Graph
z?‘sed = Concat ()\Graph z; P Ars ziTS, AFlat ziFlat) ) 8
Prediction and Auxiliary Supervision. To reduce variance from outlier values and improve
numerical stability, we supervise in the log domain. Define the monotone transform 7'(y) = log(1+y)
and its inverse T~ (z) = exp(z)—1. Let i = T(y;). The fused vector zused jg passed to a regression
head that outputs a log-domain prediction gM?"; to encourage gradient flow, an auxiliary head on the
time-series branch outputs 45, The training loss combines both outputs in the log domain:

‘Ci = (1 - Oé) ‘CHuber(y:%\/[aina gz) + « ‘CHuber(ﬁzTSa gi)a (9)
where « € [0, 1] controls the auxiliary weight. To mitigate the influence of extreme LOS values, a
sample-dependent reweighting scheme is applied (based on the original-domain label):

LYt =w(y) L, w(y) = 1471y > 7). (10)
During evaluation, we convert predictions back to the original time domain via §; =

max{0, 7~ (yM*™)} and compute all metrics in that domain. Optimization is performed using
AdamW with gradient clipping and early stopping based on validation R?.

4 Experimental Validation

Data Description. We evaluate S?G-Net on MIMIC-IV v3.1 dataset [27], a large-scale collection
of de-identified ICU records from Beth Israel Deaconess Medical Center. It comprises 65,347 adult
patients. We extract 216 features, including 174 time-series and 42 static, aligned to hourly bins
within a 48-hour window. Missing values are imputed via forward fill and decay masking. The
dataset is split patient-wise into train (70%), validation (15%), and test (15%).

Baselines. We compare our model with a baseline model suite covering three categories. (i) Sequen-
tial models include RNN [54f], BILSTM [19]], and Transformer [60] for temporal sequence modeling,
along with Mamba [20]], a recent state-space model optimized for efficient long-range dependency
learning. (ii) Graph-based models operate on static patient similarity graphs, including Graph Atten-
tion Network (GAT) [61]], Message Passing Neural Network (MPNN) [16], GraphSAGE [23], and
Optimized GraphGPS [50]], which augments local message passing with global mixing via Mamba
layers. (iii) Spatio-temporal models include LSTM-GNN [S53]], where patient time-series are encoded
via LSTM and aggregated over static graphs, and dynamic LSTM-GNNSs [53], which update graph
structure during training to reflect evolving patient states. Results differ from Rocheteau et al. due to
dataset (MIMIC-IV vs. eICU) and preprocessing differences but are used here as consistent baselines.
For completeness, XGBoost [7] is included as a non-neural baseline for structured clinical prediction.



Evaluation Metrics. We report Mean Squared Error (MSE), Mean Squared Log Error (MSLE),
Mean Absolute Deviation (MAD), log-transformed Mean Absolute Percentage Error (log-MAPE),
R? score, and Cohen’s linear weighted Kappa. MSE and R? are standard for regression; MSLE and
log-MAPE are more robust to right-skewed LOS distributions. Kappa provides discrete agreement
over stratified LOS bins. Formal definitions of all metrics are provided in Appendix [C|

Setups. We tune hyperparameters with Optuna [[1] over 75 trials, choosing the best configuration
by validation R2. The optimal setup adopts a 2-layer Mamba (128-dim) with a fusion coefficient of
A = 0.5. The patient similarity graph is built via FAISS using kg = 3, kerr = 1, and MST.

4.1 Results

S2G-Net Performance. As shown in Table1|and Figure 3| S2G-Net consistently outperforms both
neural and non-neural baselines across all 6 evaluation metrics. It obtains the highest R? (0.43+0.01)
with statistically significant improvements in R2, MSE, and Kappa. Compared to the best-performing
baseline GraphGPS, S?G-Net improves R? by around 7.5% and reduces log-MAPE by 4.1%. It also
delivers competitive results on MSLE and MAD, indicating that integrating spatio-temporal graph
model with domain-specific priors may offer benefits for clinical prediction tasks.

Table 1: Performance comparison of S?G-Net and baseline models. Mean + standard deviation over
5 runs. T indicates statistically significant improvement over the best baseline (p < 0.05). Red
highlights best results; orange indicates second-best. 1 indicates higher is better; | lower is better.

Model R* 1 Kappa 1 MSE | MSLE | MAD | log-MAPE (%) |
Proposed Model ‘

S2G-Net 0.4340.01" 0.4240.00" 14.25+0.18" 0.25+0.01 1.88+0.02 35.74+1.24
Traditional Machine Learning Model

XGBoost 0.32£0.00 0.394£0.00 17.324+0.03 0.27£0.00 1.96+0.01 47.144+0.17
Graph Neural Networks

GraphGPS

GAT 0.29£0.03 0.34+0.02 17.81+0.73 0.28£0.01 2.024+0.01 43.98+3.76
MPNN 0.32£0.00 0.36+0.00 17.194+0.04 0.284£0.00 2.01+0.00 41.204+0.83
GraphSAGE 0.29£0.03 0.34+0.02 17.804+0.64 0.28£0.01 2.034+0.01 43.70+2.94
Sequence Models

Mamba 0.33£0.00 0.36+£0.00 16.894+0.04 0.28£0.02 2.03+0.01 40.46+1.03
Transformer 0.32£0.01 0.36+0.00 16.984+0.10 0.29£0.01 2.034+0.01 44.804+1.20
BILSTM 0.31£0.01 0.35+£0.01 17.23+0.16 0.28£0.00 2.01+0.01 42.09+2.38
RNN 0.26£0.02 0.324+0.01 18.53+0.45 0.29£0.01 2.024+0.01 42.134+2.69

Hybrid Temporal-Graph Models

LSTM-MPNN 0.32+0.03 0.35+0.01 17.14£0.68 0.29+£0.01 2.02+0.02 42.73+3.33
LSTM-GAT 0.31£0.01 0.35+0.01 17.36+0.21 0.284£0.00 2.01+0.00 41.07+1.58
LSTM-SAGE 0.32+0.00 0.36+0.00 17.1440.01 0.29£0.00 2.02+0.00 42.814+1.98
DyLSTM-GAT 0.294+0.01 0.33+0.01 17.73+0.27 0.284£0.01 2.03+0.00 42.83+1.30
DyLSTM-MPNN 0.30£0.01 0.34£0.00 17.4940.29 0.2840.01 2.0240.00 44.77+2.65
DyLSTM-GCN  0.31+0.01 0.35£0.00 17.41+£0.21 0.284+0.01 2.03+0.02 44.344+3.74

Model Efficiency. Figure , b shows that S2G-Net achieves a balanced trade-off between per-
formance and computational cost. Compared to models of similar scale, it achieves higher R? in
comparable or shorter training times without significant parameter overhead (less than 2.5M), making
it a computationally efficient alternative for deployment in resource-constrained clinical settings.

Ablation Study. Regarding modality contributions, excluding static features or using only static
features each led to marked drops in model performance (Table[Z). To obtain reliable predictions, both
dynamic and static information sources are needed, and their integration is not trivially redundant.

Time window analysis reveals that longer observation windows provide substantial performance
gains, especially between 6 and 24 hours (Figure @h, d). Beyond 24 hours, the benefits plateau,
possibly attributed to noise accumulation or reduced signal correlation in long-range dependencies.
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Figure 3: Multi-dimensional analysis of S?G-Net and baselines. (a) Training cost vs. R?; (b)
Parameter count vs. R?; (c) R? vs. MSE; (d) Overall ranking by R?. XGBoost excluded for
non-comparable computational metrics.

As illustrated in Figure fip, e, Removal of physiological and vital sign features results in a notable
performance drop. Among static features, ethnicity contributes the least to performance, while
physiological and vital signals are more informative, as also verified by SHAP in Figure[5]

Table 2: Ablation study on temporal, feature, modality, and graph components. Mean =+ standard
deviation over 3 random seeds. 1 indicates higher is better; | lower is better. Missing values denote
negligible or undefined agreement. Baseline refers to full model with 48h input and all features.

Model R> ¢ Kappa 1 MSE | MSLE | MAD | log-MAPE (%) |
Reference

Baseline 0.43+0.00 0.424+0.00 14.254+0.00 0.25+0.00 1.88+0.00 35.86+0.12
Temporal Window Analysis

Last 6h 0.284+0.00 0.33+0.00 18.02+0.03 0.39+0.00 2.15+0.00 45.094+0.21
Last 24h 0.40+0.00 0.40£0.00 15.094+0.01 0.284+0.00 1.95+0.00 37.77+0.13

Feature Group Impact
No Physiology 0.3940.00 0.38+£0.00 15.40+0.00 0.31£0.00 2.1240.00 42.0340.32

No Vitals 0.40£0.00 0.39£0.00 15.16£0.00 0.2840.00 2.00£0.00 40.24+0.27

No Ethnicity 0.424+0.00 0.41+0.00 14.214+0.01 0.26+0.00 1.91+0.00 36.17+0.12

Modality Analysis

Static Only — - 34.694+1.87 1.32+0.44 3.12+0.35 93.66+10.73
No Static — — 33.43+0.00 0.994+0.00 2.91+0.00 105.54+17.01
Graph Robustness

Drop 30% 0.43+0.00 0.414+0.00 14.35+0.00 0.25+0.00 1.90%0.00 36.904+0.11

Drop 50% 0.43£0.00 0.41£0.00 14.45£0.00 0.274+0.00 1.92+0.00 37.23+£0.16

Drop 70% 0.384+0.00 0.37£0.00 15.63+0.00 0.29+0.00 2.03%0.00 42.67+0.31

Graph connectivity is further examined via controlled edge dropout (Figure @, f). Performance
degrades gradually with increasing perturbation. The model retains a relatively stable B2 up to 50%



(a) Effect of Time Window on R2? (b) Static Feature Importance on R? (c) Graph Edge Removal Impact on R?
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Figure 4: Ablation study on temporal, feature, and graph structure for R? and MSE. Dashed lines
show the 48h baseline. (a,d) 6/24/48h input windows. (b,e) Removing static features Physiological
(Phys), Vital signs (Vital), and Ethnicity (Ethn). (c,f) Edge dropout at 30%, 50%, and 70%.

edge removal. This indicate a degree of robustness to relational sparsity, a characteristic that is
important when dealing with noisy or incomplete relationship data.

Interpretability. SHAP-based analysis revealed clinically meaningful predictors (Figure[3). The
high contribution of GCS language and motor scores is consistent with previous studies, confirming
that neurological status is the ICU prognosis strong predictor [2]]. ICD codes related to acute
respiratory failure (J96.2) and acute kidney injury (N17.0) also match common ICU admission
diagnoses and mortality risk factors [47} 25]]. The effect of ICU identifiers like MICU and SICU
reflects differences in patient severity and treatment protocols by specialty. Its excellent calibration
performance (ECE = 0.003) provides reliable predictive results for real-time clinical decision support.
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Figure 5: Top 12 features by SHAP importance, combining diagnosis-related and static features.

5 Conclusion

In this work, we introduced S2G-Net, a novel dual-path neural architecture for ICU LOS prediction.
Our model uniquely combines SSMs to capture temporal patient data and GNNs to represent
inter-patient relationships, leveraging this as a geometric prior. The results demonstrated that this
hybrid approach consistently outperformed existing baselines on the large-scale MIMIC-IV dataset,
proving to be a highly effective and computationally efficient solution for a critical task in healthcare.
Importantly, this research validates the importance of a holistic approach that considers both an
individual patient’s trajectory and relationships within the patient population. Future work will include
external validation of S?G-Net on independent cohorts to assess generalizability and extending it to
broader clinical tasks and real-time decision support to enhance patient care and resource efficiency.
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A Compute Resources

All experiments are conducted using Python 3.8 with CUDA 11.8. For reproducibility, training and
evaluation require access to GPUs such as NVIDIA RTX 3090/4090 or Tesla V100/A100, each
with >12 GB of VRAM. A minimum of 32 GB of system memory is necessary to process the full
MIMIC-1IV dataset, and approximately 60 GB of local storage is used to accommodate raw and
processed files. Experiments are executed under Linux environments, with Windows supported
through WSL2.

B Dataset Statistics

Table 3: MIMIC-IV Cohort Statistics and Characteristics. Missing rate: 53.8% for height; Other
Units include Neuro ICU, Neuro Stepdown, and miscellaneous units. SD: Standard deviation. Ranges
contain extreme outliers from raw data (e.g., weight up to 5,864 kg, height up to 445 cm).

Dataset Overview \ ICU Unit Distribution
Characteristic Count % \ ICU Unit Count %
Total ICU Stays 65,347 100.0 Medical ICU 12,732 19.5
Training Set 45,742 70.0 Cardiac Vascular ICU 11,520 17.6
Validation Set 9,802 15.0 Med./Surgical ICU 10,102 15.5
Test Set 9,803 15.0 Surgical ICU 8,980 13.7
Temporal 3,716,112 — Trauma SICU 7,791 11.9
Records
Static Features 42 - Coronary Care Unit 7,127 10.9
Other Units 7,095 10.9
ICU LOS Distribution \ Patient Demographics
Statistic Hours Days \ Characteristic Value Range/Dist.
Mean = SD 84.0+£1224 3.5+£5.1 | Age (years), mean = SD 64.7+17.1 18-103
Median 46.0 1.9 Male Gender 36,710 56.2%
25th Percentile 26.2 1.1 Female Gender 28,637 43.8%
75th Percentile 89.5 3.7 Weight (kg), mean+ SD  75.0 £39.4 1-5,864
Range 0.03-3,361.3  0.001- Height (cm), mean + SD  169.3 + 13.8 3-445
140.1

C Evaluation Metrics

Mean Squared Error (MSE). MSE quantifies the average squared difference between the predicted
and true LOS values, providing a standard measure of prediction accuracy:

1 & .
MSE = — ;(yi ~ i)
where y; and g; denote the true and predicted LOS for patient <.
Mean Squared Logarithmic Error (MSLE) [48]. Given the right-skewed distribution of LOS in
ICU cohorts, MSLE offers a more robust assessment by penalizing large relative errors while being

less sensitive to extreme outliers:

N
1 N 2
MSLE = N Z_; (log(y; +1) —log(y: + 1))

Mean Absolute Deviation (MAD) [63]. MAD measures the average absolute error, providing an
interpretable, outlier-robust assessment:

1 N
MAD = N;L%—yﬂ
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Log-transformed Mean Absolute Percentage Error (log-MAPE). Define ¢; = log(1 + y;) and
¢; =log(1 + ¢;). Then

100% o= |6 — 4
N max{l;,e} ’

MAPEiog 1, =
where € > 0 avoids division by zero.

Coefficient of Determination (R?) [48]. The R? score quantifies the proportion of variance in
LOS explained by the model:

R2_1_ Z%l(yi —9:)?
>im1 (Y — )2

where § is the mean observed LOS.

Linear Weighted Kappa (Kappa) [8]. LOS predictions are discretized into 10 bins. The linear
weighted kappa measures agreement between predicted and actual bins, accounting for chance
agreement:
gy = Do T PE
1 —p¢
where p is the weighted observed agreement and p?’ is the weighted expected agreement by chance.
Linear weights are assigned based on bin distance:

|i — 4
k-1

wijilf

where £ = 10 bins and ¢, j are bin indices. This weighting gives full credit for exact agreement,
partial credit for near predictions, and penalizes distant disagreements proportionally.

Table 4: Resource Consumption Comparison of Baseline Models. XGBoost is excluded as its
computational metrics are not comparable to neural models.

Model Params GPU-h VRAM (GB)
Proposed Method

S?G-Net 2.3M 0.173 6.4
Graph Neural Networks

GraphGPS 1.7M 0.044 53
GAT 820.7K 0.023 2.6
MPNN 821.1K 0.084 2.0
GraphSAGE 306.2K 0.025 1.5
Sequence Models

Mamba 692.9K 0.009 1.6
Transformer 1.8M 0.060 24
BiLSTM 249.3K 0.006 1.4
RNN 225.3K 0.013 1.3
Hybrid Temporal-Graph Models

LSTM-MPNN 852.5K 0.067 2.0
LSTM-GAT 993.4K 0.040 32
LSTM-SAGE 318.6K 0.032 2.9
DyLSTM-GAT 546.9K 0.027 2.3
DyLSTM-MPNN  819.6K 0.036 2.5
DyLSTM-GCN 257.7K 0.027 1.8

D Efficiency and Resource Consumption

Table analyzes the memory and computational trade-offs of each approach. S?G-Net integrates both
a temporal state-space encoder and a relational graph module, keeping practical resource consumption:
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it requires 2.3M parameters, 0.173 GPU-hours per run, and a peak VRAM of 6.4 GB. This is modestly
higher than GraphGPS (1.7M params, 5.3 GB VRAM) and substantially lower than ensemble or
multi-stage architectures that are often infeasible in real-world deployments.

E Hyperparameter Sensitivity

We performed 75 independent trials using Optuna’s tree-structured Parzen estimator (TPE) [1]].
Figure Eh shows that validation R? increases steadily across 75 optimization trials, improving
rapidly at first and tapering after approximately 12 trials. The performance histogram (Figure [6b)
demonstrates a unimodal distribution, suggesting stable search behavior and the absence of degenerate
hyperparameter regions.

(a) Hyperparameter Optimization Convergence (b) Performance Distribution
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0.42 1
50 :
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Figure 6: Hyperparameter optimization convergence. (a) Validation R? scores over 75 trials (exclud-
ing failures with R? <0), including individual scores, an 8-trial moving average, and the best score.
(b) Distribution of validation R? scores. The red dashed line marks the best score (0.4337), and the
dotted line shows the mean (0.4115).

Figure [/| shows hyperparameter importance. The learning rate dominates (0.502), indicating the
performance of S2G-Net is highly sensitive to this setting, with suboptimal values causing marked
degradation. Batch size (0.221) is the second most influential but far less critical. All other param-
eters, including fusion (\), model depth, hidden/state dimensions, and regularization or pooling,
each contribute under 6% to validation R? variance and can be tuned within broad ranges without
substantial impact.

Learning Rate - 0.502
Batch Size 0.221
Fusion Weight o 0.059
Mamba State Dim 0.056
Gradient Clipping 0.042
Mamba Hidden Dim 0.040
Mamba Layers 0.032
GPS Layers 0.017
Mamba Dropout 4| 0.011
sampling_config 4| 0.010
Mamba Pooling 4| 0.009
GPS Dropout - 0.002
0.0 Oil 0?2 Oi3 0?4 OiS

Hyperparameter Importance

Figure 7: Hyperparameter sensitivity. Importance scores reflect each hyperparameter’s impact on
validation R? using Optuna’s TPE.
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F Hyperparameter Tuning

Table [5| shows that the optimal S2G-Net model used a 2-layer Mamba encoder with 128 hidden
dimensions and 16 state dimensions, a 2-layer GraphGPS module, dropout rates of 0.1, and last
pooling in the time-series encoder. The fusion coefficient A was set to 0.5, the learning rate to
1.7 x 10~4, and the batch size to 32. The neighborhood sampling sizes are 15 and 10 for the first and
second hops, respectively. The learning rate was sampled log-uniformly in [1 x 1075, 1 x 1073]
using Optuna’s TPE; the best value selected by validation RMSE (RMSE = +/MSE) was 1.7 x 104,
Hyperparameter optimization is conducted strictly on the validation set; the test set was used only for
final model evaluation.

Table 5: Hyperparameter search space and the best-performing values selected by validation RMSE
for S2G-Net.

Parameter Search Space Best Value

Mamba d_model 64, 128, 256 128

Mamba layers 2,3, 4 2

Mamba d_state 16, 32, 64 16

Mamba dropout 0.1,0.2 0.1

Mamba pooling mean, last last

GPS layers 2,3,4 2

GPS dropout 0.1,0.2 0.1

Fusion A 0.3,0.5,0.7 0.5

Learning rate log-uniform 1.7 x 107%
[1x 1075, 1 x 1073

Batch size 32,64, 128 32

Gradient clipping 0.0,2.0, 5.0 2.0

Sampling config (N, L) (15, 10), (25, 15) (15, 10)

G Graph Construction Analysis

Table [6] shows 10 highest-scoring graph construction. The FAISS and TF-IDF methods are heavily
weighted in the top results, while the MST reconnection strategy appears in high-ranking config-
urations. It indicates that S2G-Net benefits from multi-view edges and judicious use of sparse
connectivity, rather than indiscriminately increasing graph density. Moreover, small changes in & or
similarity methods typically result in only minor differences in performance.

Table 6: Top 10 graph-construction settings ranked by R2. Density is scaled by 10~ for readability;
|E| denotes edge count.

Kdae kperr Edge Method Rewiring | |E| Density | R? 1

3 1 FAISS MST 206,847 96.88 | 0.4375
1 3 Penalize None 237,179 111.09 | 0.4361
1 1 TF-IDF MST 107,057 50.14 | 0.4321
1 3 FAISS None 242,833  113.73 | 0.4304
1 1 FAISS None 112,231  52.57 | 0.4293
5 1 FAISS MST 294,081 137.74 | 0.4272
1 1 TF-IDF None 107,057 50.14 | 0.4271
3 1 TF-IDF None 186,078  87.15 | 0.4264
1 1 Penalize None 106,614  49.93 | 0.4249
3 3 TF-IDF GDC 316,726 148.34 | 0.4241

H Reliability and Calibration

We evaluated the probabilistic predictions of S2G-Net using a calibration plot (Figure . The curve
highly matches the actual LOS values within each interval, giving a standardized expected calibration
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error of 0.003, showing that the calibration error is minimal. The accompanying histogram further
confirms the good calibration of the prediction results within the clinically relevant LOS range.

(a) Calibration Curve
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Figure 8: Reliability diagram comparing predicted and actual values across prediction bins, with a
distribution histogram.
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