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ABSTRACT

Communication between multiple language model (LM) agents has been shown
to scale up the reasoning ability of LMs. While natural language has been the
dominant medium for inter-LM communication, it is not obvious this should be
the standard: not only does natural language communication incur high inference
costs that scale quickly with the number of both agents and messages, but also
the decoding process abstracts away too much rich information that could be oth-
erwise accessed from the internal activations. In this work, we propose a simple
technique whereby LMs communicate via activations; concretely, we pause an
LM B’s computation at an intermediate layer, combine its current activation with
another LM A’s intermediate activation via some function f , then pass f ’s output
into the next layer of B and continue the forward pass till decoding is complete.
This approach scales up LMs on new tasks with zero additional parameters and
data, and saves a substantial amount of compute over natural language communi-
cation. We test our method with various functional forms f on two experimental
setups—multi-player coordination games and reasoning benchmarks—and find
that it achieves up to 27.0% improvement over natural language communication
across datasets with <1/4 the compute, illustrating the superiority and robustness
of activations as an alternative “language” for communication between LMs.

1 INTRODUCTION

Language is for the purpose of communication. As large language models (LLMs) have been in-
creasingly used to power autonomous, goal-driven agents capable of reasoning, tool usage, and
adaptive decision-making (Yao et al., 2023; Xi et al., 2023; Wang et al., 2024; Ahn et al., 2022;
Schick et al., 2023; Shen et al., 2023; Park et al., 2023; Nakano et al., 2022), communication be-
tween multiple cooperating agents has emerged as an intuitive approach to amplify the reasoning
capabilities of LLMs (Wu et al., 2023). Explicit communication in natural language between multi-
ple LLMs has been shown to encourage divergent thinking (Liang et al., 2023), improve factuality
and reasoning (Du et al., 2023), enable integration of cross-domain knowledge (Sukhbaatar et al.,
2024), and allow for modular composition of abilities in a complementary manner (Wu et al., 2023;
Prasad et al., 2023).

A critical problem with natural language communication, however, is that it incurs extremely high
inference costs that scale quickly with the number of agents as well as length and number of mes-
sages (Du et al., 2023; Yang et al., 2023; Wu et al., 2023). Restricting LLM communication to
natural language also raises the question: as LLMs are increasingly capable of handling larger, more
complex tasks (sometimes with “super-human” ability) (Wei et al., 2022; Burns et al., 2023), might
they communicate more effectively in representations of higher dimension than natural language?
While using natural language as a communicative medium is appealing due to its interpretability,
we claim that it may not be optimal for inter-LLM communication. Natural language generation
uses only one token to represent the model’s belief over the entire vocabulary, which risks losing
information embedded within the model output logits (Pham et al., 2024); furthermore, a model’s
belief over the entire vocabulary is itself not always better (for communicative purposes) than the
model’s (often richer) representation of the input in earlier layers. Indeed, Hernandez et al. (2024)
find that by around the halfway point of an LM’s computation, it has developed “enriched entity rep-
resentations” of the input, where entities in the prompt are populated with additional facts about that
entity encoded in the model’s weights; but by the later layers these embeddings are transformed into
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a representation of the next word which leverages only parts of the previous, richer representations,
when that full embedding would be quite useful for communication.

Motivated by these concerns, this work outlines a simple technique whereby LLM agents communi-
cate via activations, thus enabling more efficient (i.e., higher-entropy) communication at a fraction
of the number of forward passes required at inference time. Concretely, we (1) pause a Transformer
LM B’s computation at intermediate layer j in the residual stream; (2) combine its post-layer j acti-
vation with another LM A’s post-layer k activation via some function f ; and then (3) pass f ’s output
into the next layer j+1 of B and continue its forward pass till decoding is complete. This approach
scales up LLMs on new tasks by leveraging existing, frozen LLMs along with zero task-specific pa-
rameters and data, applying to diverse domains and settings. Furthermore, in requiring only a partial
forward pass through A and one forward pass through B, this method saves a substantial amount of
compute over traditional natural language communication, which we quantify in Section 3.2.

We validate our method by testing this approach with various functional forms f on two experi-
mental setups: two multi-player coordination games, where B is asked to complete a task requiring
information provided in a prompt to A; and seven reasoning benchmarks spanning multiple do-
mains: Biographies (Du et al., 2023), GSM8k (Cobbe et al., 2021), MMLU High School Psychol-
ogy, MMLU Formal Logic, MMLU College Biology, MMLU Professional Law, and MMLU Public
Relations (Hendrycks et al., 2021). Our activation communication protocol exhibits up to 27.0%
improvement over natural language communication across these datasets, using <1/4 the compute.
Critically, unlike prior work which test inter-LLM communication only on large-scale (>70B) mod-
els (Du et al., 2023; Liang et al., 2023), we find that our approach generalizes across a wide array of
LLM suites and sizes, enabling even smaller LLMs to unlock the benefits of communication.

In summary, our contributions are two-fold:

• We propose a novel inter-model communication protocol for LLM agents that is purely
activation-based.

• We perform comprehensive experiments to validate the improved performance of activation
communication over traditional natural language communication. We also formally quantify
our approach’s compute savings over natural language communication, illustrating the supe-
riority and robustness of activations as an alternative “language” for communication between
LMs.

2 RELATED WORK

Multi-agent communication The field of multi-agent communication has a long-standing history.
Notably, prior works on emergent communication have showed that agents can autonomously evolve
communication protocols when deployed in multi-agent environments that enable cooperative and
competitive game-play (Sukhbaatar et al., 2016; Foerster et al., 2016; Lazaridou et al., 2017). How-
ever, recent experiments have demonstrated that learning meaningful languages from scratch, even
with centralized training, remains difficult (Lowe et al., 2020; Chaabouni et al., 2019; Jaques et al.,
2019).

With the emergence of large pre-trained language models, allowing communication between LLMs
in natural language has hence become a promising approach to enable coordination among multiple
LLM agents (Li et al., 2023). Recent works have demonstrated that such conversations enable inte-
gration of cross-domain knowledge (Sukhbaatar et al., 2024), modular composition of abilities in a
complementary manner (Wu et al., 2023), and improved task performance via splitting into subtasks
(Prasad et al., 2023). Most notable is multiagent debate introduced by Du et al. (2023), where LLMs
provide initial responses and then make refinements by iteratively considering inputs from peers.
While such methods have been shown to improve performance on various tasks over vanilla and
majority-vote (Wang et al., 2023) style prompting, these experiments have only focused on large
models (GPT-3.5/4, LLaMA2-70B and up), leaving the efficacy of debate on smaller, open-source
models underexplored; our study addresses this gap by reimplementing Du et al. (2023) in exper-
iments with smaller-scale (1 − 70B) models. More crucially, debate and similar natural language
communication methods are extremely computationally expensive, which this work addresses (Yang
et al., 2023; Wu et al., 2023).
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Notably, Pham et al. (2024) propose CIPHER, which uses input (tokenizer) embeddings (as opposed
to activations) to enable multi-agent communication; specifically, CIPHER passes the average tok-
enizer embedding (weighted by the LLM’s next-token probabilities) between models. While (Pham
et al., 2024) show this approach outperforms natural language debate, it (i) still faces substantial
information loss relative to the model activations and (ii) does not save compute, as the number of
these “average embeddings” passed between models is the same as the number of tokens passed
between models in natural language communication.

Activation engineering Activation engineering involves editing an LLM’s intermediate layer rep-
resentations during a forward pass to create desired changes to output text (Li et al., 2024; Turner
et al., 2023). Past work has explored extracting latent steering vectors from a frozen LLM to control
quality and content of completions (Subramani et al., 2022), as well as using “direction” vectors
(computed as the difference in activations between two prompts) that enable inference-time control
over high-level properties of generations (Li et al., 2024; Turner et al., 2023). This work involves
activation editing that is similar to such prior works at a high level, though for the purpose of com-
munication between LLM agents.

Model composition and grafting Composing expert models has been a recurring strategy to im-
prove large models, with different methods imposing different restrictions on the types of base LLMs
that can be combined. Mixture of Experts (Shazeer et al., 2017) requires that all experts are trained
simultaneously using the same data; Branch-Train-Mix (Sukhbaatar et al., 2024) trains a single base
LM multiple times on different datasets, then learns a router on outputs. Crucially, these methods do
not work when neither model can do the task at hand well (i.e., they solve the problem of choosing
which of several outputs is best, not that of generating a high-quality output by recombining the
disparate abilities of the various base LMs).

Model grafting, in contrast, seeks to merge different models immediately prior to or at inference-
time. Past works have explored this at the parameter level (e.g., task vector averaging as in Ilharco
et al. (2023), which requires that the base models be well aligned), probability distribution / token
level as in Shen et al. (2024) (which imposes few restrictions on the relationship between the base
models, but by virtue of being token-based can result in cascading errors during decoding), and
activation level (e.g., CALM (Bansal et al., 2024) which learns an attention layer on top of two
models’ intermediate layer activations and thus enables broader integration of model abilities than
token-level methods, but requires re-tuning of the attention mechanism for every model pair). In
this work, we seek to unify CALM and other activation-level grafting techniques under a single
framework, parameterized by the function f used to combine activations; crucially, we explore
simple forms of f (e.g., sum, mean) that—unlike Bansal et al. (2024)—require zero additional task-
specific parameters and data, and are far more compute-efficient.

3 COMMUNICATING ACTIVATIONS BETWEEN LANGUAGE MODELS

We propose a simple yet effective technique whereby language models communicate via activa-
tions. We detail our approach in Section 3.1; provide analytical models of the compute saved over
natural language communication in Section 3.2; and discuss the intuition behind this approach in
Section 3.3.

3.1 METHOD

Consider two language models, A and B, and some setting in which B must perform a task where
it would benefit from knowledge given to A as a prompt/encoded in A’s weights (example settings
in Section 4.1/Section 4.2 respectively). We propose incorporating information from A’s post-layer
k activation hA,k into B’s post-layer j activation hB,j (and vice versa, though for simplicity we
henceforth only discuss the first direction) (Figure 1, left).

More formally, suppose A and B (which have model dimensions dA and dB respectively) are given
prompts xA and xB respectively, where xA is of length tA tokens and xB is of length tB tokens.
We first run a partial forward pass of B until layer j (henceforth denoted B≤j(xB)) to get hB,j ∈
RtB×dB . Then we (1) run a partial forward pass of A until layer k to get A≤k(x1) := hA,k ∈

3
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Figure 1: Overview of activation communication. (Left) Our method involves (1) pausing a Trans-
former LM B ’s computation at layer j in the residual stream; (2) combining its post-layer j acti-
vation with another LM A ’s post-layer k activation via some function f ; then (3) passing f ’s

output into the next layer j + 1 of B and continuing the forward pass till decoding is complete.
(Right) Any function f can be used to combine A and B’s activations; we explore letting f be
the sum, mean, and replacement functions, as well as a task-agnostic learned linear layer (details in
Section 3.1).

RtA×dA ; (2) replace the activation of the last token (hB,j)tB ∈ RdB ←− f((hA,k)tA , (hB,j)tB ) for
some function f : RdA+dB → RdB ; then (3) continue B’s forward pass till decoding is complete,
resulting in an output y = B>k(hB,j).

Let a = (hA,k)tA , b = (hB,j)tB . For sake of simplicity assume dA = dB .1 We consider three
non-learned functions f :

f(a, b) = a+ b (sum)

f(a, b) =
1

2
(a+ b) (mean)

f(a, b) = a (replace)

For cases where, due to differences in A and B’s training, A and B’s activation spaces are quite
different, we propose learning a task-agnostic (depends only on the models A and B) linear layer
W ∈ RdB ×RdA that projects a onto B’s activation space. Note that this introduces zero additional
task-specific parameters and data, as we propose learning this “mapping matrix” W only once for
each model pair (A,B) using general text, e.g. sequences from A and/or B’s pretraining data mixes.
We can then perform sum, mean, or replace with Wa, b instead of a, b. We propose training W
to minimize MSE loss over a dataset of N sentences

LMSE

(
{y(i)}Ni=1, {z(i)}Ni=1

)
=

1

N

N∑
i=1

∥∥∥z(i) −Wy(i)
∥∥∥2
2

1When dA ̸= dB , the sum, mean, and replace functions are defined as follows. Let d = min(dA, dB) and
◦ the concatenation operator. Then:

f(a, b) = b1:max(dB−d,0) ◦
(
bmax(dB−d,0)+1:dB + amax(dA−d,0)+1:dA

)
(sum)

f(a, b) = b1:max(dB−d,0) ◦
1

2

(
bmax(dB−d,0)+1:dB + amax(dA−d,0)+1:dA

)
(mean)

f(a, b) = b1:max(dB−d,0) ◦ amax(dA−d,0)+1:dA (replace)

4
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where each (y(i), z(i)) pair denotes the final-token layer-26 activations of A and B at layers k and
j respectively given the same sentence as input.

3.2 COMPUTE ANALYSIS

To understand the significance of activation communication, we must formally quantify the compute
this procedure saves over natural language communication. For simplicity suppose the following
(similar calculations can be made for the cases where A and B have differing model architectures
and/or are given different prompts):

• A and B both have L layers (each with H attention heads, key size K, and feedforward
size F ), dimension D, and vocab size V

• A and B are both given a prompt of P tokens
• A can send B a single M -token message
• B must produce an output of T tokens, given its prompt and A’s message

Traditional methods require M forward passes of A given a P -length input, plus T forward passes
of B given a (P +M)-length input. Following Hoffmann et al. (2022), this requires

M
(
4PV D + L(8PDKH + 4P 2KH + 3HP 2 + 4PDF )

)
+ T

(
4(P +M)V D

+ L(8(P +M)DKH + 4(P +M)2KH + 3H(P +M)2 + 4(P +M)DF )
) (1)

FLOPs. In contrast, at inference time, our method requires only 1 partial (up till the kth layer)
forward pass of A given a P -length input, T forward passes of B given a P -length input, and the
activation replacement procedure. This requires

2PV D + k(8PDKH + 4P 2KH + 3HP 2 + 4PDF ) + T
(
4PV D

+ L(8PDKH + 4P 2KH + 3HP 2 + 4PDF )
)
+ F(D)

(2)

FLOPs, where F(D) = O(D) for non-learned f and O(D2) when f is the mapping matrix.

In all practical cases, (2) is substantially lower than (1).

3.3 WHY SHOULD THIS WORK?

Recall that Pham et al. (2024) propose CIPHER—communicating the average tokenizer embedding
(weighted by the LLM’s next-token probabilities) between models. We build upon the intuition be-
hind CIPHER, which goes as follows: the token sampling process during decoding risks substantial
information loss from the model’s output logits, and communicating a model’s weighted-average
tokenizer embedding essentially entails communicating both that model’s final answer and its belief
in that answer (over the entire vocabulary).

Communicating activations, then, can be thought of as communicating a strict superset of {next-
token prediction, belief over entire vocabulary}, as activations of late-enough layers essentially en-
code the model’s entire knowledge about the provided context as well as its predicted completion
and confidence in that completion (see Figures 1 and 7 in Hewitt & Manning (2019) and Hernandez
et al. (2024), respectively, which show that linear probes tasked with predicting certain output char-
acteristics from a Transformer’s intermediate layer embeddings of its input work poorly for early
layers, extremely well after around the halfway point of computation, but then probe accuracy drops
closer to the final layers).2 Indeed, these curves of probe accuracy by layer indicate that the final lay-
ers and LM head “throw away” information not useful for next-token prediction that very well could
be useful for communicative purposes; this is precisely why our proposed activation communication
technique is not an iterative approach (there is no notion of “rounds” like in debate and CIPHER,
which require an additional token budget to extract more and more information out of the LM), as
one activation grafting step from A to B inherently communicates to B all of A’s knowledge/beliefs

2Note one important critique of multiagent debate: that in cases where multiple agents are uncertain about
the answer, there is no reason why referencing other agents’ answers would generate more factual reasoning.
Both CIPHER and activation communication solve this problem, as some notion of model confidence is being
communicated along with its next-token prediction.

5
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Table 1: Multi-player coordination games. Sample (prompt, answer) pairs for each game.

Game Sample Prompts & Ground-Truth Answer

Countries
xA: “Alice is at the Acropolis of Athens.”
xB : “Which country is Alice located in?”
B’s Expected Answer: “Greece”

Tip Sheets

xA: “Acme Inc. has taken a nosedive, as its quarterly earnings have

dipped 8%. Meanwhile Doe LLC and Kiteflyer Labs have both reached

record-high stock prices of 89, but Kiteflyer is involved in an IP
lawsuit with its competitors.”
xB : “You must invest in one company out of {Acme Inc., Doe LLC,

Kiteflyer Labs}. Which do you invest in?”
B’s Expected Answer: “Doe LLC”

Table 2: Accuracies (%) on both coordination games using two identical LLaMA family models.
Communication at layer k = j = 26. 95% confidence intervals (1000 bootstrap iterations) reported
in parentheses.

Model Method Accuracy (Countries) Accuracy (Tip Sheets)

LLaMA-3.2-3B

✗ 0.0 (0.0, 0.0) 38.6 (38.6, 39.4)
SKYLINE 84.0 (83.5, 84.1) 100.0 (100.0, 100.0)
NL 69.0 (68.7, 69.3) 74.3 (74.0, 74.6)
AC (sum) 34.0 (33.9, 34.4) 50.0 (49.6, 50.3)
AC (mean) 36.0 (35.5, 36.1) 80.0 (79.8, 80.4)
AC (replace) 78.0 (77.7, 78.2) 90.0 (89.9, 90.3)

LLaMA-3.1-8B

✗ 2.0 (1.9, 2.1) 54.3 (54.2, 54.5)
SKYLINE 86.0 (85.7, 86.1) 100.0 (100.0, 100.0)
NL 77.0 (76.6, 77.1) 85.7 (85.3, 85.8)
AC (sum) 71.0 (70.9, 71.4) 85.7 (85.5, 86.0)
AC (mean) 70.0 (69.7, 70.3) 92.9 (92.7, 93.1)
AC (replace) 83.0 (82.7, 83.1) 95.7 (95.6, 95.9)

about the prompt it was given. Moreover, the extra information over the model’s next-token predic-
tion and confidence that is encoded in its activations is what makes activation communication more
performant than its natural language counterpart, as we will see in Section 4.

4 EXPERIMENTS

We test our method on two distinct experimental setups: multi-player coordination games (Sec-
tion 4.1) and reasoning benchmarks (Section 4.2). Qualitative results are available in Appendix A.

4.1 MULTI-PLAYER COORDINATION GAMES

Drawing from existing literature on multi-agent communication, we design two Lewis signaling
games (Lewis, 2008; Lazaridou et al., 2016) to test the efficacy of activation communication (exam-
ple prompts and answers in Table 1):

1. Countries, where A is given as input a string of the format “[PERSON] is at the
[LANDMARK]” and B is asked “Which country is [PERSON] located in?”

2. Tip Sheets (inspired by Lewis et al. (2017)), where A is given a simulated “tip sheet” and
B is asked to make an informed investment decision in accordance with the information in
the tip sheet.

6
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Figure 2: 2D contour plots of accuracy over different values of k and j (the layers at which
we access/edit activations for A/B respectively). k = j = 26 is roughly optimal ( ) for both (a)
Countries and (b) Tip Sheets.

We synthetically generate 100 (Countries) and 70 (Tip Sheets) different prompts and answers of the
same format as the samples in Table 1, and report the proportion out of those samples that B responds
with an exact string match to the ground truth answer. As baselines, we consider a “silent” (✗) setup,
where the agents are not allowed to communicate; a “single-agent skyline,” where a single LLM is
given the concatenation of A and B’s prompts; and traditional natural language communication,
where A is asked to output a message that is then given to B along with xB . All decoding is done
greedily.

Table 2 presents the results for both coordination games using 2 different instances of the same
model as the agents (A = B). Across the 3B and 8B model sizes, activation communication (AC)
with f = replace almost completely recovers the gap between the zero-communication (✗) and
the single-agent skyline (SKYLINE), outperforming natural language communication (NL) using far
less compute. We hypothesize that replace is more effective than mean and sum as the former is
guaranteed to output a vector within B’s activation space, while the latter two likely do not (e.g., the
norm of the vector outputted by sum will be around double that of a typical activation). Furthermore,
most of the information B needs is likely contained in its representations of previous tokens in the
sequence, hence losing its final-token representation does not hurt.

4.2 REASONING BENCHMARKS

Next, we test our methods on a variety of reasoning benchmarks, spanning several real-world tasks
and domains.

Baselines We benchmark activation communication against the following two baselines:

• Single Model: A single LLM responds to the prompt in natural language.

• Natural Language Debate (NLD) (Du et al., 2023): Each LLM provides an initial re-
sponse to the given prompt. Then, for each of r − 1 subsequent rounds, each LLM is
prompted to refine its previous response given the other agents’ responses as input. Note
that NLD is the most direct baseline for our approach, as it is a state-of-the-art natural
language communication protocol. We fix r = 2 in our experiments.

7
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Note that we do not compare to Pham et al. (2024), as they communicate the input (tokenizer)
embeddings rather than activations/output embeddings between models, and hence require a shared
tokenizer between agents which prevents applicability to our experimental setup.

To determine the values of k and j for activation communication (AC), we compute the accuracy
on Countries and Tip Sheets for every pair (k, j) ∈ {1, . . . , 30}2. Based on these results (shown in
Figure 2) as well as Table 2, we fix k = j = 26 and f = replace for the following experiments.

Across all experiment configurations, we fix the decoding strategy to nucleus sampling with p = 0.9.

Models We conduct most of our experiments using LLaMA-3.2-3B and LLaMA-3.1-8B as the two
agents. Additionally, to test our approach’s robustness and generalizability, we conduct experiments
with models belonging to various other suites within the LLaMA family and of several different sizes.

Note that for these experiments, we restrict the setting to communication between different models
(rather than multiple instances of the same model in Section 4.1), since the same model would have
identical activations for the same prompts, meaning no information would be communicated in the
grafting process. We argue that the multiple-model setting is realistic (perhaps more so than the
setting of multiple instances of the same model), as recent advances in LLM development have led
to the release of models with specialized abilities (Singhal et al., 2023) and of different sizes (Dubey
et al., 2024) that merit complementary usage. Our work thus answers the question: How can we get
the best performance by leveraging multiple models of distinct capabilities and sizes, relative to the
added inference-time compute over a single forward pass through any single model?

Datasets We evaluate our technique on seven reasoning datasets that span various real-world tasks
and domains: (i) Biographies (Du et al., 2023), which asks the LLM to generate a factual biography
of a famous computer scientist; (ii) GSM8k (Cobbe et al., 2021), a variety of grade school math
problems created by human problem writers; and (iii) 5 datasets randomly drawn from MMLU
(Hendrycks et al., 2021): High School Psychology (from the Social Sciences category), Formal
Logic (from the Humanities category), College Biology (from the STEM category), Professional
Law (from the Humanities Category), and Public Relations (from the Social Sciences category).
We evaluate on a randomly-sampled size-100 subset of each dataset.

In experiments involving the mapping matrix W , we instantiate W ∈ R4096×3072 using Xavier
initialization and train for 10 epochs on a dataset of 3072 sentences3 randomly drawn from the
Colossal Clean Crawled Corpus (C4) (Dodge et al., 2021). We use batch size 32 and the Adam
optimizer with learning rate 0.001.

Metrics We measure the accuracy of the final response for the single models and AC. For NLD,
we measure the accuracy of the majority-held final-round answer across agents when the answer is
automatically verifiable (numeric in GSM8k, multiple choice for the MMLU datasets) or the average
final-round answer across agents otherwise (Biographies).

For GSM8k and the MMLU datasets, we report the proportion of samples in the dataset for which
the generated answer exactly matches the ground-truth answer. For Biographies, following Du et al.
(2023), we prompt an LLM judge (LLaMA-3.1-8B) to check whether each manually-decomposed
fact in a ground-truth biography is supported (1), partially supported (0.5), or unsupported (0) in the
generated biography, taking the mean of these scores over all facts as the per-biography accuracy
and the mean over all dataset samples as the total accuracy.

Comprehensive evaluation with the LLaMA family Table 3 presents results on each of the seven
reasoning benchmarks across various baselines and activation communication. Notably, while NLD
consistently outperforms LLaMA-3.2-3B, it does not always display a performance improvement
over LLaMA-3.1-8B; but remarkably, AC consistently outperforms both single-model baselines. In
fact, AC offers an up to 27.0% improvement over NLD across six of the seven reasoning datasets.
When applying W to A’s activation before performing the replacement function, we see even further
gains of 2.6−50.0% over vanilla AC for four of the seven datasets. We hypothesize that the benefits
from the learned linear layer are less consistent across datasets because the subset of C4 data used

3We use 3072 sentences as linear regression with d-dimensional input has a sample complexity of O(d)
(Vapnik, 1999).
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Table 3: Accuracies (%) on all seven reasoning benchmarks. NLD and all AC variants involve
communication between LLaMA-3.2-3B (A) and LLaMA-3.1-8B (B); the performance of these mod-
els individually are presented in the first two rows of the table. NLD typically improves performance
over at least one of the single model baselines; AC—both with and without the task-agnostic linear
layer—consistently beats both baselines and NLD as well.

Method Biog. GSM8k HS Psych. Logic Col. Bio. Prof. Law Pub. Rel.
3.2-3B 79.4±0.0 58.0±4.9 30.0±1.0 16.0±0.8 11.0±0.7 0.0±0.0 26.0±0.1

3.1-8B 83.9±0.0 60.0±4.9 65.0±0.1 42.0±0.1 50.0±0.2 20.0±0.8 53.0±0.2

NLD 80.2±0.1 75.0±4.3 83.0±0.8 37.0±0.1 71.0±0.1 30.0±0.1 63.0±0.7

AC 84.6±0.0 64.0±4.8 85.0±0.8 47.0±0.1 78.0±0.9 30.0±0.1 74.0±0.1

AC (W ) 86.8±0.0 66.0±4.8 70.0±0.1 35.0±0.1 79.0±0.9 45.0±0.1 63.0±0.1

to train W likely contains text more semantically similar to some datasets than others, hence some
datasets provide W with out-of-distribution inputs which reduces performance compared to vanilla
AC.

Figure 3: Accuracy (%) vs. compute (# FLOPs normalized by single LLaMA-3.2-1B forward
pass) for various configurations of AC and NLD on the Biographies dataset. AC ( ) yields the
greatest performance gains per additional unit of inference-time compute over each baseline ( ).

While we fix A as the smaller model and B as the larger model in Table 3 (so as to ensure decoding
happens with the presumably more capable model), this need not be the case; swapping A and B
yields results of 81.5 ± 0.0 and 61.0 ± 4.8 on Biographies and GSM8k respectively (without the
linear layer). While these accuracies are lower than their non-swapped counterparts, notably they
still are higher than both single-model baselines (and higher than NLD for Biographies); plus this
is much more compute-efficient as the smaller model is now the one requiring the full instead of
partial forward pass.

Performance-compute tradeoff and generalization to different model scales Thus far, we have
been considering the absolute performance of AC with respect to NLD, for which our method at-
tains state-of-the-art results; however the superiority of activations as a language for inter-LLM
communication is further illustrated by AC’s larger ratio of performance improvement to added
inference-time compute over individual LMs. Figure 3 displays the results of single models, AC,
and NLD across model scales and suites within the LLaMA family on the Biographies dataset. Incom-
ing arrows to AC and NLD nodes denote the base models between which communication occurred.
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Not only does AC consistently outperform both single-model baselines unlike NLD, but also notice
that the slope of each black line is far greater than the slope of each gray line, indicating that AC
consistently achieves greater increases in accuracy per additional unit of inference-time compute
(normalized by the compute of a single forward pass through LLaMA-3.2-1B on the given prompt)
compared to NLD.

5 CONCLUSION

We present a simple approach to enable effective and computationally efficient communication be-
tween language models by injecting information from the activations of one model into the acti-
vations of another during the forward pass. Salient features of this approach include: (i) Scales up
LLMs on new tasks by leveraging existing, frozen LLMs along with zero additional task-specific pa-
rameters and data, (ii) Applies to diverse domains and settings, and (iii) Saves a substantial amount
of compute.

There are some limitations to this method. First, when not using the learned model-specific mapping
discussed in Section 3.1, our method requires both models to have aligned embedding spaces, such
that the activation of one model roughly retains its meaning in the other’s activation space (note
that unlike past works such as Pham et al. (2024) we do not require shared tokenizers or aligned
vocabularies, only aligned embeddings). While less restrictive than past works (Pham et al., 2024),
this assumption is somewhat limiting, but can be relaxed when we let f be the learned model-specific
mapping; and in practice we find that even amongst different models in the LLaMA family, no such
mapping is required for state-of-the-art results.

Second, this method requires access to embeddings and will not work with black-box API access;
however exploring API-only approaches is highly limiting, and recent releases of powerful open-
source models (Dubey et al., 2024) merit the development of embedding-based techniques.

Third, while a concern might be the limited interpretability of communicating activations as opposed
to natural language, we note the following. First, there is a fundamental tradeoff between inter-
pretability and information preservation (as activations, by virtue of being much higher-dimensional
than the space of natural language, allow proportionally higher-entropy communication) (Pham
et al., 2024), which merits discussion beyond the scope of this work. But second, we actually
posit that our method suggests a new avenue towards interpreting LM activations: “translating” ac-
tivations based on the beliefs they induce as messages in listening agents, similar to the method put
forward in Andreas et al. (2018). We recognize this as a promising avenue for future research.

Additional directions of future work include using AC to allow large LMs to leverage small, tunable
LMs as “knowledge bases” during decoding (Lee et al., 2024), as in collaborative decoding (Shen
et al., 2024) setups; and testing our approach on more complex coordination games (e.g., Lewis-style
negotiation games (Lewis et al., 2017), Diplomacy).
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A QUALITATIVE RESULTS

Figure 4: Example of AC on Biographies dataset.
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Figure 5: Example of AC on GSM8k dataset.

17



918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2025

Figure 6: Example of AC on MMLU High School Psychology dataset.
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Figure 7: Example of AC on MMLU Formal Logic dataset.
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Figure 8: Example of AC on MMLU College Biology dataset.
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Figure 9: Example of AC on MMLU Professional Law dataset.
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Figure 10: Example of AC on MMLU Public Relations dataset.
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Table 4: Reasoning benchmark performance when varying tokens modified during AC. All
methods involve communication between LLaMA-3.2-3B (A) and LLaMA-3.1-8B (B). The func-
tional form f is varied between last-token replacement, last-token summation, and summation for
all tokens.

Method Biog. GSM8k HS Psych. Logic Col. Bio. Prof. Law Pub. Rel.
AC (replace) 84.6±0.0 64.0±4.8 85.0±0.8 47.0±0.1 78.0±0.9 30.0±0.1 74.0±0.1

AC (sum) 79.7±0.0 66.0±4.7 65.0±4.8 42.0±4.9 50.0±5.0 25.0±4.3 37.0±4.8

AC (all tokens) 76.0±0.0 62.0±4.9 35.0±4.8 42.0±4.9 61.0±4.9 15.0±3.6 26.0±4.4

Table 5: Reasoning benchmark performance when sampling from A with CoT. All methods
involve communication between LLaMA-3.2-3B (A) and LLaMA-3.1-8B (B).

Method Biog. GSM8k HS Psych. Logic Col. Bio. Prof. Law Pub. Rel.
AC 84.6±0.0 64.0±4.8 85.0±0.8 47.0±0.1 78.0±0.9 30.0±0.1 74.0±0.1

AC (W ) 86.8±0.0 66.0±4.8 70.0±0.1 35.0±0.1 79.0±0.9 45.0±0.1 63.0±0.1

AC (CoT) 82.1±0.0 66.0±4.0 80.0±4.0 26.0±4.4 67.0±4.7 40.0±4.9 63.0±4.8

B ADDITIONAL EXPERIMENTS

B.1 MODIFYING ACTIVATIONS OF ALL TOKENS

Recall that AC grafts the last-token layer-k activation of A into B’s last-token layer-j activation.
But is modifying just the last token activation enough to communicate information from A to B?

Note that after applying masked attention in each of the previous Transformer layers, the last to-
ken activation of A attends to all tokens before it, hence incorporating information from the entire
sequence. Indeed, this must be the case for activation communication to recover the gap between
the zero-communication and skyline setups on both coordination games, which (for Tip Sheets in
particular) require information starting at the first few tokens of A’s prompt to be communicated.

To verify this empirically, we experiment with summing the activations of all tokens in the sequence
rather than just the last (we cannot replace all tokens as this would just replace B’s layer-j activation
with A’s layer k-activation). Results are shown in Table 4.

Indeed, applying f to all tokens decreases performance relative to applying f to just the last token.
Note that the fact performance generally decreases from f = replace to f = sum, and further
with all tokens, is expected. The high performance of AC with f = replace means that the edited
last-token activation b retains some meaning in B’s activation space; it is less likely for this to be
the case when f = sum (at the very least b has norm roughly 2× that of B’s original last-token
activation), and when doing this for all tokens we’d expect performance to decrease even further
as now all activation vectors, not just the last, are out-of-distribution with respect to B’s activation
space.

B.2 INCORPORATING CHAIN-OF-THOUGHT PROMPTING

How does AC perform in relation to NLD in cases where A might incur a long response (possibly
with chain-of-thought for intermediate answer computation)? I.e., does AC lose out on the benefits
of CoT?

First, note that we still reap the benefits of CoT when we sample a completion from B after AC
(where B gets all the information encoding A’s “beliefs” about the prompt via AC, hence CoT on
A’s side is not needed). To verify this, we experiment with prompting A with CoT, generating a full
response, and then passing the layer-k last-token activation of the CoT response to B as part of AC.
Results are shown in Table 5.

Indeed, we empirically find our above intuition (in orange) to hold, as there is no significant im-
provement over vanilla AC when generating from A using CoT.
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Table 6: GSM8k performance when learning W in-distribution. All AC variants involve com-
munication between LLaMA-3.2-3B (A) and LLaMA-3.1-8B (B).

AC AC (W ) AC (Win dist)
64.0±4.8 66.0±4.8 78.0±4.1

Table 7: Reasoning benchmark performance of communication between identical models. Both
NLD and AC involve communication between 2 instances of LLaMA-3.1-8B. 512-token completions
are sampled with temperature 0.7 and debate is run for 2 rounds.

Method Biog. GSM8k HS Psych. Logic Col. Bio. Prof. Law Pub. Rel.
LLaMA-3.1-8B 83.9±0.0 60.0±4.9 65.0±0.1 42.0±0.1 50.0±0.2 20.0±0.8 53.0±0.2

NLD 80.8±0.0 70.0±3.7 85.0±3.6 35.0±4.8 78.0±4.1 40.0±4.9 53.0±5.1

AC 83.7±0.0 60.0±4.9 85.0±3.6 40.0±4.9 74.0±4.4 40.0±4.9 79.0±4.1

B.3 LEARNING W IN-DISTRIBUTION

Recall our reasoning about the AC (W ) results from Section 4.2: “We hypothesize that the benefits
from the learned linear layer are less consistent across datasets because the subset of C4 data used
to train W likely contains text more semantically similar to some datasets than others, hence some
datasets provide W with out-of-distribution inputs which reduces performance compared to vanilla
AC.”

Indeed, we verify this hypothesis by training W on the GSM8k train set (to produce Win dist) and
then evaluating with this task-specific linear layer on the GSM8k test set. Results are shown in
Table 6.

Indeed, learning W in-distribution significantly boosts performance, confirming our hypothesis.
Unfortunately we cannot run this experiment for the other datasets, as there is no in-distribution
training data available for MMLU (we use all public data for testing).

Hence, this suggests that AC (W ) should unilaterally improve over vanilla AC if we choose a
training set with good coverage across many tasks and distributions, such that there are sentences
semantically similar to prompts across the span of downstream task datasets.

B.4 COMMUNICATING ACTIVATIONS BETWEEN IDENTICAL MODELS

Note that AC as described in Section 3.1 only supports communication between distinct models.
We can extend AC to work for communication between identical models as follows: let A and B
be instances of the same model. We can sample a completion from A with temperature and graft
the last-token layer-k activation of the completion into B at layer j as part of the AC procedure.
This still saves a substantial amount of compute over NLD between 2 model instances, showing our
technique can apply to this setting. Table 7 shows the results of this experiment.

Indeed, while communication between multiple model instances doesn’t always show improvement
over the single model itself (a well-known result from (Du et al., 2023)), AC matches/outperforms
NLD on five of the seven datasets.

The intuition behind debate between multiple identical model instances is that sampling multiple
completions (with temperature) from the same model yields diverse reasoning paths that can be
recombined into a stronger final answer. The above experiment shows that the same intuition holds
for AC—we are sampling multiple times from the same model, but passing responses between agents
via AC rather than as NL messages.
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Table 8: Reasoning benchmark performance of AC and NLD with varying number of rounds.
All methods involve communication between LLaMA-3.2-3B (A) and LLaMA-3.1-8B (B).

Method Biog. GSM8k HS Psych. Logic Col. Bio. Prof. Law Pub. Rel.
NLD (1 round) 83.6±0.0 72.0±4.5 65.0±4.8 40.0±4.9 68.0±4.6 30.0±4.6 63.0±4.8

NLD (2 rounds) 80.2±0.1 75.0±4.3 83.0±0.8 37.0±0.1 71.0±0.1 30.0±0.1 63.0±0.7

NLD (3 rounds) 80.1±4.6 79.0±4.1 70.0±4.6 45.0±5.0 63.0±4.8 40.0±4.9 74.0±4.4

NLD (4 rounds) 78.0±0.0 79.0±4.1 * * * * *
AC 84.6±0.0 64.0±4.8 85.0±0.8 47.0±0.1 78.0±0.9 30.0±0.1 74.0±0.1

∗Runs required too much compute

B.5 ADDITIONAL ROUNDS OF NATURAL LANGUAGE DEBATE

In Section 4.2 we fix NLD to 2 agents and 2 rounds, however we find in additional experiments that
AC outperforms NLD even with additional rounds, highlighting the superiority and robustness of
activations as an alternative “language” for inter-LM communication. Results are shown in Table 8;
we see that for 5 of the 7 reasoning benchmarks, AC beats NLD even with 3-4 rounds while using
substantially less compute.
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