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Abstract
Recently, there has been growing research inter-
est in developing domain-specific Time Series
Foundation Models (TSFMs), particularly in ar-
eas such as energy. In this paper, we present
W-LSTMix—a modular and lightweight hybrid
architecture designed to generalize across diverse
building types, with only ∼ 0.13M param-
eters integrates wavelet-based signal decompo-
sition, neural basis expansion, and patch-based
temporal mixing for efficient building-level load
forecasting. The model separately forecasts de-
composed time series components: long-term
trends are modeled using an LSTM-enhanced
N-BEATS stack, while residual and seasonal
patterns are captured through an MLP-Mixer-
enhanced N-BEATS structure. We compare our
model against state-of-the-art TSFMs such as Lag-
Llama, Moirai, Chronos, and Tiny Time Mixers in
zero-shot and fine-tuned settings, under domain-
specific training and testing. In both comparisons,
our model consistently outperforms the baselines,
demonstrating robust generalization capabilities
and suitability for real-world intelligent energy
management.

1. Introduction
Over the past two decades, global electricity demand has
climbed steadily—driven by economic growth and an ex-
panding workforce—making intelligent energy management
more important than ever. Accurate short-term load forecast-
ing (STLF) is essential for intelligent building-level energy
management, reliable microgrid operation, and the integra-
tion of intermittent renewable resources into sustainable
power systems. However, conventional approaches such as
ARIMA and traditional machine-learning algorithms often
fail to scale or generalize across diverse buildings, due to
the highly variable and nonlinear nature of building’s energy
consumption (Mohamed et al., 2010).

Foundation models have recently gained traction in load
forecasting, achieving state-of-the-art results (Kumar et al.,
2025; Saravanan et al., 2024). Models such as Tiny
Time Mixers (TTMs) (Ekambaram et al., 2024a), Lag-

Llama (Rasul et al., 2024), Moirai (Woo et al., 2024), and
Chronos (Ansari et al., 2024) demonstrate strong generaliza-
tion, but their large transformer-based architectures hinder
deployment on edge or resource-constrained systems, and
their full applicability to STLF remains underexplored.

To address these limitations, we propose W-LSTMix,
a lightweight model that integrates wavelet-based sig-
nal decomposition, combines the ensemble power of N-
BEATS (Oreshkin et al., 2020) with the gated memory of
LSTM (Vennerød et al., 2021), and leverages the patch-
mixing efficiency of MLP-Mixer (Chen et al., 2023b).

The key contributions are as follows: (a) W-LSTMix: A
lightweight model for STLF in smart buildings, designed
for efficiency and edge deployment. It outperforms base-
line models and generalizes well across diverse building
energy consumption patterns; (b) Large-scale Pretraining:
Trained W-LSTMix on 0.81 billion real-world hourly elec-
tricity readings from 38,956 buildings worldwide; and (c)
TSFM Benchmarking: Evaluated in zero-shot and fine-
tuned settings against TSFMs (TTMs, Chronos, Lag-Llama,
Moirai) on 1,000 commercial and residential buildings.

2. Methodology
2.1. Problem Statement

We consider the task of STLF at building-level energy
forecasting, where the objective is to predict future en-
ergy consumption values based on past observations. For-
mally, given a historical univariate time series observations
x1:L = {x1, x2, . . . , xL} ∈ RL, the goal is to predict the
next H values yL+1:L+H = {yL+1, yL+2, . . . , yL+H} ∈
RH . We formulate this as a point forecasting problem by
directly learning a mapping using a parametric function
fθ : RL → RH , such that:

ŷL+1:L+H = fθ(x1:L),

where ŷL+1:L+H denotes the predicted energy values over
the forecast horizon. To evaluate performance, we utilize
the Normalized Root Mean Squared Error (NRMSE), de-
tails are provided in Appendix E,which provides a scale-
independent measure of accuracy and is particularly suitable
for assessing forecasting performance in applications such
as energy consumption prediction in smart buildings.
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Figure 1. W-LSTMix Model Architecture

2.2. W-LSTMix

Our proposed model, W-LSTMix, leverages a hybrid, mod-
ular architecture that integrates signal decomposition, neural
basis expansion, and patch-based time-mixing to enhance
time series forecasting (see Figure 1). In the preprocess-
ing stage, we adopt a decomposition strategy inspired by
DLinear (Zeng et al., 2022), which separates the input series
into trend and residual components. This decomposition
allows W-LSTMix to handle each component individually,
improving the learning of distinct temporal characteristics.
The forecasting module builds upon the N-BEATS block
architecture (Oreshkin et al., 2020), with basis expansion
structured into stacks via the doubly residual stacking princi-
ple. For modeling long-term stationary trends, we extend the
N-BEATS block by incorporating stacked LSTM (Vennerød
et al., 2021)layers. To capture recurring patterns over fixed
intervals (e.g. yearly or monthly cycles),and residual, we en-
hance each N-BEATS block with stacks of the Patch-Time
mixing mechanism from MLP-Mixer (Chen et al., 2023a),
enabling rich patch-wise temporal modeling and stronger
short-term pattern extraction.

Input and Output: The model receives a backcast window
x ∈ RT and aims to predict a forecast window F ∈ RH ,

where T and H are the input and output series lengths,
respectively.

Decomposition of Time Series: We employ the Discrete
Wavelet Transform (DWT) (Appendix D & F), specifically
using the Daubechies 4 (db4) wavelet, to decompose a given
univariate time series x ∈ RT :

x = An(t) +

n∑
i=1

Di(t) (1)

Here, An(t) denotes the approximation (low-frequency)
component at level n, and Di(t) represents the detail (high-
frequency) component at level i.

The trend component is extracted via inverse DWT on
An(t):

xtrend = IDWT(An(t)), xtrend ∈ RT (2)

The seasonal plus residual components are given by:

xseasonal+residual = x− xtrend, ∈ RT (3)

This decomposition allows the model to separately process
long-term trends and short-term fluctuations.
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2.2.1. ARCHITECTURE OVERVIEW:

The model comprises two stacks, each containing M blocks.
The first stack is designed to model long-term stationary
trends, while the second stack focuses on capturing the
seasonal and residual components. Each block learns to
approximate the input signal and contributes incrementally
to the final forecast.

Embedding: To retain the inherent sequential structure, we
use a feed-forward layer with dropout as the embedding
mechanism. Since this transformation operates indepen-
dently at each time step, it implicitly preserves temporal
order without requiring explicit positional encoding. Em-
bedding: RT → RD

xembed = Embedding(x), xembed ∈ RD (4)

where D is the model dimension.

LSTM Block: Each LSTM block processes the input se-
quence in non-overlapping patches using a stack of LSTM
layers and produces an output of the same dimensionality.

• The residual input from the previous block, rk−1 ∈
RD, is divided into P patches of length L, forming
Zk ∈ RP×L.

• LSTM Processing: An LSTM maps the input se-
quence Zk = (z1, . . . , zP ) to an output sequence
Yk = (y1, . . . , yP ), where zt ∈ RL. At each patch
index t ∈ {1, . . . , P}, each LSTM layer computes:

yt = LSTMLayer(zt), yt ∈ RL

The output features Yk ∈ RP×L are taken from the
last layer of the LSTM across all patches.

• The output Yk is reshaped to recover the residual input
form hk ∈ RD.

This design allows the model to capture long-term stationary
patterns by leveraging the LSTM’s gated memory mecha-
nism to retain and propagate temporal information across
patches.

MLP-Mixer Block: Each MLP-Mixer block applies two
sequential MLP-based mixing operations: patch mixing and
time mixing.

• The residual input rk−1 ∈ RD is first divided into P
patches of length L as z1 ∈ RP×L.

• Patch Mixing: The input is reshaped as
Transpose(z1) ∈ RL×P and mixed along the
patch dimension:

z2 = LayerNorm(Transpose(z1))W
p
k (5)

z3 = z1 + Transpose(GELU(z2)W
p′

k ) (6)

• Time Mixing: Performed mixing along the temporal
dim.

z4 = LayerNorm(z3)W
l
k (7)

z5 = z3 + GELU(z4)W
l′

k (8)

• z5 is reshaped to recover the residual input form hk ∈
RD.

These stages efficiently model inter- and intra-patch depen-
dencies using lightweight MLPs.

Backcast-Forecast Branches: Each LSTM and MLP-
Mixer block produces a hidden state hk, linearly projected
into backcast and forecast components.

Θb
k = Wb

k · hk ∈ Rp, Θf
k = Wf

k · hk ∈ Rq

where p, q ≪ D, and Wb
k, Wf

k are learnable. Outputs are
processed by gbk and gfk .

bk = gbk(Θ
b
k) ∈ RD, fk = gfk (Θ

f
k) ∈ RH (9)

Here, bk aids residual learning by reconstructing the in-
put, while fk contributes to the forecast; both use linear
functions.

Residual Learning: The model follows a residual update
mechanism:

rk ← rk−1 − bk; F← F+ fk (10)

This process iteratively traverses the two stacks and their
constituent blocks, progressively refining the forecast at
each stage

Loss Function: To jointly optimize trend and seasonal
components, we use a dynamically weighted total loss:

Ltotal = α · L(ŷtrend, ytrend) + β · L(ŷseason, yseason) (11)

where weights α and β are adaptively normalized by com-
ponent losses:

α =
Lseason

Ltrend + Lseason
, β =

Ltrend

Ltrend + Lseason
(12)

We employ the Huber loss L with δ = 1.0, balancing sen-
sitivity to small errors and robustness to outliers, ensuring
balanced learning of trends and seasonal variations.

3. Experiments and Results
3.1. Datasets, Implementation and Evaluation Setup

In this study, we curated energy consumption datasets com-
prising 0.81 billion data points from 39,956 real-world build-
ings, spanning both commercial and residential types across

3



W-LSTMix: A Hybrid Modular Forecasting Framework

Table 1. Performance comparison of TSFMs in zero-shot and fine-tuned settings using NRMSE across different datasets. A context
length of 168 (7 days) and a forecast horizon of 24 (1 day) are used. (Bold - Best, Underline - 2nd Best)

DATASET ZERO-SHOT FINE-TUNED

MOIRAI CHRONOS LAG-LLAMA TTMS W-LSTMIX MOIRAI LAG-LLAMA W-LSTMIX

COMMERCIAL BUILDINGS
ENERNOC 29.20 25.99 51.68 23.21 18.13 24.68 27.98 17.03
IBLEND 27.30 16.17 63.16 21.51 13.85 22.00 18.44 13.47

AVERAGE 28.25 21.08 57.42 22.36 15.99 23.34 23.21 15.25

RESIDENTIAL BUILDINGS
MATHURA 109.60 102.78 113.49 136.06 98.43 91.46 99.34 102.23
BAREILLY 69.90 73.84 89.88 64.42 57.18 54.41 69.27 50.74
MFRED 27.10 25.39 61.97 24.74 21.11 20.80 30.81 20.06
NEEA 80.40 82.64 91.93 69.31 66.60 66.81 84.27 62.99
NEST 71.70 71.33 85.00 64.30 61.37 54.98 66.90 60.26
PRAYAS 90.40 87.93 100.47 101.97 96.59 56.83 78.03 91.49
SMART* 65.90 69.69 83.61 61.54 56.10 65.14 89.12 65.03
IRELAND 86.50 92.32 115.63 81.52 73.45 70.01 82.84 70.93
GOIENER 111.62 114.59 131.23 117.69 112.08 99.34 111.07 108.49
SGSC 92.01 99.43 111.91 92.90 81.36 85.24 89.23 74.01

AVERAGE 80.51 81.99 98.51 81.45 72.43 66.50 80.09 70.63

multiple countries and time periods (See Appendix A). To
ensure an unbiased evaluation, we excluded public datasets
previously used for pre-training in existing TSFM models.

All experiments were run in JupyterLab using open-
source libraries for time series forecasting, including
GluonTS1, AutoGluon2 for TSFMs. W-LSTMix (two
stacks of three LSTM and three MLP-Mixer blocks; patch
size = 8; hidden = 256) is pre-trained on energy data
from 38,956 buildings using an 8-day (192-hour) sliding
window with a 1-day stride, where each sample includes
a 168-hour context to forecast the next 24 hours for up
to 100 epochs with early stopping on a RTX 5090 setup
(GPU optional for zero-shot inference). Optimal parame-
ters are chosen through extensive tuning. For evaluation,
zero-shot forecasting is performed on 1,000 unseen com-
mercial and residential buildings, in the fine-tuned setup,
the first 6 months of each unseen building are used for
training and the rest for testing, demonstrating W-LSTMix
strong generalization. Reproducible code can be found at
https://anonymous.4open.science/r/W-LSTMix-7244.

3.2. Zero-shot and Fine-tuned Forecasting Results

We first evaluated all pre-trained models in a zero-shot set-
ting—forecasting 24 h ahead on diverse commercial and
residential buildings without task-specific fine-tuning. Ta-
ble 1 compares W-LSTMix against state-of-the-art TSFMs
(Moirai, Chronos, Lag-Llama, TTMs). W-LSTMix consis-
tently outperforms baselines on both building types, show-
ing strong generalization.

Next, in the fine-tuned setting, we compare W-LSTMix
to fine-tuned Moirai and Lag-Llama. Table 1 shows fine-

1https://ts.gluon.ai/stable/index.html
2https://auto.gluon.ai/

tuning yields substantial gains, especially on residential data.
W-LSTMix remains best on commercial loads, while fine-
tuned Lag-Llama and Moirai surpass it in some residential
cases—though W-LSTMix stays competitive. These results
highlight the value of domain adaptation for improving
foundation-model performance in complex, data-rich energy
applications. Predicted vs. actual loads for commercial
buildings are visualized in Appendix C.

4. Conclusion and Future Work
We proposed W-LSTMix, a hybrid modular architecture,
for short-term load forecasting (STLF) in smart buildings.
The model demonstrated superior performance in both com-
mercial and residential buildings. W-LSTMix achieved the
lowest NRMSE in the zero-shot setting, outperforming other
models, including Chronos and TTMs. In the fine-tuning
scenario, W-LSTMix excelled on commercial buildings,
while Moirai showed significant improvements on residen-
tial buildings. Notably, Moirai achieved the lowest NRMSE
overall, with our model ranking second. This highlights
the substantial impact of fine-tuning on model accuracy,
particularly for residential load forecasting. Beyond accu-
racy, W-LSTMix delivers practical efficiency, with a mean
inference time of 0.18s and a model size of only 0.13M
parameters, making it well–suited for real-time and edge
deployments. A current limitation of W-LSTMix is its focus
on 24-hour forecasting horizons and does not incorporate
exogenous covariates. Future work will focus on extending
the model to longer-term forecasting horizons, integrating
covariate inputs for improved contextual modeling, and gen-
eralizing across heterogeneous domains. Additionally, we
aim to broaden the applicability of our model to other down-
stream tasks such as classification and anomaly detection.
These efforts are directed toward establishing W-LSTMix as
a general-purpose, domain-adaptive forecasting foundation
model.
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A. Dataset Description
This appendix presents a comprehensive overview of the datasets employed for training and evaluating our proposed model.

A.1. Commercial Building Datasets

A.1.1. ENERNOC

The EnerNOC dataset provides anonymized electricity usage measurements for 100 commercial and industrial facilities
across the United States over the full calendar year of 2012. 3

A.1.2. I-BLEND

The I-Blend dataset offers minute-level energy consumption data spanning from 2013 to 2017 for an academic institution
in Delhi, India. It covers seven buildings: Academic, Lecture, Library, Facilities, Dining, Boys’ Dormitory, and Girls’
Dormitory, as documented in (Rashid et al., 2019).

A.2. Residential Building Datasets

A.2.1. CEEW

This dataset includes 3-minute interval electricity consumption data collected from approximately 100 smart meters installed
in residential areas of Bareilly and Mathura districts in Uttar Pradesh, India, during the period of May 2019 to October
2021 (Agrawal et al., 2021). The dataset is categorized by district.

A.2.2. IRELAND

Collected as part of the StoreNet project (Khadem et al., 2024), this dataset provides 1-minute resolution smart meter
data from residential households in Ireland. It contains various metrics such as active/reactive power, PV generation,
import/export, and battery storage status (charging, discharging, and state of charge) for the year 2020.

A.2.3. MFRED

The Multifamily Residential Electricity Dataset (MFRED) captures electricity consumption data for 390 apartments in the
Northeastern U.S., recorded at 10-second intervals throughout 2019 (Meinrenken et al., 2020). Apartments vary by size and
HVAC systems. For privacy, the data is aggregated across groups of 15 units based on annual usage.

A.2.4. NEEA

The Northwest End Use Load Research (EULR) initiative, led by the Northwest Energy Efficiency Alliance, collected
15-minute interval power consumption data from about 150 homes. Although access is restricted, further details are available
online. 4

A.2.5. NEST

NEST (Next Evolution in Sustainable Building Technologies) (Heer, 2024) is a research platform that provides high-
resolution energy data (1-minute interval) over four years from three buildings. It includes detailed measurements on
electricity, heating/cooling, water usage, operational settings, and occupant behavior. Our study focuses on the residential
building UMAR from this platform.

A.2.6. PRAYAS

This dataset comprises 15-minute interval readings from 115 households in Maharashtra and Uttar Pradesh, collected via
eMARC meters. It spans January 2018 to June 2020 and includes only data from main line meters (Prayas, 2021).

3https://open-enernoc-data.s3.amazonaws.com/anon/index.html
4https://neea.org/data/nw-end-use-load-research-project/energy-metering-study-data
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Table 2. Details of real building datasets used in this study (hourly data). (C: Commercial, R: Residential)

DATASET LOCATION # BUILDINGS # OBS. YEARS

IBLEND (C) INDIA 9 296,357 2013–17
ENERNOC (C) USA 100 877,728 2012

NEST (R) SWITZERLAND 1 34,715 2019–23
IRELAND (R) IRELAND 20 174,398 2020
MFRED (R) USA 26 227,622 2019
CEEW (R) INDIA 84 923,897 2019–21
SMART* (R) USA 114 958,998 2016
PRAYAS (R) INDIA 116 1,536,409 2018–20
NEEA (R) USA 192 2,922,289 2018–20
SGSC (R) AUSTRALIA 13,735 172,277,213 2011–14
GOIENER (R) SPAIN 25,559 632,313,933 2014–22

TOTAL 39,956 812,543,559

A.2.7. SMART*

SMART* includes whole-house power usage data from 114 single-family residences recorded at 1-minute intervals for the
year 2016. 5

A.2.8. SGSC (SMART GRID SMART CITY)

SGSC, an Australian government-backed project (2010–2014), offers half-hourly energy usage data linked with household
demographics and appliance usage. The dataset spans roughly 13,735 buildings and includes variables related to climate,
tariffs, and peak load events. 6

A.2.9. GOIENER

The GoiEner dataset (Quesada et al., 2024) includes 7.2 GB of smart meter electricity data from Spanish households,
collected between late 2014 and mid-2022. The data density increases significantly after January 2018 due to broader smart
meter deployment. It represents usage across approximately 25,559 households, with the final month being incomplete.

B. Details of Time Series Foundation Models (TSFM)
Several recent time series foundation models (TSFMs) offer diverse architectural innovations for large-scale forecasting
tasks. Lag-Llama (Rasul et al., 2024) is a decoder-only transformer model tailored for univariate probabilistic forecasting,
with 2.45 million parameters and a context length of 1024, trained on over 1 billion observations. Moirai (Woo et al., 2024),
developed by Salesforce AI Research, is an encoder-only architecture with 14 million parameters, pre-trained on the massive
LOTSA dataset containing 27 billion time series points across nine domains. It supports a long context window of 5000,
allowing broad temporal modeling capabilities. Chronos (Ansari et al., 2024), based on the T5 transformer family, follows
an encoder-decoder design with 46 million parameters and a 512-length context, trained on 893K multivariate series for
general-purpose sequence modeling. In contrast, N-BEATS (Oreshkin et al., 2020) is a fully MLP-based model designed for
point forecasting, with 2.2 million parameters and an input length of 240, known for its interpretable block-wise architecture.
Tiny Time Mixers (TTMs) (Ekambaram et al., 2024b) are lightweight MLP-based models that mix tokens and channels
efficiently, using 1 million parameters and a 1536 context window to deliver strong performance with minimal compute. Our
proposed W-LSTMix model is the most lightweight among all, with just 0.18 million parameters and a context length of
168. It integrates the interpretability of N-BEATS with the efficiency of TSMixer layers, enabling accurate point forecasting
on the same 282K-series dataset used by N-BEATS and TTMs. Despite its compact size, W-LSTMix achieves competitive
performance and is ideal for edge deployment in real-world smart building applications.

5https://traces.cs.umass.edu/docs/traces/smartstar/
6https://data.gov.au/data/dataset/smart-grid-smart-city-customer-trial-data
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C. Visualization
We present forecast visualizations (see figure 2) on the Enernoc and I-BLEND datasets across various buildings, demonstrat-
ing that our model effectively learns complex time series structures.
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Figure 2. Load forecasting by W-LSTMix for subsequent windows for Commercial Building dataset. (Actual, Predicted)

D. Discrete Wavelet Transform
The Discrete Wavelet Transform (DWT) is a widely used signal decomposition technique, effective for denoising and
compression in time series and images. Unlike the Fourier Transform, DWT captures both frequency and temporal
localization, making it well-suited for time series analysis.

Given a signal x[n], DWT decomposes it using a low-pass filter g[n] and a high-pass filter h[n]:

ylow[n] =

∞∑
k=−∞

x[k] g[2n− k], yhigh[n] =

∞∑
k=−∞

x[k]h[2n− k]

The outputs are the approximation (low-frequency) and detail (high-frequency) coefficients. After filtering, the signal is
downsampled by a factor of two (per Nyquist’s rule). This process is recursively applied to the approximation coefficients to
generate a multi-resolution decomposition, progressively capturing coarse and fine signal structures. The final reconstructed
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Figure 3. multi-level Discrete Wavelet Transform (DWT) decomposition

signal after n levels of decomposition is given by:
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x(t) = An(t) +

n∑
i=1

Di(t)

where An(t) is the final approximation component and Di(t) are the detail components at each level.

E. Evaluation Metric
To evaluate forecasting accuracy, we use the Normalized Root Mean Square Error (NRMSE), a standard metric in energy
load forecasting that quantifies the deviation between predicted and actual load profiles, as in BuildingsBench (Emami et al.,
2023). For a K-day horizon with 24-hour resolution, NRMSE is defined as:

NRMSE = 100× 1

x̄

√√√√ 1

24K

K∑
k=1

24∑
h=1

(xk,h − x̂k,h)2 (13)

where xk,h and x̂k,h are the true and predicted loads at hour h on day k, and x̄ is the mean of all true values. Normalizing
by x̄ enables comparison across buildings, and the factor 100 expresses the error as a percentage.

F. Comparison of Time Series Decomposition Methods

Table 3. Comparison of decomposition methods for time series forecasting.

DECOMPOSITION METHOD TREND BLOCK SEASONAL-RESIDUAL BLOCK COMM. ERROR ↓ RES. ERROR ↓

ADDITIVE LSTM MLP-MIXER 17.28 72.58
WAVELET LSTM MLP-MIXER 15.99 72.43

The results indicate that Wavelet Decomposition provides a lower average forecasting error for commercial buildings
compared to Seasonal Decomposition. This improvement is attributed to the ability of wavelet transforms to capture a
greater proportion of the variance in the low-frequency trend component of time series data.

Specifically, wavelets utilize scale and shift operations along with wave-like, decaying basis functions. This allows them to
simultaneously localize signal features in both the time and frequency domains, making them especially well-suited for
extracting slowly varying trend components. As a result, the trend block trained on wavelet-transformed data is better able
to forecast long-term temporal structures.

See Fig. 4 for a comparative variance analysis of trend components of enernoc 14 building.
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(a) Wavelet Decomposition of enernoc 14: Trend variance explained 36.87%

(b) Additive Decomposition of enernoc 14: Trend variance explained 26.00%

Figure 4. (a) Visualization of time series decomposition using wavelet transform. (b) Visualization of time series decomposition using
additive decomposition.
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