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Abstract

Deep learning models have shown promise in histopathology image analysis, but
their opaque decision-making process poses challenges in high-risk medical sce-
narios. Here we introduce HIPPO, an explainable AI method that interrogates
attention-based multiple instance learning (ABMIL) models in computational
pathology by generating counterfactual examples through tissue patch modifica-
tions in whole slide images. Applying HIPPO to ABMIL models trained to detect
breast cancer metastasis reveals that they may overlook small tumors and can be
misled by non-tumor tissue, while attention maps—widely used for interpretation—
often highlight regions that do not directly influence predictions. We also used
HIPPO with prognostic models to identify prognostic tissue regions and to experi-
ment with interventions that affect prognosis. These findings demonstrate HIPPO’s
capacity for comprehensive model evaluation, bias detection, and quantitative
hypothesis testing. HIPPO greatly expands the capabilities of explainable AI tools
to assess the trustworthy and reliable development, deployment, and regulation of
weakly-supervised models in computational pathology.

1 Introduction

Digital pathology has emerged as a transformative force in medicine, ushering in an era where
computational methods can augment and enhance the diagnostic and prognostic capabilities of
pathologists. By digitizing whole slide images (WSIs) of tissue specimens, this field has opened up
new avenues for applying advanced machine learning techniques to analyze complex histological
patterns and features. The potential impact of computational pathology is far-reaching, promising
to improve diagnostic accuracy, standardize interpretation, and uncover novel biomarkers that may
inform personalized treatment strategies [1–13].

Recently, attention-based multiple instance learning (ABMIL) [14] has emerged as a powerful
approach to analyze WSIs for various pathological tasks, demonstrating performance that often
rivals or surpasses that of expert pathologists [15]. ABMIL models treat each WSI as a collection of
smaller image patches (instances) and use attention mechanisms to identify and focus on the most
relevant regions for the task at hand. Importantly, multiple instance learning allows ABMIL models
to learn from specimen-level labels, not requiring exhaustive pixel-level annotations, which are
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time-consuming and costly to obtain[15]. This feature makes ABMIL models particularly well-suited
for tasks such as cancer detection [16, 17], diagnosis [18–21], identification of primary cancer origin
[22], grading [17, 23, 24], genomic aberration detection [25–30], molecular phenotyping [31–33],
treatment response prediction [34–36], and prognostication [35, 37–39].

However, the widespread adoption of ABMIL models in clinical settings is hindered by challenges in
model interpretability and trustworthiness [9, 10, 40, 41]. A key limitation lies in the heavy reliance
of interpretations based on ABMIL’s attention, which is often used as a proxy for understanding
model behavior. While attention highlights regions of interest within a WSI, they do not necessarily
reflect the direct influence of these regions on model predictions [42, 43]. This disconnect between
attention and model output can lead to misinterpretations of model behavior, potentially eroding
trust in the model’s decisions and limiting its clinical utility [44–47]. In addition, post hoc model
explanations via attribution methods, such as LIME [48] and SHAP [49], make restrictive additive
or linear assumptions of individual pixels, which have been argued to not reflect a model’s decision
making process [50].

To address these challenges, we introduce HIPPO (Histopathology Interventions of Patches for
Predictive Outcomes), an explainable AI method designed to enhance trust in ABMIL models
and provide deeper insights into their decision-making processes. HIPPO goes beyond traditional
attention-based interpretations by quantitatively assessing the impact of specific tissue regions on
model predictions. By simulating targeted interventions through the occlusion or inclusion of
individual or groups of patches, HIPPO enables a more nuanced understanding of how different
histological features influence ABMIL model outputs.

We demonstrate the utility of HIPPO by applying it to two clinically important tasks in computation
pathology: metastasis detection and prognostication. For metastasis detection, we evaluated five
foundation models in pathology using the CAMELYON16 dataset [16]. Our analysis uncovers
model-specific limitations and biases that would have remained hidden using attention mechanism
alone. We reveal that some models rely heavily on extratumoral tissue for metastasis detection, while
others are surprisingly insensitive to small tumor regions. With prognostic models, we used HIPPO
to identify the regions that drive prognostic predictions, and we perform experiments to measure the
effect of tumor-infiltrating lymphocytes (TILs) on predicted prognosis (Appendix). These findings
highlight the importance of rigorous model evaluation beyond standard performance metrics and
underscore the potential of HIPPO in identifying when and why models might fail.

As computational pathology continues to advance, the need for robust, interpretable, and trustworthy
AI models becomes increasingly critical. HIPPO represents a significant step forward in this direction,
offering a powerful tool for uncovering the strengths, limitations, and potential biases of ABMIL
models in pathology. By providing a more comprehensive understanding of model behavior, HIPPO
not only enhances the interpretability of existing models but also paves the way for developing more
reliable and clinically relevant AI tools in pathology. As we demonstrate in metastasis detection,
HIPPO has the potential to accelerate the translation of computational pathology into clinical practice,
ultimately improving patient care and outcomes.

2 Results

2.1 HIPPO: Histopathology Interventions of Patches for Predictive Outcomes

HIPPO is a specimen-level perturbation toolkit that explains weakly-supervised models in computa-
tional pathology (Fig. 1a). The fundamental goal of HIPPO is to explore counterfactual (i.e., “what
if”) scenarios that are infeasible to realize in actual tissue samples. For instance, it would be impracti-
cal to directly manipulate the tumor microenvironment of a tissue specimen to understand its effect on
a prognostic model. Instead, we can digitally modify a WSI that simulates this intervention. HIPPO
enables virtual interventions through the occlusion or inclusion of single or multiple patches, utilizing
the resulting ABMIL model predictions as counterfactual outcomes. HIPPO provides quantitative
insights into how specific tissue alterations impact pathological assessments through the lens of the
AI model. These assessments can include but are not limited to, patient prognosis, treatment response
prediction, metastasis detection, inference of spatial transcriptomics, gene mutation detection, and
microsatellite instability identification. Applying HIPPO to ABMIL models enables researchers,
regulators, and clinicians to elucidate model behavior and assess the reliability of model outputs in
high-risk clinical contexts.
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Figure 1: HIPPO explainable AI toolkit. HIPPO enables quantitative assessment of how specific tissue
regions impact model predictions, enhancing interpretation and validation of AI models. a, Schematic of
attention-based multiple instance learning. Whole slide images are divided into patches and embedded using a
pretrained foundation model. ABMIL learns specimen-level labels from these bags of patches, assigning attention
weights to each patch. Leveraging ABMIL’s invariance to patch order and count, we can create counterfactual
specimens by adding or removing tissue regions within patches. Model outputs are then compared between
original and counterfactual specimens to measure effects. b, HIPPO quantifies the effect of high-attention
regions by removing them and measuring the resulting change in model outputs. c, HIPPO implements greedy
search algorithms to identify necessary or sufficient tissue regions de novo.

Traditional approaches to digital interventions in medical imaging often require precise segmentation
of objects for occlusion or inclusion [51, 52], as well as sophisticated inpainting techniques to
maintain image integrity [53–56]. Alternatively, generative AI can generate counterfactual images
[57, 58], but the quality of the generated images has not been thoroughly evaluated for histopathology.
These manual or AI-assisted methods can introduce covariate shifts when imperfectly executed [59],
potentially leading to unreliable model predictions. The key insight for HIPPO is based on how data
flows through ABMIL models. A WSI is treated as a bag of permutation-invariant patches, where the
number and order of patches are allowed to vary [14]. Thus, an intervention can be achieved through
two primary perturbation mechanisms: (1) removing specific patches, effectively excising tissue
from the input specimen, or (2) including specific patches, simulating the addition of new tissue into
the specimen. HIPPO leverages unique properties of multiple instance learning models to facilitate
the generation of counterfactual images bypassing the complexities of direct image manipulation
by creating hypothetical scenarios such as the introduction or removal of tumor patches or regions
of tumor-infiltrating lymphocytes (TILs) from a patient’s specimen. Understanding when ABMIL
models alter their predictions due to interventions provides quantitative insights into their decision
making process, revealing important features and potential biases learned.

There are several ways to choose the regions to occlude or include, and the choice of region depends
on whether spatial annotations are available. If annotations are available (e.g., pixel-level tissue
type), then patches may be selected based on their annotation. In the present report, we used the
CAMELYON16 dataset, which includes expert annotations. We also used TCGA data and chose
patches based on HoVer-Net nucleus detections [60]. We name the process of selecting patches based
on annotations HIPPO-knowledge, as this is an intervention based on prior knowledge (Fig. 1a).
However, we acknowledge the difficulty in acquiring fine annotations. Given this, we developed
search algorithms to identify patches of interest in a data-driven fashion. The two search algorithms
are HIPPO-search-high-effect and HIPPO-search-low-effect (Fig. 1c). These algorithms identify the
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Figure 2: Understanding the role of tumor in detecting metastases. a, Example WSI from the CAME-
LYON16 dataset containing a macrometastasis (specimen test_001), with a 128× 128 µm patch highlighted.
b, Bar plot of balanced accuracy, sensitivity, and specificity on the CAMELYON16 test set (n=129, 80 negative,
49 positive) across five random initializations and five encoders, with mean values and 95% confidence intervals.
The best-performing model for each encoder was used in subsequent experiments. c-d, Bar plots showing
specificity when tumor-containing patches are removed (c) and sensitivity when only tumor tissue remains (d) in
positive specimens (n=49, 22 macrometastases, 29 micrometastases), quantifying necessity and sufficiency of
tumor regions for metastasis detection. e, Bar plot of sensitivity after adding metastases to negative specimens
(3920 counterfactuals: 80 negative × 49 positive), further quantifying tumor sufficiency. f, Bar plot showing
sensitivity of counterfactuals with a single 128× 128 µm tumor patch in normal (n=80) and metastatic (n=49)
specimens. g, Strip plot of model probabilities for tumor patches in specimen test_051 using the UNI-based
ABMIL model, comparing original, tumor-removed, and single-tumor-patch (n=125) conditions. h, Line plot
relating tumor size to model sensitivity, with each point representing 3920 counterfactuals (80 negative × 49
positive) as tumor patches are added to negative specimens.

patches that, when removed, have a strong negative effect on model predictions (i.e., are necessary)
or have little effect on predictions (i.e., are not necessary), respectively. These search strategies
complement attention heatmaps, in that they identify regions considered important by the model,
but they do so through measuring model effects. Another way to choose regions for occlusion or
inclusion is with attention maps. To quantify the effect of high attention regions, one may occlude
high attention regions and measure the change in model outputs. One may also include these high
attention regions into other tissue specimens and measure the effects on model outputs. We name this
patch selection strategy HIPPO-attention (Fig. 1b).

2.2 Do MIL models think tumor is necessary for breast cancer metastasis detection?

Metastasis detection is a well-studied task, with well-defined features (i.e., tumor cells) that drive
the label of whether or not a specimen contains metastasis. In a clinical setting, it is critical that
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metastases are identified; a false negative is unacceptable. Recent studies have shown that ABMIL
models have strong performance in metastasis detection[61]. However, previous studies have also
found that computer vision models can make the correct predictions for the wrong reasons, such
as short-cut features or spurious correlations [62, 63]. Thus, the degree to which AI models rely
on the tumor regions remains to be seen, even for a relatively straightforward task like tumor
detection. Understanding this is critical to elucidate the strengths and limitations of ABMIL models
for metastasis detection, including potential biases.

To evaluate this, we trained several ABMIL models for breast metastasis detection using the CAME-
LYON16 dataset [16] (Fig. 2a). Several pathology foundation models have recently emerged,
demonstrating near-human levels in metastasis detection. Here we consider five pathology foundation
models (UNI [61], REMEDIS [64], Phikon [65], CTransPath [66], and RetCCL [67]). We trained
five ABMIL models for each foundation model to distinguish whether or not a specimen contained
metastasis. Similar to previously reported results [61], UNI achieved a mean balanced accuracy of
0.982, REMEDIS 0.922, Phikon 0.907, CTransPath 0.858, and RetCCL 0.745. (Fig. 2b). For HIPPO
explainability experiments, we used the best-performing model (out of 5 random initializations) on
the test set for each foundation model. The best UNI model achieved balanced accuracy of 1.00,
REMEDIS 0.949, Phikon 0.955, CTransPath 0.885, and RetCCL 0.769.

In this dataset, expert pathologists finely annotated metastatic regions. This allows us to use HIPPO-
knowledge to determine whether metastatic regions are necessary for detecting breast cancer metasta-
sis. Specifically, for patients who were positive for metastasis, we removed the patches that intersected
with the tumor annotations, effectively creating a version of the specimen that does not contain metas-
tasis. We compared model predictions before and after the intervention. Specificity was calculated as
the ratio of true negatives to all negative samples. In this set of counterfactuals, all specimens were
negative, so the specificity represented the proportion of correct negative predictions by the models.
Notably, the UNI-based model exhibited the lowest specificity (0.73) in these counterfactual examples
despite achieving the highest balanced accuracy on the original test set (1.00). This discrepancy
was particularly pronounced in counterfactual specimens that originally contained macrometastases
(specificity 0.59), suggesting that the UNI-based ABMIL model uses tissue outside of the tumor
region to drive positive metastasis predictions. The REMEDIS-based model exhibited a similar
trend, with a specificity of 0.77 in counterfactuals derived from macrometastases. In contrast, the
other models showed less dependence on extratumoral tissue (sensitivity of Phikon-based, 0.86;
CTransPath-based, 0.92; RetCCL-based, 0.88), indicating that their predictions are primarily driven
by tumor epithelial cells rather than other tissue components (Fig. 2c). In summary, HIPPO enabled
the quantitative exploration of peritumoral tissue on metastasis detection.

2.3 Is tumor sufficient for breast cancer metastasis detection?

While necessity assesses the importance of a feature or feature set, it does not inform whether the
feature set is sufficient for model predictions. Metastasis detection models must be able to detect
tumor regions no matter how small. Using HIPPO-knowledge, we tested the sufficiency of metastatic
regions using two methods: removing all non-tumor patches and measuring model outputs and adding
tumor regions to normal specimens and measuring model outputs.

First, we constructed counterfactual specimens (n=49) by removing all non-tumor tissue (i.e., re-
moving patches that did not intersect with expert tumor annotations) and measuring model outputs.
With only the tumor present, the true label for these images was “positive”, and the foundation
models had the following sensitivity (true positive rate): UNI-based 0.98, REMEDIS-based 0.92,
Phikon-based 0.98, CTransPath-based 0.96, RetCCL-based 0.82 (Fig. 2d). There is evidence to
suggest that extratumoral tissue caused false negative predictions. Four of the five foundation models
improved sensitivity when using only tumor tissue in micrometastases compared to the original
positive samples, suggesting that extratumoral tissue drove false negative predictions. The sensitivity
of CTransPath increased by 25%, Phikon by 4%, REMEDIS by 5%, and RetCCL by 100%. For
UNI, however, using original WSIs resulted in a sensitivity of 1.0 on micrometastasis. However,
when using only the tumor tissue, one false negative prediction suggested that the UNI-based model
may use tissue outside of the metastatic region in its predictions. Critically, this demonstrated that
the tumor was insufficient for a positive prediction in this specimen with the UNI-based model
and that extratumoral tissue was solely driving the positive prediction. RetCCL had a true positive
rate in macrometastases of 0.95 (21 predicted positive of 22 positive specimens). When using only
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tumor tissue, all macrometastases were detected successfully, demonstrating that tissue outside the
metastatic region caused a false negative prediction.

We also evaluated whether tumor was sufficient for metastasis detection by embedding tumor regions
in normal specimens. We embedded all patches intersecting with tumor annotations into normal
specimens, resulting in 3,920 positive counterfactual examples (80 normal slides × 49 positive slides).
Model outputs for these examples were recorded. The UNI-based model had a sensitivity of 0.98,
REMEDIS-based 0.86, Phikon-based 0.95, CTransPath-based 0.90, and RetCCL-based 0.63. Positive
counterfactuals made with micrometastases were less likely to be detected by most models (UNI-
based achieved sensitivity of 0.96, REMEDIS-based 0.75, Phikon-based 0.91, CTransPath-based
0.93, and RetCCL-based 0.40), suggesting that smaller tumors in the context of normal tissue are
insufficient for positive metastasis detection (Fig. 2e).

The average treatment effect for each metastatic slide was calculated by averaging the model’s
probability of metastasis across all negative samples. This informs which positive slides can drive
positive predictions across individuals. 100% of macrometastases (n=22) led to true positives in
UNI-based, REMEDIS-based, Phikon-based, and CTransPath-based models. In the RetCCL-based
model, 90% (n=20) of macrometastases had an average true positive effect. Micrometastases (n=27)
were less likely to induce positive predictions on average, with 96% (n=26) positive in UNI, 93%
(n=25) in Phikon, 81% (n=22) in CTransPath, 74% (n=20) in REMEDIS, and 37% (n=10) in RetCCL.

2.4 Foundation models may miss small breast cancer metastases

To evaluate the sensitivity of ABMIL models to detect metastasis based on the size of the metastasis
in a specimen, we analyzed the metastasis-positive specimens from the CAMELYON16 test set.
Our methodology involved initially removing all tile embeddings that intersected with expert tumor
annotations, effectively rendering the slide negative for metastases. A 128× 128 µm region of tumor
(shown in the right-hand side of Fig. 2a) was added to 80 normal specimens and 49 metastasis-
removed positive specimens. When the single-patch tumor region was embedded in normal specimens,
the REMEDIS-, Phikon-, and RetCCL-based ABMIL models detected 100% of counterfactuals as
positive, highlighting their robustness to this small region of tumor. The UNI-based model, on the
other hand, failed to detect 41% (n=33) of positive counterfactuals (n=80), and the CTransPath-based
models failed to detect 35% (n=28) of positive counterfactuals. A similar trend was observed when the
tumor region was embedded into the context of metastatic specimens (i.e., the positive specimen with
metastasis removed). The REMEDIS-, Phikon-, and RetCCL-based models detected 100% of positive
counterfactuals (n=49), whereas the UNI-based model missed 51% (n=25) and CTransPath-based
missed 65% (n=32) of positive counterfactuals specimens (Fig. 2f). This result is surprising because
the UNI-based model had perfect sensitivity in the original test set (Fig. 2b) as well as the highest
sensitivity when larger tumors were embedded into normal tissue (Fig. 2e). This highlights that high
classification performance on the held-out test set is insufficient to assess generalization to more
nuanced downstream applications.

We also sought to quantify the sensitivity of models to each tumor patch in positive specimens, which
can shed light on whether tumor patches carry different levels of informativeness for machine learning
classifiers. To accomplish this, all tumor patches intersecting with expert tumor annotations were
removed. Then, we reintroduced tiles fully within the expert tumor annotation, one at a time, to the
tumor-removed specimen and evaluated the model outputs. These model outputs were compared to
those when all tumor was removed. While some tumor patches could drive a positive prediction on
their own, many could not (representative example shown in Fig. 2g).

To further quantify the effect of tumor size in metastasis detection, we added tumor patches into
normal slides in a graded fashion and measured the sensitivity. All models exhibited a graded effect
of tumor size, and UNI exhibited the highest sensitivity (Fig. 2h). Models tended to plateau in
sensitivity at 0.262 144mm2 of tumor (16 patches) added. The RetCCL-based model showed the
lowest sensitivity and the least sensitivity to smaller tumors.

2.5 HIPPO identifies shortcut learning when attention struggles

Identifying spurious correlations in deep learning models for medical imaging is crucial to ensure
reliable and clinically relevant results. To test HIPPO’s ability to identify spurious correlations, we
conducted an experiment where we deliberately introduced an artificial bias into the CAMELYON16
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Figure 3: HIPPO identifies shortcut learning when attention struggles. a, Thumbnail of a negative specimen
(normal_009) with a 768× 768 µm blue square added. A blue square was added to all negatives specimens
(n=239) in the CAMELYON16 dataset to promote shortcut learning. The UNI foundation model was used to
embed the tissue and the blue squares. Positive samples were unaltered. b, All positive specimens were predicted
as positive, and removal of tumor regions did not change model predictions. This suggested that the ABMIL
models learned that if a blue patch is absent, the specimen is positive for metastasis. c, Attention heatmap for
specimen test_002, with expert tumor annotation in cyan. Despite tumor having no effect on model predictions,
there was strong attention on tumor regions. d, Heatmap of patch effect sizes in specimen test_002 using the
ABMIL model trained on deliberate spurious specimens. Using “HIPPO-search-high-effect”, we searched for
the patches with highest effect on model outputs. e, Heatmap of patch effect sizes in specimen test_002 using
the original ABMIL model, trained without deliberate spurious specimens.

dataset (Figs. 3a and 3b). Specifically, 768× 768 µm blue squares were added to all negative images.
This mimics the plausible scenario in which a pathologist marks certain slides with a blue marker.
However, in doing so, it introduces a strong spurious correlation with labels. We hypothesized that
the models would learn that slides were negative if a blue region was present and that slides lacking
this blue region are positive (as blue regions are easier to identify compared to more variable tumor
regions).

An ABMIL model was trained on the modified training data using UNI embeddings. The model
achieved a balanced accuracy of 1.0 on the test set, suggesting the spurious correlations created a
trivial prediction task. By performing standard model interpretation using attention, we found that
metastatic regions were considered highly important (Fig. 3c). However, removing these regions
using HIPPO did not alter the model predictions, demonstrating that tumor regions were not important
for model predictions despite a strong attention assignment. This highlights an important weakness
of attention: the disconnect between attended regions and model predictions.

Knowing that the metastatic regions did not affect model outputs, we used the search algorithm
HIPPO-search-high-effect to identify the regions that maximally drove positive tumor predictions in
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both models using one positive specimen, test_002. Given that the model trained with spurious
correlations uses the lack of a blue square as a cue for positive specimens, we expected that no
individual patches would drive the positive metastasis output and that tumor regions would not have a
high effect on the prediction. Indeed, effect sizes were small and evenly distributed across the WSI
(minimum 2.1×10−5, maximum 0.02, mean 9.4×10−5, and median 5.5×10−5), indicating that no
single region contributed strongly to the model prediction (Fig. 3d). By contrast, applying this search
algorithm to the model trained on the original CAMELYON16 dataset, we found that patch effect
sizes were higher (minimum 3.7× 10−8, maximum 0.09, mean 1.3× 10−4, and median 4.9× 10−8),
and high effect patches were within expert tumor annotations (Fig. 3e). By tying interpretation
analysis directly to predictions, HIPPO-based interpretations may provide more reliable explanations
of model predictions.

Shortcut learning is an important bias that must be identified and addressed in deep learning on
medical images. In this case, model performance and attention were insufficient to diagnose the
shortcut learning. Observational analysis based on attention maps could easily mislead an observer to
believe that tumor regions drive model predictions. Quantifying effect sizes of tumor regions using
HIPPO addressed these limitations and diagnosed the shortcut learning.

2.6 HIPPO quantifies the effect of prognostic biomarkers in breast and skin cancer

Moving beyond metastasis detection, we used HIPPO to evaluate prognostic models in breast cancer
and cutaneous melanoma. The methods and results for these experiment are described in the Appendix.
In brief, we used the data-driven search strategy HIPPO-search-high-effect to identify the patches
that most strongly drove prognosis predictions. We found that tumor-infiltrating lymphocytes (TILs),
a known prognostic biomarker, were present in many of the patches identified by HIPPO. In addition,
these patches identified by HIPPO contained a greater proportion of TILs than the patches identified
by attention (Appendix Fig. 4a,b). We also evaluated the effect of TILs on high-risk patients
by extracting TIL-positive patches from low-risk specimens and embedded them into high-risk
specimens. We measured a significant decrease in predicted risk upon the addition of TIL-positive
patches (Appendix Fig. 4c). Removing TILs from low-risk specimens also increased predicted risk
(Appendix Fig. 4d). Last, we used HIPPO as a framework for virtual experiments and evaluated the
dosage effect of TILs in high-risk patients (Appendix Fig. 5a). In general, predicted risk of death
decreased as more TILs were added (Appendix Fig. 5b). HIPPO enabled us to create counterfactual
examples to study the effect of TILs on predicted survival.

3 Methods

Deep neural network development. We employed ABMIL to learn specimen-level labels from
whole slide images for metastasis detection. Five patch encoders were evaluated: UNI [61],
REMEDIS [64], CTransPath [66], Phikon [65], and RetCCL [67]. These embedded non-overlapping
128 × 128 µm patches. ABMIL model hyperparameters, adapted from Chen et al. [61], included
two hidden layers (512 and 384 units) with gated attention; dropout rate of 0.25; binary classification
output layer; cross-entropy loss and Adam optimizer (learning rate: 1× 10−4); cosine learning rate
scheduler; batch size of 1 without gradient accumulation; 20 epochs maximum, with best model
selected by highest validation ROC AUC. We trained five models with different random seeds for
each encoder, selecting the initialization with the highest balanced accuracy on the CAMELYON16
test set for further experiments. Attention heatmaps were visualized using QuPath [68]. Models were
implemented in PyTorch and trained on NVIDIA RTX 2080 Ti GPUs.

Breast cancer metastasis dataset. We used the CAMELYON16 dataset [16] to study breast cancer
metastasis. This dataset consists of 399 images and has fine-grained tumor annotations made by
expert pathologists. The training set was split into 90% training and 10% validation, stratified by the
label of the specimen (i.e., normal or tumor). Training set consisted of 143 negative and 100 positive
WSIs (52 macrometastases and 48 micrometastases). The validation set consisted of 16 negative
and 11 positive WSIS (6 macrometastases and 5 micrometastases). We used the pre-defined test set,
which consisted of 80 negative and 49 positive WSIs (22 macrometastases and 27 micrometastases).
In the entire dataset, there were 160 metastasis-positive specimens. There was an average tumor
area of 12.26mm2 (std. dev. 34.04mm2; minimum 0.008mm2; and maximum 276.09mm2). All
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399 slides had pixel spacings between 0.226 and 0.243 µm
px (MPP). The WSIs had 10, 250± 6, 672

patches (mean ± standard deviation), where each patch was 128× 128 µm.

Whole slide image processing. We used the CLAM toolkit to extract 128× 128 µm patches from
whole slide images. Patches were encoded using five foundation models: UNI [61], REMEDIS [64],
Phikon [65], CTransPath [66], and RetCCL [67]. This was performed using NVIDIA RTX 2080 Ti
GPUs and took several days to complete.

Diagnosing shortcut learning. We evaluated HIPPO’s ability to uncover shortcut learning and
compared it to attention analysis. We modified the CAMELYON16 dataset by adding a blue square
(768× 768 µm, color code #284283) to normal specimens, simulating pathologist markings. This
was done by replicating a UNI model [61] embedding of a 128× 128 µm blue square 36 times. We
hypothesized that the ABMIL model would learn to distinguish normal from metastatic specimens
based on the blue region’s presence. To assess tumor regions’ impact on positive specimens, we
removed patches intersecting tumor annotations and recorded model outputs. Attention maps were
visualized. We used the HIPPO-search-high-effect strategy to identify regions with the highest effect
sizes. This process was repeated using a UNI-based ABMIL model trained on the original, unaltered
CAMELYON16 dataset with identical hyperparameters and random seed.

4 Discussion

In this study, we introduce HIPPO, an explainable AI method designed to enhance the interpretability
and trustworthiness of ABMIL models in computational pathology. Our results demonstrate HIPPO’s
ability to uncover hidden biases, quantify the impact of specific tissue regions on model predictions,
and bridge the gap between computational outputs and clinically relevant insights. These findings
may have significant implications for the development, regulation, and clinical application of AI in
pathology.

One of the key strengths of HIPPO lies in its capacity to reveal model-specific limitations that are not
apparent from performance metrics or attention mechanisms alone. In our evaluation of metastasis
detection models, we uncovered surprising variations in how different foundation models process
histological information. For instance, some models showed a strong reliance on extratumoral tissue,
while others demonstrated unexpected insensitivity to small tumor regions. These findings underscore
the importance of rigorous model evaluation beyond standard performance metrics and highlight
potential pitfalls in clinical deployment.

While our study demonstrates the potential of HIPPO, several limitations must be acknowledged.
First, the counterfactual scenarios generated by HIPPO, while informative, may not always reflect
biologically plausible tissue alterations. In particular, adding patches from one specimen into another
specimen may not always be a realistic intervention. Future work should focus on refining these
interventions to more closely mimic realistic tissue changes. Second, our analysis was limited to a
specific set of foundation models and datasets. Broader evaluation across diverse pathology tasks and
model architectures is needed to fully characterize the generalizability of our findings. In addition the
interpretations offered by HIPPO are inherently bound by the underlying model’s capabilities and
potential shortcomings in representing complex biological systems.

Looking ahead, several avenues for future research emerge from this work. The integration of HIPPO
with multi-modal data, including genomic and clinical information, could provide even richer insights
into model behavior and biological relevance. Additionally, exploring the use of HIPPO in guiding
model refinement, such as targeted fine-tuning based on identified weaknesses, represents a promising
direction for improving model robustness and clinical applicability.

In conclusion, HIPPO represents a major advance in the ability to interpret AI models in computational
pathology. By providing a quantitative framework for assessing the impact of specific tissue regions
on model predictions, HIPPO offers a powerful tool for uncovering model limitations, verifying
biological relevance, and biomarker discovery for various clinical applications. As the field of
computational pathology continues to evolve, quantitative methods like HIPPO will be crucial in
ensuring that AI tools are deployed responsibly and effectively in healthcare settings.
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5 Appendix

6 Results

6.1 Refining the search for prognostic tissue biomarkers

Having demonstrated HIPPO’s effectiveness in metastasis detection, where the regions of interest are
well-defined and were previously annotated by expert pathologists, we extended our investigation
to the more complex domain of cancer prognosis. Unlike the clear delineation of tumor regions in
metastasis detection, prognostic factors in WSIs are multifaceted and less clearly defined. We applied
HIPPO to prognostic models that generate risk scores from WSIs, aiming to identify the tissue regions
driving these predictions. Our experiments with HIPPO yielded two key insights. First, HIPPO’s
search algorithms demonstrated superior ability in identifying tissue patches that consistently and
significantly influence risk predictions compared to conventional attention-based methods. While
attention mechanisms yielded mixed effects — potentially identifying regions that counterintuitively
drive lower risk in otherwise high-risk specimens — HIPPO provided a more consistent, reliable,
and quantitative assessment of the regions that drive risk. Second, HIPPO’s unique features enable
in silico experiments to measure the effects of targeted tissue interventions on prognostic outcomes
through the lens of the ABMIL model. HIPPO’s potential to accelerate the discovery and validation
of prognostic tissue biomarkers is an exciting development in cancer research, potentially bridging
the gap between computational predictions and clinical actionability.

Removing TILs increases risk.c dTILs are sufficient to lower risk in high-risk specimens.

b In low-risk specimens, HIPPO identifies regions that drive 
lower risk to a greater degree than high attention regions.

H
ig

he
r c

on
tri

bu
tio

n 
to

 lo
w

 ri
sk

a In high-risk specimens, HIPPO identifies regions that drive 
higher risk, whereas high attention regions have mixed effects.
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Figure 4: HIPPO outperforms attention in identifying prognostic tissue regions. We studied prognostic
ABMIL models in invasive breast carcinoma (BRCA) and cutaneous melanoma (SKCM) from The Cancer
Genome Atlas. a, b, Box plots of the prognostic effects of patches selected using attention and HIPPO in high-
risk (a) and low-risk (b) specimens. The y-axis depicts the risk contribution, which is calculated as the original
predicted risk minus the predicted risk when using a specimen with high-attention or high-HIPPO patches
removed. Positive values indicate contribution to higher risk (a), and negative values indicate contribution to
lower risk (b). The x-axis is the method of patch selection (either the top 1% of attended patches or the top 1%
of patches found using HIPPO-search-high-effect). c, Box plots showing the predicted risk scores before and
after adding tumor-infiltrating lymphocytes (TILs) to high-risk BRCA (left, n=256) and SKCM (right, n=67)
specimens. Orange boxes show the original risk scores, and gray boxes show risk scores after adding TILs from
low-risk specimens and averaging across low-risk specimens. Lower risk scores indicate improved prognosis. d,
Box plots showing the predicted risk scores before and after removing TILs from low-risk BRCA (left, n=256)
and SKCM (right, n=67) specimens. Box plots show the first and third quartiles, the median (central line) and
the range of data with outliers removed (whiskers), and significance is shown (*: p < 0.05, **: p < 0.01, ***:
p < 0.001). Sample sizes in high-risk (a, c) and low-risk (b, d) are n=256 for BRCA (left) and n=67 for SKCM
(right).
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We trained prognostic ABMIL models using the PORPOISE framework [38], a computational tool
designed for predicting survival outcomes from histopathology images, to predict overall survival from
WSIs in breast cancer (TCGA-BRCA) and cutaneous melanoma (TCGA-SKCM) (Supplementary
Fig. 9). The same training and validation splits were used as in the original publication. Non-
overlapping 128 × 128 µm patches from WSIs were embedded using the UNI model [61] (in the
original PORPOISE publication, a truncated ResNet50 [69] was used). Low and high risk were
defined as the first and fourth quartiles of risk scores. High attention regions were defined as the
top 1% of attended patches, and HIPPO search algorithms were also used to identify the top 1% of
patches by effect size.

High attention regions drove counterintuitive effects in many specimens, while HIPPO-search-low-
effect and HIPPO-search-high-effect identified more robust and consistent drivers of risk. High
attention regions in high-risk cutaneous melanoma specimens (n=67) drove lower risk in 45% (n=30)
of specimens. HIPPO-search-high-effect, on the other hand, identified regions that all drove higher
risk and that more greatly contributed to high-risk predictions (t = 3.03, p < 0.01, independent
t-test). High attention in high-risk breast cancer specimens (n=256) drove lower risk in 40% (n=102)
specimens. Again, HIPPO-search-high-effect consistently identified regions that drove higher risk in
the high-risk specimens (t = 8.83, p < 0.0001, independent t-test) (Fig. 4a). High attention regions
in low-risk SKCM specimens (n=67) drove higher risk in 10% (n=7). HIPPO-search-low-effect
identified regions that all drove lower risk and more strongly contributed to lower risk predictions
(t = −2.30, p < 0.05, independent t-test). High attention regions in low-risk BRCA specimens
(n=256) drove higher risk predictions in 8% (n=20) specimens. HIPPO-search-low-effect identified
patches that consistently drove lower risk predictions (t = −5.43, p < 0.0001, independent t-test)
(Fig. 4b). This counterintuitive effect underscores that attention scores may not directly relate to
model predictions. Thus, interpretations that solely rely on these features may be misguided. HIPPO
search algorithms reliably identified the regions that drove risk predictions and may have value as a
tool for prognostic biomarker search.

TILs are a well-known prognostic biomarker. We evaluated the necessity and sufficiency of TILs
for low-risk predictions in BRCA and SKCM. To test sufficiency, we extracted TIL-positive patches
from low-risk specimens and placed them in high-risk specimens. For each high-risk slide, we
embedded the TILs from each low-risk slide, and we averaged the model predictions across the
low-risk slides to compute the average treatment effect of TILs for each high-risk slide. In high-risk
BRCA specimens (n=253, three specimens failed cell detection), the addition of TILs from low-risk
specimens decreased the risk by 46% (t = 17.95, p < 0.0001, paired t-test) from 0.37 (std. dev. 0.20)
to 0.20 (std. dev. 0.15). In SKCM (n=67), the addition of TILs significantly decreased risk by 59%
(t = −22.53, p < 0.0001, paired t-test) from 0.60 (std. dev. 0.14) to 0.25 (std. dev. 0.08) (Fig. 4c).
To evaluate the necessity of TILs, we removed TIL-positive patches from low-risk specimens and
measured the change in predictions. If TILs were necessary, then risk predictions would increase
upon removal of TILs. In BRCA (n=254, two specimens failed cell detection), the removal of TILs
significantly increased risk by 179% (t = 3.83, p < 0.001, paired t-test) from 0.002 (std. dev.
0.001) to 0.005 (std. dev. 0.014). In SKCM (n=67), the removal of TILs increased risk by 98%
(t = 4.27, p < 0.0001, paired t-test) from 0.064 (std. dev. 0.045) to 0.126 (std. dev. 0.123) (Fig.
4d). The removal of TILs did increase risk predictions, but the risk predictions did not reach the
level of high-risk slides, suggesting that other features in the WSIs were also driving the low-risk
predictions. HIPPO facilitated a quantitative evaluation of the role of TILs on prognosis, providing
insights beyond those achievable through the attention mechanism of ABMIL.

6.2 Generating hypotheses of which patients may benefit from autologous TIL therapy

Lifileucel is a promising immunotherapy for melanoma that involves isolating TILs from a patient’s
tumor, replicating the TILs, and infusing them back into the patient1. In a phase II clinical trial,
over 30% of patients responded to the therapy [70]. Identifying the patients that might respond to
this therapy has the potential to improve patient outcomes and decrease costs (a single treatment
may cost over $500 000 [71]). Therefore, we sought to explore whether we could emulate this with
ABMIL and HIPPO. We conducted in silico experiments to measure the effect of autologous TILs
on prognosis. We used the prognostic model for cutaneous melanoma described above, and we

1https://www.fda.gov/news-events/press-announcements/fda-approves-first-cellular-
therapy-treat-patients-unresectable-or-metastatic-melanoma
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a Autologous TILs decrease predicted risk.
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Figure 5: Autologous TILs improve predicted prognosis. In high-risk slides of cutaneous melanoma (TCGA-
SKCM, n=67), TIL-positive patches were identified using a heuristic from [38]. High risk was defined as slides
with the top 25% of predicted risk scores. a, The embeddings of TIL-positive regions were replicated and
concatenated with the original embeddings (the ellipsis denotes that the displayed TIL patches are a representative
sample of a larger set). Model predictions are then recorded for this counterfactual with additional autologous
TILs. b, Box plot showing the difference in model predictions, relative to the original specimens. Differences are
shown on the y-axis and were calculated as the predicted risks with autologous TILs minus the original predicted
risk (negative values indicate that autologous TILs decreased predicted risk). The x-axis shows the amount of
TILs relative to the original specimens. The sample size in each box is 67. Box plots show the first and third
quartiles, the median (central line) and the range of data with outliers removed (whiskers), and significance is
shown (***: p < 0.001).

studied the high-risk specimens in TCGA-SKCM (n=67 WSIs, n=54 patients). Counterfactuals were
designed to model the injection of autologous TILs. In each specimen, TIL-positive patches were
replicated 2×, 10×, 20×, and 100× (Fig. 5a). TIL-positive patches were defined using the same
heuristic as above (see Methods). The change in model predictions between original specimens
and autologous counterfactuals was recorded to measure the effect of additional TILs on prognosis.
Cohen’s d was also calculated to quantify effect sizes. Importantly, we do not claim to demonstrate
the efficacy of autologous TIL therapy through HIPPO and TCGA-SKCM. Rather, we aim to show a
proof-of-principle that HIPPO may be used for hypothesis generation.

Autologous TILs significantly lowered predicted risk in a dose-dependent manner. Risk decreased
by −2.18% (d = −0.50) at 2× dose (t = −4.06, p < 0.001, paired t-test), −10.8% (d = −0.56)
at 10× dose (t = −4.59, p < 0.0001, paired t-test), −15.3% (d = −0.62) at 20× dose (t = −5.06,
p < 0.0001, paired t-test), and −20.8% (d = −0.67) at 100× dose (t = −5.49, p < 0.0001, paired
t-test) (Fig. 5b). Increasing the number of TILs by 100× decreased predicted risk scores by over
half in 18% of high-risk specimens. Together, we demonstrated a proof-of-principle in which we
use HIPPO to identify patients who may benefit from autologous TIL therapy through improved
predicted prognosis following the replication of their TILs.

7 Methods

7.1 Prognostic neural network model development

For prognostic models, we used the ABMIL models defined in [38]. The model was composed of a
linear layer with 512 units, dropout with a rate of 0.25, and a second linear layer of 256 units. Gated
attention was used. The model had four outputs, representing hazards at four points in time. Risk
scores were calculated as in ref. [38] and were in range [0, 1], where 0 indicates lowest probability of
survival. Models were all implemented in PyTorch, and training was performed on NVIDIA RTX
2080 Ti GPUs.
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7.2 Prognostic datasets

Prognostic models were trained and evaluated using the invasive breast carcinoma (BRCA) and
cutaneous melanoma (SKCM) studies from The Cancer Genome Atlas. In TCGA BRCA, 1,022
WSIs from 956 patients were used (130 death events), and in TCGA SKCM, 268 slides from 230
patients were used (89 death events). Overall survival time and censoring was used and retrieved
from the code repository2 of ref. [38]. The training and validation splits for cross validation were
accessed from the same code repository. The WSIs in TCGA BRCA had 11, 260± 6, 544 patches
(mean ± standard deviation). The WSIs in TCGA SKCM had 14, 153± 7, 471 patches.

7.3 HIPPO experiment details

Testing the necessity of tumor regions. To assess tumor regions’ influence on ABMIL models for
metastasis detection, we removed all tumor patches from 49 tumor-positive specimens. Embeddings
of patches intersecting expert tumor annotations were removed, and specimens were reclassified as
"negative". Model outputs were recorded, and true negative rate (specificity) was calculated for all
tested patch embeddings.

Testing the sufficiency of tumor regions. We evaluated tumor region sufficiency in two ways: (1)
Using only tumor tissue from positive specimens (n=49); (2) Embedding metastatic patches from
positive specimens (n=49) into negative specimens (n=80). For method 1, we removed all non-tumor
patches. For method 2, we created 3920 counterfactual examples by adding tumor patches from each
positive slide to each negative slide. Sensitivity was measured as the proportion of positive model
predictions in both cases.

Testing the effect of tumor size. We explored tumor size effects using in three different ways: (1) a
single 128× 128 µm tumor region was added to normal specimens (n=80) and positive specimens
with tumor removed (n=48); (2) individual tumor patch effect, Removed all tumor patches from
positive slides (n=49), then added back one at a time. (3) Incremental tumor size, randomly sampled
and added back increasing numbers of tumor patches (i.e., 1, 2, 4, 8, 16, 32, 64) to positive slides with
tumor removed. Sensitivity was evaluated as the proportion of positive predictions for each scenario.

Identifying prognostic regions and comparing with attention. We sought to compare the effec-
tiveness of attention and HIPPO for identifying tissue regions related to predicted prognosis. TCGA
BRCA and SKCM data were used in these experiments. For attention, regions assigned the top 1% of
attention scores were selected. For HIPPO, the search strategy HIPPO-search-high-effect was used
to identify the regions most contributing to high risk in high-risk specimens, and the search strategy
HIPPO-search-low-effect was used to identify the regions most contributing to low risk in low-risk
specimens. Low and high risk were defined as the first and fourth quartiles of predicted risk scores,
respectively. The first 1% of patches identified by the HIPPO search algorithms were selected for
evaluation. To quantify the effect of the selected regions on predicted prognosis, we calculated the
difference between the predicted prognosis on the original specimens and the predicted prognosis on
the specimens with the selected regions removed.

Risk contribution of ROI = Risk using original WSI − Risk when ROI is removed (1)

Positive values indicated that the regions contributed to higher risk, and negative values indicated
that the regions contributed to lower risk. Independent t-tests were used to assess significance of
differences between attention and HIPPO.

Effect of TILs on prognostic models. In prognostic models, we measured the effects of tumor-
infiltrating lymphocytes (TILs) on model behavior. The number of TILs was quantified using the
same approach as Ref. [38]. Briefly, HoVer-Net [60] was used to outline and label the nuclei in
TCGA BRCA and SKCM WSIs. The model labels nuclei as one of six categories: tumor epithelium,
lymphocyte, stroma, necrosis, normal epithelium, and unknown. Each 128 × 128 µm was called
TIL-positive if it contained more than 20 cells, more than 10 immune cells, and more than 5 tumor
cells. In TCGA BRCA, HoVer-Net failed for 12 WSIs, some of which were missing pixel spacing
information.

2https://github.com/mahmoodlab/PORPOISE
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We measured the effect of TIL patches on predicted prognosis in TCGA BRCA AND SKCM by
either removing TILs from low-risk specimens or adding TILs to high-risk specimens, where low-risk
was defined as samples in the first quartile of predicted risk and high-risk were samples in the fourth
quartile of predicted risk. The predicted prognoses were compared before and after the intervention.
To evaluate the sufficiency of TILs for predicting low risk, we added TIL patches from low-risk
specimens to high-risk specimens. Risk predictions of the model were recorded, and differences were
tested using paired t-tests. To assess the necessity of TIL regions, we removed TIL-positive patches
from low risk specimens and measured risk predictions. Differences were tested using paired t-tests.

Evaluating autologous TILs. Autologous TIL therapy is a promising immunotherapy. We explored
how HIPPO could be used for hypothesis generation in the context of autologous TILs in high-risk
SKCM specimens (n=67). We sought to assess the degree to which prognostic ABMIL models are
effected by the number of TILs in a specimen. We do not claim to assess the efficacy of autologous
TILs through HIPPO. The embeddings of TIL-positive regions were replicated 2×, 10×, 20×, or
100×, and the change in predicted risk was measured:

Change in Risk = Risk with autologous TILs − Risk with original WSI (2)

Negative values indicated that the addition of TILs decreased risk. The change in risk from baseline
was assessed using paired t-tests.
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8 NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The claims made in the abstract and introduction are supported by experimental
results.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We describe multiple limitations of this work.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: We do not report theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We describe the methods and datasets in detail, so that readers may reproduce
the experimental results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [No]
Justification: We include the links from where datasets can be downloaded. However, we
were unable to upload the code as supplemental information to OpenReview. We are happy
to share the code.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We list the hyperparameters and details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Tests of statistical significance and error bars are present where appropriate.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).

22

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We list the compute resources used to perform the experiments described in
our report.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We conform to the NeurIPS Code of Ethics. All datasets are public and
anonymized.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Yes, we discuss the broad potential impacts of this work.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We believe that this paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All original datasets and code are attributed.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We distribute code and documnetation on how to use the code.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This research did not involve human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This research does not involve human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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