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Abstract001

In education, peer instruction (PI) is widely002
recognized as an effective active learning strat-003
egy. However, real-world evaluations of PI004
are often limited by logistical constraints and005
variability in classroom settings. This paper in-006
troduces PEERS (Peer Enhanced Educational007
Realistic Simulation), a simulation framework008
that integrates Agent-Based Modeling (ABM),009
Large Language Models (LLMs), and Bayesian010
Knowledge Tracing (BKT) to emulate student011
learning dynamics. As an initial step, this study012
focuses on evaluating whether LLM-powered013
agents can effectively assume the roles of teach-014
ers and students within the simulation. Human015
evaluations and topic-based metrics show that016
LLMs can generate role-consistent and contex-017
tually appropriate classroom dialogues. These018
results serve as a foundational milestone toward019
building realistic, AI-driven educational sim-020
ulations. Future work will include simulating021
the complete PEERS framework and validating022
its accuracy through actual classroom-based PI023
sessions. This research aims to contribute a024
scalable, cost-effective methodology for study-025
ing instructional strategies in controlled yet re-026
alistic environments.027

1 Introduction028

Classroom learning is an intricate process influ-029

enced by various variables such as student participa-030

tion, peer interactions, and instructional strategies.031

Active learning, where students actively participate032

in the learning process, has gained popularity due033

to its effectiveness inside the classroom (Martella034

and Schneider, 2024). One notable strategy in ac-035

tive learning is Peer Instruction (PI), a pedagogical036

approach that promotes student interaction.037

PI facilitates critical thinking, improves reten-038

tion, and improves problem solving skills by en-039

couraging collaborative dialogue and shared under-040

standing (Garrison and Vaughan, 2008). For exam-041

ple, a decade-long study at Harvard demonstrated042

Figure 1: PEERS Flowchart. PEERS has 2 parts in
order to deliver Peer Instruction. The Learning Dis-
cussion Stage shown is where the Student Agent gains
a base knowledge regarding the topic by updating its
memory and knowledge by BKT. The Peer Discussion
stage reflects the knowledge from the previous stage,
and then student agents discuss and give feedback on it.
Learning gains are computed from pre-and post-test.

the efficacy of PI over traditional lectures, show- 043

ing significant improvements in both conceptual 044

reasoning and quantitative problem solving perfor- 045

mance (Crouch and Mazur, 2001). This method has 046

become a vital component of modern educational 047

practices in disciplines such as physics, biology, 048

and chemistry (Vickrey et al., 2015). 049

Although PI has been shown to provide sub- 050

stantial benefits, evaluating its effectiveness in au- 051

thentic classroom environments presents significant 052

challenges. Factors such as variability in student 053

participation, personality types, dynamics of peer 054

relationships, and external pressures frequently ob- 055

scure the impact of instructional strategies (Black 056

and Wiliam, 1998). Furthermore, logistical con- 057

straints and resource-intensive requirements limit 058

the feasibility of conducting large-scale classroom 059

experiments to fully investigate broader learning 060

dynamics (Bieda et al., 2020). Although a previous 061
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work (Elendu et al., 2024) shows that simulation-062

based studies provide an alternative by allowing063

precise control over variables and exploration of064

emerging learning behaviors, these models often065

rely on assumptions that may not fully capture the066

complexities of real-world interactions. This limi-067

tation underscores the need for methodologies that068

combine realism, scalability, and cost-effectiveness069

to thoroughly investigate the dynamics of PI.070

To address these challenges, this thesis proposal071

introduces PEERS (Peer Enhanced Educational Re-072

alistic Simulation), a novel Agent-Based Modeling073

(ABM) framework augmented by Large Language074

Models (LLMs) and Bayesian Knowledge Tracing075

(BKT). Adopting ABM allows for the modeling076

of individual students as agents with distinct and077

evolving traits, such as knowledge level, engage-078

ment, and interaction frequency, allowing for the079

capture of emergent behaviors that reveal how indi-080

vidual and group dynamics contribute to learning081

outcomes. These behaviors, which are difficult082

to observe in real-life scenarios, provide valuable083

insights into the mechanisms underlying collabora-084

tive learning. To enhance the realism of these sim-085

ulations, we used LLMs to generate nuanced, con-086

textually relevant dialogues that emulate human-087

like classroom discussions, making the simulation088

results more applicable to real-world settings. Fur-089

thermore, we dynamically track the knowledge pro-090

gression of each agent based on participation and091

quiz performance by BKT, offering a probabilistic092

mechanism to quantify learning outcomes during093

instructional activities. Unlike conventional pre-094

and post-test evaluations, this integrated approach095

provides granular insights, such as access to the096

peer conversations themselves, as well as a more097

direct observation of the impact of PI, enabling a098

more comprehensive understanding of its effective-099

ness.100

The present work focuses on the first phase of101

this broader research agenda: Validating the ability102

of LLMs to assume distinct classroom roles (e.g.,103

teacher, average student, below-average student)104

and engage in realistic, role-appropriate dialogues.105

Initial experiments evaluate LLM consistency and106

believability through human- and topic-based as-107

sessments.108

The following objectives structure the overall109

direction of this research:110

• Validate the ability of LLMs to assume class-111

room roles through human- and metric-based112

evaluation (current work). 113

• Simulate the full PEERS framework, integrat- 114

ing BKT and memory modeling to analyze 115

learning dynamics (future work). 116

• Conduct actual classroom-based PI sessions 117

to validate and calibrate the simulation frame- 118

work (future work). 119

2 Related Work 120

PI fosters active learning by encouraging struc- 121

tured peer discussions, improving conceptual un- 122

derstanding, and problem-solving skills across dis- 123

ciplines (Mazur, 1997). Theoretical foundations 124

include cultural evolutionary theory (Lew-Levy 125

et al., 2023), collaborative learning (Yang, 2023), 126

and cognitive constructivism (Keerthirathne and 127

Keerthirathne, 2020). PI is widely implemented 128

at all levels of education (Wang and Gao, 2021), 129

(Arthur et al., 2022), with research showing that 130

peer discussions and instructor explanations im- 131

prove learning gains (Smith et al., 2011). However, 132

social dynamics, time constraints, and logistical 133

issues hinder its large-scale evaluation (Themeli, 134

2023), (Knight et al., 2013). To address these chal- 135

lenges, PEERS provides a scalable and controlled 136

simulation framework that enables the systematic 137

analysis of PI interactions without the constraints 138

of traditional classroom settings. ABM enables the 139

simulation of complex learning environments, pro- 140

viding insight into the optimization of instructional 141

strategies (Vulic et al., 2024), (Ormazábal et al., 142

2021). ABM models human decision-making and 143

social interactions, making it valuable for education 144

research An (2012). However, it struggles to repli- 145

cate the dynamics of a real classroom (Chopra et al., 146

2024). Integrating AI can improve ABM realism, 147

particularly by using LLMs to generate human-like 148

discussions that capture peer interactions (Chen 149

et al., 2024).PEERS enhances ABM-based simula- 150

tions by integrating LLMs, allowing for dynamic 151

peer discussions that better reflect real classroom in- 152

teractions. Artificial intelligence (AI), particularly 153

LLM, has been widely used in education (Wang 154

et al., 2024). LLMs can simulate classroom discus- 155

sions by generating realistic dialogues, allowing for 156

emergent behaviors that enhance learning (Zhang 157

et al., 2024). Tools such as CodeAid provide LLM- 158

driven personalized guidance (Kazemitabaar et al., 159

2024). However, the modeling of student behavior 160

remains challenging (Nguyen et al., 2024). With 161
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this, PEERS leverages LLMs to simulate student-162

driven dialogues and peer discussions, capturing163

emergent learning patterns that traditional mod-164

els struggle to reproduce. BKT helps track and165

quantify knowledge progression, refining the real-166

ism of AI-driven classroom simulations (Corbett167

and Anderson, 1994). Despite progress in using168

ABM, LLMs, and BKT separately, little research169

has explored their combined application in PI envi-170

ronments. By integrating ABM, LLMs, and BKT,171

PEERS creates a novel framework for evaluating172

peer learning, enabling the continuous tracking of173

student knowledge states and interactions in a scal-174

able, data-driven manner.175

3 Methodology176

3.1 Simulation Framework177

The simulation framework consists of two primary178

agent roles: Teacher and Student agent. Each agent179

interacts in a simulated classroom environment us-180

ing a set of predefined parameters. The simulation181

framework, illustrated in Figure 2, comprises two182

primary stages: the Learning Discussion Stage and183

the Peer Instruction Stage.184

Each agent i is defined by a set of basic attributes185

that determine its role R and behavior. These at-186

tributes are further enhanced by the output gener-187

ated from LLMs. In this simulation, there are two188

primary roles, teacher and student roles.189

Teacher Agent. The teacher agent is character-190

ized by three core components: the Teacher Script191

(T ), the Test Set (Qt) and the LLM Prompt (Pt).192

Hence, we can define the teacher agent’s roles as193

RT = {T,Qt, Pt}, (1)194

where195

· T is the teacher script that serves as the basic196

outline of the lecture that the teacher agent197

follows throughout the simulation. It provides198

structure to the class discussion, highlights199

key points, and determines where the discus-200

sion ends.201

· Qt is the test set that the teacher agent will202

administer after the discussion. It assesses203

the student’s learning and retention, and the204

results are used to compute the student’s learn-205

ing gain.206

· Pt is the LLM prompt to generate the teacher207

agent responses in the simulation. It de-208

fines the interaction style and depth of the209

responses, enabling the teacher agent to re-210

spond naturally and contextually based on the 211

discussion. 212

Student Agent. The student agent is defined by a 213

set of personalized attributes that model individual 214

learning behaviors, which are implemented as be- 215

havioral parameters in the agent-based simulation. 216

These attributes are encoded directly in the simula- 217

tion code to guide the student agent’s actions and 218

responses. The student role is described as 219

RS = {Ki(t), Fi(t), Ei(t), Qi(t),Mi(t), Pi},
(2) 220

where 221

· Ki(t) is the Knowledge Level (KL) parame- 222

ter that represents the student’s understanding 223

of the subject at time t. This parameter in- 224

fluences the agent’s uncertainty, calculated as 225

1 −Ki(t). The knowledge level also affects 226

the student’s memory capacity, 227

MC = 5 + exp(4Ki(t)), (3) 228

following Miller’s Law ((Miller, 1956)). 229

· Fi(t) is the Interaction Frequency (IF) pa- 230

rameter. This parameter triggers whether the 231

agent actively participates (e.g. asks a ques- 232

tion) or passively listens during discussion. 233

· Ei(t) is the Engagement Level (EL) parame- 234

ter that affects the complexity of the questions 235

posed by the agent. Higher EL results in more 236

detailed or in-depth questions. 237

· Qi(t) means Question Trigger (QT) which 238

determines the threshold for the agent to ask 239

questions influenced by uncertainty. The stu- 240

dent will ask a question if Uncertainty > 241

Qi(t). It shows that the student agents with 242

higher uncertainty are more likely to seek clar- 243

ification. 244

· Mi(t) serves as the student’s memory. It is the 245

student agent’s knowledge repository, where 246

learned information is stored and accessed 247

for future discussions and tests. The memory 248

capacity is determined on the basis of Miller’s 249

law. 250

· Pi is the LLM parameter prompt that de- 251

scribes how the student agent responds in 252

class, from asking questions to participating 253

in peer discussions. It customizes the tone, 254

detail, and style of student response in the 255

simulation, making each student’s behavior 256

more realistic and varied. 257

This student agent model enables the simulation 258

to capture both individual learning dynamics and 259
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Figure 2: PEERS Framework for Learning Discussion (upper) and Peer Instruction Stage (lower). Every
time agents engage in conversation, chunks of information are stored in their memory. The student agent’s base
knowledge is updated by BKT during the learning discussion stage. When the student agents take a test, they
retrieve the information stored in their memory. PEERS will be able to capture the learning gain from the pre- and
post-test.

group interactions, making it possible to measure260

the impact of peer instruction on student knowl-261

edge.262

Memory Model. The memory model for student263

agents represents student learning. The model con-264

sists of two parts: storage and retrieval, as shown in265

Figure 2. This model adopts a straightforward ap-266

proach, focusing on Miller’s number to determine267

how many chunks of information can be stored in268

working memory. The information comes from the269

conversations during the discussions. In this case,270

the chunks are extracted from the conversation dia-271

logue and stored in the form of textual information.272

As such, chunks are groups of keywords extracted273

from the discussion. This interprets the things a stu-274

dent agent remembers when in a discussion; they275

remember not all of it but key parts of the conversa-276

tion (Stafford and Daly, 1984). For this method, we277

use NLP to extract the key words from the conversa-278

tion. In the storage model, when new information279

arrives, the system first checks whether there is280

sufficient storage space. If space is available, the281

model stores the new information. However, if no282

space is available, the model randomly removes a283

memory chunk to accommodate the new informa-284

tion. This memory erasure mechanism implies that285

students tend to remember new information more 286

than older information. 287

3.2 Session Structure 288

As shown in Figure 2, the PEERS framework con- 289

sists of two stages: the Learning Discussion Stage 290

and the Peer Instruction Stage. These stages mimic 291

real-world classroom teaching strategies, where the 292

teacher first discusses a topic, and peer discussions 293

reinforce the learning from the covered material. 294

3.2.1 Learning Discussion Stage 295

The Learning Discussion Stage is designed to 296

mimic a conventional classroom environment in 297

which the teacher agent presents a lecture and the 298

student agents participate. In this stage, the teacher 299

agent follows the script T and discusses the ma- 300

terial. In this paper, we demonstrate our frame- 301

work using a simulation with climate change as the 302

discussion topic. The student agents interact ac- 303

cording to their parameters. The discussion flows 304

naturally until all the points in the teacher script 305

T are covered. After completing the script, the 306

teacher agent would ask each student agent ques- 307

tions regarding the topic. This simulates the ques- 308

tion strategies used in classrooms to encourage crit- 309

ical thinking and analysis. After a student agent 310
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answers a question, the teacher agent would pro-311

vide feedback and a brief explanation of the answer.312

This response will serve as an input to BKT.313

The BKT method updates the KL of a student314

dynamically based on their correct or incorrect re-315

sponses to questions. For correct response, the316

formula to use for the KL update is317

KLnew =
Ki(1− p(S))

Ki(1− p(S)) + (1−Ki)p(G)
+p(T ),

(4)318

and for an incorrect response, we have319

KLnew =
Kip(S)

Kip(S) + (1−Ki)(1− p(G))
, (5)320

where KLnew is the new KL after update, Ki is the321

current KL of the student agent, p(S) is the prob-322

ability of answering incorrectly despite knowing,323

p(G) is the probability of guessing the answer cor-324

rectly, and p(T ) is the learning rate. Using the BKT325

process, the simulation offers a quantitative and326

dynamic method to monitor each student agent’s327

learning progress. In addition, the student agents328

store information in their memory Mi throughout329

the discussion.330

3.2.2 Peer Instruction Stage331

In the Peer Instruction stage, student agents engage332

in peer instruction within a simulated row-column333

classroom layout. The PI occurs in two rounds: In334

the first round, each student pairs with the seatmate335

to their right. If no rightward partner exists, they336

pair with the student directly behind them. In the337

second round, students pair with their seatmates338

to the left. During PI, the student agents will dis-339

cuss what they learned in the previous stage. The340

students access their memory to contribute to the341

discussion. Agents expand or reinforce their mem-342

ory during PI based on their interaction with their343

peers. New knowledge and insights shared by peers344

are stored as memory entries, enhancing student345

learning.346

3.2.3 Simulation Parameters347

The teacher and student agents are initialized to348

implement the simulation framework employing349

varied roles and behavioral parameters. The teacher350

agent receives a curated script on the topic of cli-351

mate change, derived from widely available lec-352

tures, which serves as the basis for discussion. In353

addition, a set of diagnostic test questions was ex-354

tracted from the script to assess the knowledge of355

the student agents at different stages.356

The simulation features 20 student agents cat- 357

egorized into three distinct groups to represent a 358

realistic middle school classroom. These groups 359

include 10 average (Student _A), 4 above average 360

(Student _AA), and 6 below average (Student _BA) 361

students. The categorization was based on ranges 362

of key behavioral parameters such as KL, EL, IF, 363

and QT, as shown in Table 1. 364

The LLM used for both the student and the 365

teacher agents, OpenAI GPT-4, was configured 366

with a temperature setting of 0.1 to ensure relevant 367

and deterministic responses. It was estimated that 368

a single run uses 350k tokens at 12 USD. 369

Parameter Above Average Average Below Average

Knowledge Level 0.35 - 0.5 0.2 - 0.35 0.1 - 0.2

Engagement Level 0.25 -0.4 0.1 - 0.25 0.05 - 0.1

Interaction Frequency 0.6 - 1.0 0.4 - 0.6 0.1 - 0.4

Question Trigger 0.2 - 0.3 0.1 - 0.2 0.05 - 0.1

Table 1: Student Agent Parameters. These values
were randomly assigned within their respective ranges
to introduce diversity in learning behaviors.

370

3.3 Actual PI Implementation 371

To evaluate the effectiveness of the PEERS frame- 372

work, we carried out a practical implementation 373

in a classroom setting. We observed two separate 374

classrooms: one designated as the control group 375

without any PI and the other implementing PI. Both 376

classrooms were provided with identical course ma- 377

terials for discussion. Observers were stationed in 378

each classroom to assess the interactions occur- 379

ring there. Interaction metrics included monitor- 380

ing the frequency of questions posed by both the 381

teacher and students, analyzing the depth and fre- 382

quency of student responses, and observing active 383

listening through visual cues. The observers docu- 384

mented these interactions for potential replication 385

in PEERS. Each classroom also participated in a 386

diagnostic exam to gauge their understanding of 387

the subject matter. Classroom 1, with no PI, was 388

given a short test following the discussion, while 389

Classroom 2, which utilized PI, took the test af- 390

ter both the discussion and the implementation of 391

PI. Learning gains were evaluated using Hake’s 392

formula to assess student progress. The observed 393

classroom interactions will be inputted into PEERS 394

for comparison with the learning gain outputs. Fig- 395

ure represents the framework for the actual PI im- 396

plementation. 397
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Figure 3: Actual PI ImplementationTwo classrooms
were observed to obtain realistic PI results. Classroom
1, which did not implement PI, served as the control
group, while Classroom 2 included PI. The resulting
metric measurements were inputted into PEERs, and
the learning gains were compared.

3.4 Evaluation Metrics398

We evaluated how closely our simulation matches399

the classroom experience in the real world by as-400

sessing (1) how well the agents mimicked their401

assigned roles and (2) whether student agents actu-402

ally learned, as measured by the learning gains and403

phenomena observed in a real classroom.404

3.4.1 LLM Role Evaluation405

To ensure that the LLM agents effectively assumed406

their roles in the simulation, we evaluated them us-407

ing both human evaluation and metric-based evalu-408

ation.409

For the human evaluation, we took the tran-410

script of the dialogues produced by the simulation411

and had them assessed by four human evaluators.412

The evaluators were randomly selected, and before413

participation, the details of the study were thor-414

oughly explained to them. They were informed415

that their task was to identify roles in a dialogue416

within a given context. Additionally, they provided417

explicit consent, acknowledging that no compen-418

sation would be given and that their evaluations419

would be used solely for research purposes. Their420

responses were anonymized to ensure compliance421

with ethical guidelines on data privacy and confi-422

dentiality, as outlined in Annex A. 423

For the metric-based evaluation, we conducted 424

a topic-based analysis to assess the consistency of 425

the LLM agents in maintaining their assigned roles 426

throughout the simulation. The topic-based anal- 427

ysis allowed us to determine whether the agents 428

stayed focused on their assigned discussion topics 429

rather than deviating into unrelated areas, a com- 430

mon issue with LLMs. Furthermore, evaluating 431

the behavior of the student agents based on their 432

defined behavioral parameters ensured that they 433

behaved in alignment with their initial settings. 434

3.4.2 Learning Gain 435

The effectiveness of this simulation in fostering 436

knowledge acquisition through PI is quantified us- 437

ing learning gain, a widely recognized metric for 438

evaluating educational interventions ((Evans et al., 439

2018)). By comparing pre-test and post-test scores, 440

the learning gain provides a normalized measure of 441

the improvement in knowledge achieved by the stu- 442

dent agents through PI. The formula for calculating 443

Learning Gain is based on Hake’s model ((Hake, 444

2002)): 445

LG =
Post− test Score − Pre− test Score

Max Score − Pre− test Score
(6) 446

This formula normalizes the gain by accounting 447

for the student agent’s initial level of knowledge, 448

allowing comparisons across a heterogeneous pop- 449

ulation of agents with varying prior knowledge and 450

engagement levels. 451

3.4.3 Statistical Analysis 452

T-test and ANOVA. We use paired t-test and 453

ANOVA on the learning gaining values to deter- 454

mine whether the student agents did learn. The 455

paired t-test is used to determine whether there is a 456

significant difference between pre-test and post-test 457

scores, indicating the effectiveness of peer instruc- 458

tion. The null hypothesis HO, is that there is no 459

significant difference between pre-test and post-test 460

scores, implying that the peer instruction frame- 461

work does not significantly impact student learning. 462

ANOVA will be used to determine whether there 463

is a significant difference in learning gains across 464

multiple simulation trials. The null hypothesis HO, 465

is that there is no significant difference in learn- 466

ing gains among the different trials i.e., the mean 467

learning gains across trials are equal. Rejecting 468

HO would confirm the effectiveness of peer learn- 469

ing and the framework reliably produces similar 470
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learning outcomes across different runs.471

3.4.4 Emergent Behavior472

For this simulation, one of the key advantages of473

employing an ABM framework is the ability to474

observe emergent behaviors: complex, collective475

phenomena arising from the interactions of indi-476

vidual agents. In this study, the interplay between477

teacher and student agents, governed by their pa-478

rameters and decision-making rules, leads to sev-479

eral emergent outcomes that provide valuable in-480

sight into classroom dynamics. During the PI stage,481

collaboration among agents fosters discussions and482

knowledge exchange based on their stored memory.483

These interactions can result in scenarios where stu-484

dents with higher levels of knowledge reinforce the485

understanding of their less knowledgeable peers by486

sharing accurate information during discussions.487

4 Initial Results and Discussion488

4.1 LLM Role Experiments489

4.1.1 Human Evaluation490

We asked human evaluators to review the transcript491

of the dialogues between the teacher and student492

agents. These dialogues were extracted from the493

Learning Discussion stage, where agents interacted494

in the environment. We selected three unique di-495

alogues for evaluation. Their task was to analyze496

the dialogue and identify the speaker’s role based497

on their perception and understanding of the script.498

They classified speakers as teachers or students499

and further classified students as below average,500

average, or above average. To avoid bias, we did501

not inform evaluators that an LLM generated the502

dialogue.503

We selected four respondents as evaluators: two504

professors, one student, and one staff member. The505

evaluator’s answers are compared with the true506

values. We evaluated accuracy using f1-score and507

Fleiss’ Kappa. The f1-score measures the balance508

of precision and recall, particularly since below-509

average students rarely participates in class. We510

also used Fleiss’ Kappa to assess the reliability of511

agreement among the evaluators.512

Table 2 presents the measured f1-score and513

Fleiss’ Kappa values. The results show that human514

evaluators successfully identified the teacher and515

student roles in the dialogues, with scores close516

to 1.0. However, the f1-scores for student cate-517

gorization were lower, indicating that evaluators518

struggled to distinguish between student categories519

Dialogue Role f1-score Fleiss’ Kappa

1

Teacher 0.9925

0.52
Student (Overall) 0.99

Below Average –

Average 0.35

Above Average 0.09

2

Teacher 0.995

0.52
Student (Overall) 0.9925

Below Average –

Average 0.42

Above Average 0.09

3

Teacher 1.00

0.55
Student (Overall) 1.00

Below Average 0.31

Average 0.44

Above Average 0.15

AVERAGE 0.55

Table 2: Human Evaluation Result. Human evaluators
were able to capture the teacher ans student roles in the
dialogues, however had difficulty assessing the student
categorization. Dialogues 1 and 2 don’t have any true
value for Below Average student because no one in that
group participated in the discussion.

based only on dialogue. This challenge is reflected 520

in the overall Fleiss’ Kappa score of 0.53, suggest- 521

ing moderate agreement among the respondents 522

in identifying roles. Despite this limitation, LLM 523

agents successfully generated a role-distinct dia- 524

logue with minor deviations in student classifica- 525

tion. 526

527

4.1.2 Metric-Based Evaluation 528

To further assess whether the LLM agents assumed 529

their roles correctly, we conducted a metric evalua- 530

tion for the student agents. 531

Topic-Based Analysis. We evaluated whether 532

the teacher agent effectively discussed its assigned 533

topic using topic modeling techniques. Specifically, 534

we applied Latent Dirichlet Allocation (LDA) to 535

extract key discussion topics from the dialogues. 536

These topics served as representations of the main 537

points discussed by the teacher agent. Table 3 538

presents the top topics extracted by LDA. 539

The results indicate that the top topics across 540

the seven dialogues align with the intended topic 541

of climate change. Topics 1 and 2 prominently 542

feature terms like "climate," "gases," and "heat," 543

demonstrating the teacher agent’s focus on climate 544

change. Additionally, the LLM appears to extend 545
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the discussion by covering biodiversity, habitats,546

and species, likely in response to student questions.547

This suggests that the teacher agent dynamically548

guided the discussion based on student input, mak-549

ing the lesson more informative and interactive.550

Interestingly, the final extracted topic appears more551

educational in nature, indicating that the teacher552

agent assumed a classroom-oriented role by struc-553

turing discussions and responding effectively to554

student inquiries.555

Topic No. Associated Words

1 "greenhouse", "climate", "change", "gases", "heat"

2 changes", "biodiversity", "species", "climate", "habitat"

3 "student", "answer", "climate", "weather", "aligns"

Table 3: Topic extraction from LDA. The topics ad-
heres with the topic assigned to the teacher agent to
discuss which is climate change.

556

Role Consistency in Behavior. To verify whether557

student agents behaved according to their assigned558

roles, we analyzed four key metrics. First is Stu-559

dent Engagement that is measured engagement by560

counting how often each student participated in561

the dialogue and dividing it by the total number562

of dialogues. Then, Question Trigger calculated563

by how frequently each student asked questions by564

determining their proportion of total questions in565

the discussion. Third, Interaction Frequency where566

we analyzed how often each student performed an567

action by counting their dialogue entries and di-568

viding by the total number of actions. And lastly569

Knowledge Level it was measured in the final part570

of the discussion, when the teacher asked a ques-571

tion, we counted how many correct responses each572

student provided to evaluate their base knowledge573

level.574

Figure 4: Heatmap of Measured Metrics. The fig-
ure shows a distinct differences (colors) in the student
categorization within the four metrics.

Figure 4 presents a heatmap of the measured575

values across dialogues. The results indicate that 576

almost no overlap exists between the student agent 577

categories, meaning their behavior aligned with 578

their assigned roles. Additionally, while some val- 579

ues deviated slightly, they remained within the pre- 580

defined parameter ranges for each student category. 581

This confirms that student agents effectively cap- 582

tured their assigned roles and behaved accordingly 583

in the discussion. 584

5 Conclusion 585

This thesis presents initial findings from the PEERS 586

framework, focusing on evaluating the effective- 587

ness of LLMs in assuming teacher and student roles 588

during simulated classroom interactions. Through 589

human evaluation and topic modeling, the study 590

demonstrates that LLM agents are capable of pro- 591

ducing role-consistent, contextually appropriate di- 592

alogues. These results validate the feasibility of 593

using LLMs as agent surrogates in educational sim- 594

ulations and mark an important step toward model- 595

ing more complex classroom dynamics. 596

While the broader PEERS framework incor- 597

porates memory modeling, Bayesian Knowledge 598

Tracing (BKT), and agent-based learning simula- 599

tions, these components remain outside the scope 600

of the current study and are reserved for future 601

work. The next steps include: 602

• Simulating the complete PEERS framework 603

with learning discussions and peer instruction 604

stages. 605

• Validating simulation accuracy through actual 606

classroom PI implementations. 607

By establishing the role fidelity of LLM agents, 608

this work lays the groundwork for future investiga- 609

tions into how AI-driven simulations can enhance 610

our understanding of collaborative learning, offer- 611

ing a scalable alternative to traditional classroom 612

research. 613

6 Limitations 614

This study has several limitations that future re- 615

search can address. First, it does not explicitly 616

categorize student behavior into predefined types; 617

instead, it models learning dynamics through var- 618

ious parameters. The parameters of the student 619

agent are assumed in this study. The literature 620

lacks a definitive categorization of students. Ad- 621

ditionally, the framework does not focus on mod- 622

eling long-term memory retention in LLM agents, 623
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since the memory system primarily functions as624

a knowledge-recall mechanism. The peer instruc-625

tion dynamics in this study is structured and se-626

quential and assesses immediate learning gains but627

does not track long-term retention, which could628

be addressed through delayed post-tests or longi-629

tudinal simulations. Addressing these limitations630

will enhance the realism, scalability, and cognitive631

modeling of AI-driven classroom simulations.632

7 Ethical Considerations633

This study involved human annotators to evalu-634

ate the dialogues produced by the LLM-powered635

student agents. The annotators evaluated the dia-636

logue produced by the agents to validate that the637

LLM assumes their role. Since the study did not in-638

volve real human subjects providing personal data639

or performing experimental interventions, the insti-640

tutional ethics review board deemed it exempted it641

from formal ethics review.642

To uphold ethical research standards, all annota-643

tors were informed of their roles and responsibili-644

ties prior to participation. They gave their consent645

to evaluate the generated dialogues and were in-646

structed to assess them objectively. No personally647

identifiable information was collected or processed648

during the evaluation, and all data used were gener-649

ated in a controlled simulation environment.650
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Figure 5: Evaluation Form for Classroom Dialogue This is the first page where general instruction and consent
were discussed with the administrators before they answered the questionnaire.
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