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Abstract

Fine-grained understanding of objects, attributes, and relationships between objects
is crucial for visual-language models (VLMs). To evaluate VLMs’ fine-grained un-
derstanding, existing benchmarks primarily focus on evaluating VLMs’ capability
to distinguish between two very similar captions given an image. In this paper, our
focus is on evaluating VLMs’ capability to distinguish between two very similar
images give a caption. To this end, we introduce a new, challenging benchmark
termed Visual Minimal-Change Understanding (VisMin), which requires models
to predict the correct image-caption match given two images and two captions.
Importantly, the image pair (as well as the caption pair) contains minimal-changes,
i.e., between the two images (as well as between the two captions), only one aspect
changes at a time from among the following possible types of changes: object,
attribute, count, and spatial relation. These four types of minimal-changes are
specifically designed to test the models’ understanding of objects, attributes of
objects (such as color, material, shape), counts of objects and spatial relationship
between objects. To curate our benchmark, we built an automatic framework using
large language models and diffusion models, followed by a rigorous 4-step verifica-
tion process by human annotators. Empirical experiments reveal that current VLMs
exhibit notable deficiencies in understanding spatial relationships and counting
abilities. Furthermore, leveraging the automated nature of our data creation process,
we generate a large-scale training dataset, which we use to finetune CLIP (a founda-
tional VLM) and Idefics2 (a multimodal large language model). Our findings show
that both these models benefit significantly from fine-tuning on this data, as evident
by marked improvements in fine-grained understanding across a wide range of
benchmarks. Additionally, such fine-tuning improves CLIP’s general image-text
alignment capabilities too. We release all resources including the benchmark, the
training data and the finetuned model checkpoints at https://vismin.net/.

1 Introduction

Fine-grained understanding of objects, attributes, and their relationships is critical for Visual-
Language Models (VLMs) to generalize effectively to new, unseen scenes and compositions. Previous
studies such as ARO [43] and Sugarcrepe [8], highlighting the deficiencies of VLMs in this domain
predominantly focus on understanding fine-grained differences between two very similar captions
– a human-written caption and an automatically generated hard-negative2 caption, where the hard-
negative caption differs from the original caption only with respect to an object, or an attribute or
a relationship between two objects. While such hard-negative examples for captions can be syn-
thesized using rule-based approaches, synthesizing such hard-negative examples for images is very

∗denotes equal contribution
2In the context of contrastive learning, a hard-negative is a specific type of negative example that is particularly

challenging to distinguish from the positive example.
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Figure 1: Overview of our VisMin benchmark. VisMin consists of four types of minimal-changes – object,
attribute, count and spatial relation – between two image-captions pairs. The evaluation task requires a model to
predict the correct image-caption match given: 1) two images and one caption, 2) two captions and one image.

challenging. Existing benchmarks presenting visual hard-negatives suffer from two main limitations:
1) Limited Difficulty: In benchmarks such as Winoground [36], MMVP[37], the original images
and their hard-negative counterparts differ in multiple aspects (objects, attributes of objects, image
background, etc.). This multiplicity limits the difficulty of the benchmark and makes it challenging
to precisely evaluate the models’ fine-grained understanding of specific aspects. 2) Limited Com-
plexity: Although benchmarks such as EQBEN [38], SPEC [28] have controlled hard-negatives, the
visual domain is limited to graphic engines, a few video domains or reliance on purely synthetic
images depicting simplistic scenes.

Motivated by these observations, we propose a new benchmark, Visual Minimal-Change Under-
standing (VisMin ), built on top of the images from the COCO [22] dataset that consists of complex
everyday scene images. VisMin is designed to measure VLMs’ ability to comprehend minimal
changes, i.e., changes with respect to only one aspect (see Fig. 1), from among the following aspects:
object, attribute, count, and spatial relation, while keeping other aspects unchanged as much as
possible.

The evaluation task for a model is to predict the correct image-caption match given: 1) two images and
one caption, 2) two captions and one image. To curate VisMin , we built an automated pipeline using
large language models and diffusion models. To ensure the quality of our benchmark, the synthetic
data generated using the automated pipeline undergoes a rigorous 4-step verification process by
human annotators, with data retained in the benchmark only if it passes all four steps. We meticulously
designed the benchmark ensuring uniformity across various categories to the extent possible. We
conduct a detailed analysis of our benchmark, which enables a more transparent assessment of the
various strengths and weaknesses of the models.

We conducted empirical tests on eight open-source VLMs, including foundational models like
CLIP [31] and Multimodal Large Language Models (MLLMs) such as Llava[24] and Idefics2[15].
We also evaluated two closed-source APIs, GPT-4 and Gemini. Our findings suggest that both
foundational models and MLLMs perform relatively well in understanding minimal changes in
objects and attributes. Surprisingly, MLLMs underperform foundational VLMs in object and attribute
understanding! For spatial relation understanding, although MLLMs perform better than VLMs,
both families of models perform below random chance! Similarly, both families of models show
considerable room for improvement in counting capabilities. Our results underscore the need for a
emphasis on spatial reasoning and counting understanding over attribute/object recognition in VLM
evaluations. We anticipate that our benchmark will catalyze advancements in these critical areas
within the community.
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Lastly, owing to the automated nature of our synthetic data creation process, we generated a large-
scale (64,392 samples) minimal-change image-text data for fine-tuning the VLMs to enhance their
fine-grained understanding. Fine-tuning CLIP (a foundational VLM) and Idefics2 (a MLLM) on our
minimal-change data, without any additional modifications to the model architecture or loss functions,
results in significant improvements in fine-grained understanding across various benchmarks. Notably,
such fine-tuning also enhances foundational VLMs’ general image-text alignment capabilities as
evident by marked improvements in CLIP’s image-text retrieval performance on COCO. These
observations suggest that our minimal-change dataset can serve as model-agnostic, general-purpose
resource to enhance the capabilities of VLMs.

To summarize, our contributions are threefold: 1) A controlled and challenging benchmark. We
introduce the VisMin benchmark, which challenges models to detect semantic differences between
visually similar but semantically different images. Extensive testing on foundational VLMs and
MLLMs reveals their difficulties with this task, highlighting areas for improvement. 2) A pipeline
for automated data creation and benchmark development. We create an automated pipeline to
generate visual minimal-change data at scale using large language models and diffusion models,
with a rigorous four-step human verification system to ensure high data quality. 3) Enhancement
of VLMs’ fine-grained understanding with fine-tuning on minimal-change data. We improve
the fine-grained understanding of CLIP and Idefics2 by fine-tuning them on our large-scale minimal-
change image-text data, demonstrating improved image-text alignment and overall performance.

2 Related work

Fine-grained understanding benchmarks: Most existing benchmarks focus on understanding
fine-grained textual differences, such as VL-checklist [47], ARO [43], and Sugarcrepe [8]. Bench-
marks presenting visual hard-negatives, such as EQBEN [38], Winoground [36], ImageCode [14],
SPEC [28], either lack minimal changes or have limited visual complexity – graphic engines, a few
video domains or purely synthetic images depicting simplistic scenes. Our benchmark addresses
these gaps by utilizing the advances in LLMs [10] and diffusion models [30, 20, 21] to achieve
minimal changes in complex COCO-like scenes without compromising the naturalness of the images,
thus providing a more robust evaluation of fine-grained visual understanding in VLMs. Detailed
comparisons of benchmarks are provided in section 4.

Automatic approach to generate visual hard negatives: Existing approaches to automatically
generate visual hard negatives fall into three broad categories: (i) using nearby video frames with
semantic changes [14, 38], (ii) using graphic engines [38], (iii) using diffusion models [28, 38, 17].
Our proposed framework falls in the third category. DEMON[17] is the closest to our work, creating
training data using diffusion models to improve the learning of a given vision-language model. They
use diffusion models to perform local editing on the images given the target object mask. However,
this approach requires attention masks from the vision-language model being studied. SPEC [28]
proposes a diffusion-based canvas-filling method for generating minimally-different image pairs
limited to four types of minimal changes: size, position, count and existence. Compared to these
existing methods, our automated pipeline to generate minimal-change data is more involved in order
to achieve minimal-changes in complex scenes while maintaining the photo-realism of the scene and
controlling changes across diverse categories. Our pipeline also has more a comprehensive automated
filtering mechanism compared to previous pipelines that mainly rely on CLIP-based filtering.

Enhancing fine-grained understanding in VLMs with hard negatives: Most methods to enhance
fine-grained understanding in VLMs like CLIP focus on fine-tuning with caption-based hard negatives
and optimizing loss functions to better use these signals [42, 46, 33]. Common strategies for
generating textual hard negatives include heuristic rules [43], language models [46, 5], scene-graph
information [7, 33], and LLMs integrated with semantic segmentation [6]. In contrast, fewer works
explore visual hard negatives; methods like NegCLIP [42] and General Scene Difference [16] rely on
nearest-neighbor images, which often differ too much or too little in context, limiting fine-grained
learning. Our approach is closest to SPEC [28] and CounterCurate [45], which also fine-tune VLMs
using minimal-change visual hard negatives. Unlike SPEC, we and CounterCurate extend this to
multimodal large language models, but our work evaluates performance on 10 out-of-distribution
benchmarks (compared to 1 or 2 in SPEC and CounterCurate) and outperforms baseline models in
most cases, demonstrating the strength of our approach (see Tables 3 and 4).
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3 Minimal-Change Image-Text Dataset Creation

We devised a framework to synthesize large-scale minimal-change data and introduce the VisMin
benchmark (see overview fig. 2). The pipeline includes three stages: Minimal-Change Pairs
Synthesis, where we minimally edit image and text pairs; Automatic Filtering, which verifies the
faithfulness of the texts and synthesized images; and Human Verification, a four-step process to
ensure that only data meeting all quality criteria is included. We will discuss each stage in detail.

Figure 2: Our dataset creation pipeline includes three stages: (i) Minimal-Change Pairs Synthesis: We develop
methods for synthesizing minimal-change image-caption pairs involving Objects & Attributes and Counting
& Spatial Relations. (ii) Automatic Filtering: An LLM generates questions and answers based on captions,
and a VQA model predicts answers from images. Synthetically generated minimal-change data are excluded
if answers don’t match. (iii) Human Verification: Synthetically generated minimal-change data undergoes a
rigorous 4-steps human verification, and only examples passing all stages are included in the benchmark.
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Stage 1: Minimal-Change Pairs Synthesis In the first stage of our pipeline, we focus on synthesizing
minimal-change image-text pairs across four strategic categories: objects, attributes, counting, and
spatial relations. These categories are specifically chosen to test various levels of visual-linguistic
comprehension. We generate minimal-change text pairs using LLM and then generate minimal-
change image pairs using diffusion models. Our synthesis process distinctly tailors the creation of
image-text pairs to the specific needs of each category, depicted in Stage 1 in Figure 2 (Object &
Attribute Edit and Count & Spatial Relation Edit blocks).

LLM-guided Edit Instructions Generation To generate minimal-change text pairs, we start with
source captions and then prompt an LLM (Mistral 47B [10]) to generate both the edit instructions
specific to each edit category and the corresponding edited caption (see Appendix A.2.1 for the
prompt used). For Object and Attribute edits, we use human-written captions from COCO [22]
and VSR [23] datasets as our source captions. The LLM processes these captions to suggest edits
targeting specific objects or attributes. For example, given the source caption “A dog in the middle
of the couch”, the LLM generates the edit instruction “change dog to doll” which contains both the
source phrase (“dog”) and the edited phrase (“doll”). The LLM also generates the edited caption “A
doll in the middle of the couch”. We generate five plausible (based on the criteria outlined for LLM
prompting) edit instructions and edited captions per source caption. To ensure the edited captions are
minimally changed w.r.t the source caption and contain visually plausible changes, we prompt the
LLM again for filtering, removing 40% of the total LLM outputs that do not meet those criteria (see
appendix A.2.2 for details on the criteria). For Counting and Spatial Relation edits, we generate
the source captions synthetically due to the absence of a suitable human-written captions dataset
containing descriptions of counts and spatial relations of objects. We prompt the LLM to create
captions and outline object layouts and bounding boxes. For instance, the LLM might generate a
caption like “A plate of cookies on a table and a cup of coffee to its right,” with the corresponding
bounding boxes: {“plate of cookies”: [200, 300, 120, 80]; “cup of coffee”: [320, 300, 60, 80]}. The
LLM generates a large pool of such synthetic captions. The edit instructions and the corresponding
edited captions are generated using a rule-based method aimed at swapping the object positions for
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spatial relation edits (e.g. edited caption: “A cup of coffee on a table and a plate of cookies to its
right”, swapped bounding boxes: {“1st crop”: [200, 300, 120, 80]; “2nd crop”: [320, 300, 60, 80]) or
adjusting the object counts for counting edits (e.g. edited caption: “A cup of coffee on a table”),
removed bounding boxes: {[200, 300, 120, 80]}, in this example removing the plate of cookies from
the image.

Diffusion-guided Image Synthesis We modify images according to the edit instructions generated
by the LLM in the previous step. For Object and Attribute edits, we first mask the object to be
edited in the source image using the Grounding-DINO model [25]. We obtain the source images from
the COCO dataset. The object to be edited is specified in the source phrase of the edit instruction
(e.g., “a dog” in the edit instruction “change dog to doll”). We then apply the SDXL inpainting model
[30], using the input image, masked region, and edited phrase (obtained from the edit instruction,
e.g., “a doll” in the edit instruction “change dog to doll”) to alter the masked image region to match
the desired outcome, e.g., changing “a dog" to “a doll.” For Counting and Spatial Relation edits,
we create a synthetically generated source image dataset based on LLM-suggested layouts from the
previous step, using the LLM-grounded Diffusion (LMD) model [21] for image synthesis. To create
an edited image, for the spatial relation edits, we first reposition the source image’s bounding boxes
using a rule-based method. We then obtain image crops from the source image corresponding to the
objects which we need to reposition w.r.t each other. Lastly, we use the GLIGEN layout-diffusion
model [20] to smoothly insert the obtained crops into the source image at the repositioned bounding
box locations. For counting edits, we obtain the edited image by always removing one or multiple
objects from the source image. The object to be removed is specified by masking and we use the
Lama model [34] to carry out the object removal. We employ layout-based diffusion models [21, 20]
instead of using end-to-end diffusion models like Stable diffusion [30] as the layout-based model
facilitates precise control over the object positions and counts and thus ensures the changes are
faithful to the edit instruction as well as minimal. Unfortunately, end-to-end models such as Stable
Diffusion are not good at precisely editing object positions and counts.

Stage 2: Automatic Filtering To ensure consistency of synthesized hard-negative images, we
use a VQA-based filtering system, which is more effective than object detection (see Stage 2 in
Figure 2). Questions generated by an LLM [10] based on the edit instruction and caption (following
TIFA [9]) verify that edits align with the caption and that the positive caption no longer applies to the
negative image. We use LLaVa 7B [24] to answer these questions, with region-specific questions for
object/attribute edits and global questions for background consistency. This process removes 75% of
synthesized images, ensuring dataset quality.

Stage 3: Human Verification To ensure high-quality of the benchmark, on top of automated filtering,
we conduct human verification using the Amazon Mechanical Turk platform. The images and captions
undergo four steps of verification, requiring agreement from at least four out of five annotators at
each step to pass the human verification. The steps are: 1) Naturalness and Image-Text Matching
Verification: Annotators assess if (a) the image looks natural, (b) the caption is sensical, and (c)
the image matches the caption. Only 26% of synthetic images pass this step, mainly due to the
criterion (a), where counting and spatial relation images often look unnatural. See Appendix Table 7
for detailed acceptance rates. 2) Visual Edit Verification: Annotators assess if the images faithfully
reflect the specified minimal edits without additional changes, with an acceptance rate of 80%. 3)
Edit Instruction Verification: Annotators assess if the LLM-generated edit instructions are minimal,
i.e., the suggested edit modifies only one aspect of the sentence (out of object, attribute, counting, or
spatial relation), with an 84% acceptance rate. 4) Textual Edit Verification: Annotators assess if
the edited sentence faithfully reflects the specified minimal edits without additional changes, with a
95% acceptance rate. Annotators also verify the LLM’s categorization of the types of edits (object,
attribute, counting, or spatial relation). These steps ensure precise, minimal changes in images and
captions, delivering a high-quality benchmark for fine-grained visual understanding. See Appendix
A.4.1 for annotator instructions.

4 Training and Benchmark sets
In our study, we create training and benchmark sets to improve and assess fine-grained understanding
in VLMs. The training data is generated through a scalable pipeline with automatic filtering, while
the benchmark data undergoes additional rigorous human verification to ensure high quality (as
explained above). For object and attribute edit types, that make use of natural images, the train-
ing data is sourced from VSR (images sourced from COCO) and the COCO 2017 training split
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(118K images), while the benchmark data is sourced from the COCO 2017 validation split (5K
images). This ensures benchmark images are unseen during training, maintaining evaluation re-
liability by community standards. The Training dataset has 64,392 samples (37,017 objects,
10,352 attributes, 10,050 counting, 6,973 relations), while the VisMin bench-
mark has 2,084 samples (579 objects, 294 attributes, 589 counting, 622 relations).
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Figure 3: VisMin categories and
subcategories.

We aimed for a balanced benchmark across categories. However,
the number of attribute samples in VisMin is relatively low be-
cause the LLM suggested attribute edits for only 2000 samples in
the COCO 5K validation set. Moreover, most of these suggested
edits were color edits. So we further downsampled the color
edit instances to balance the distribution of the types of attribute
edits. Figure 3 shows subcategories of the changes in VisMin
. For detailed training set subcategories, see Appendix15. For
qualitative samples, refer to Appendix 13 and 14.

In table 1, we compare VisMin with related benchmarks. Vi-
sual Minimal HN: This criterion evaluates if the visual hard
negatives contain minimal changes. In Winoground and MMVP,
hard negatives differ across multiple aspects (object, attribute,
background, etc.). In contrast, VisMin’s hard negatives vary
only in one aspect, keeping others unchanged as much as possi-
ble. This minimal-change property is also present in What’sUp,
EQBEN, SPEC, and in a subset of images from ImageCoDe and CounterCurate. Visual Com-
plexity: This criterion assesses the complexity of visual scenes. ImageCoDe and EQBEN mainly
feature images from limited video domains and graphic engines, while What’sUp uses simple house-
hold and tabletop images. SPEC generates simplistic scenes using diffusion models. In contrast,
Winoground uses expert-curated Getty Images, and MMVP uses ImageNet and LAIONAesthet-
ics. VisMin and CounterCurate (concurrent work) stand out by using diverse, complex everyday
scenes from COCO [22] and Flicker30K Entities [29], featuring common objects in natural contexts.

Table 1: Comparison of benchmarks offering visual hard negatives (HN)
across: 4 minimal HN, ë visual complexity, v textual complexity,
¤human-approved captions (,) and images (h), and Ì size. ✓–: cri-
terion holds for a subset of the benchmark.

Benchmark 4 ë v ¤, ¤h Ì

ImageCoDe [14] ✓– Limited video domains, Open Images Free-form (Human) ✓ ✓ 2,306
What’sUp (A/B) [11] ✓ Household, Tabletop Template ✓ ✓ 1,232
Winoground [36] × Expert curated using Getty Images API Free-form (Human) ✓ ✓ 400
EQBEN [38] ✓ Limited video domains, Graphic engine, Synthetic-diffusion Free-form (Human), Template × ✓– 250,612
SPEC [28] ✓ Synthetic-diffusion (limited objects) Template × × 3,000
MMVP [37] × ImageNet, LAIONAesthetics Free-form (Human) ✓ ✓ 150
CounterCurate [45] ✓– Flicker30K Entities, Synthetic-diffusion Free-form(Human, LLM), Template ✓– ✓– 45,400
VisMin (Ours) ✓ COCO, Synthetic-diffusion Free-form (Human, LLM) ✓ ✓ 2,084

Textual Complexity: Bench-
marks like ImageCoDe,
Winoground, and MMVP use
free-form human-written cap-
tions. In contrast, What’sUp
(focused on spatial changes)
and SPEC (focused on
controlled changes) use
template-based captions,
which often lack diversity.
EQBEN and CounterCurate mix free-form (human or LLM-generated) and template-based captions.
VisMin combines human-written and LLM-generated free-form captions, , yielding sufficient textual
complexity to the benchmark. Human Verification: For benchmarks using synthetic images like
EQBEN, SPEC, CounterCurate, and VisMin, human evaluation is essential to ensure images look
natural. It’s also crucial for benchmarks with automatically generated hard negative captions, as these
may be nonsensical unless well-defined templates like What’sUp are used. Nonsensical captions
make it easier for VLMs to identify them as incorrect [8]. VisMin is notably the only benchmark
with full human verification, ensuring both captions and images are high quality. CounterCurate
also conducts human verification but only checks for image-caption consistency (on 300 examples),
without verifying image naturalness or caption sensibility. Size: This criterion assesses the dataset’s
size. VisMin excels by combining controlled minimal changes with complex, natural scenes and
captions, providing an optimal balance for robust evaluation.

5 Benchmarking VLMs on VisMin Benchmark

Setup We have comprehensively benchmarked existing state-of-the-art VLMs on VisMin, en-
compassing both foundational VLMs–such as CLIP [31], SigLip [44], BLIP [18], and Coca [40]
and generative MLLMs including Llava [24], Idefics2 [15] and InternVL1.5 [2]. Additionally,
closed-source MLLMs such as GPT4-o [1] and Gemini1.0 Pro [35] are also evaluated.
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For foundational models like CLIP, we conducted an image-text matching task using cosine similarity,
following [36]. The tasks involved two settings: choosing the correct image from two captions
and selecting the correct caption from two images. In VisMin examples (see Fig. 1) with pairs
{(I1, C1), (I2, C2)}, the text score is 1 if (s(C0, I0) > s(C1, I0)) ∧ (s(C1, I1) > s(C0, I1)), and
the image score is 1 if (s(C0, I0) > s(C0, I1))∧ (s(C1, I1) > s(C1, I0)); the group score is 1 when
both scores are 1. For MLLMs, we adapted these tasks to a visual question answering format with
binary questions about the matching relationship between images and captions {(I1, C1), (I2, C2)}.
To calculate the text score, we presented the model with one image and two captions, using the
prompt “Does this image depict: {C1 or C2}?”.3 To calculate the image score, we presented the
model with two images and one caption, using the prompt “Which image better aligns with the
description: ‘{C}’? The first or the second image?”. The score is 1 if the predicted answer matches
the ground truth. Once both scores are obtained, the group score is 1 if both individual scores are 1.

Table 2: Performance of foundational variants and MLLMs across categories on the VisMin Dataset. Columns
‘I,’ ‘T,’ and ‘G’ denote Image, Text, and Group scores from Winoground [36]. AVG denotes the average across
columns. The best results are highlighted in bold.

Object Attribute S. Relation Count AVG
T I G T I G T I G T I G

Random Chance 25 25 16.67 25 25 16.67 25 25 16.67 25 25 16.67 22.22
MTurk Human 86.87 95.50 83.07 82.31 91.15 76.87 81.67 92.76 76.20 88.96 96.77 86.41 86.54

CLIP (ViT-B/32) [31] 79.62 77.89 67.53 72.11 65.99 55.1 8.2 4.34 0.48 31.24 20.71 10.53 41.15
CLIP (ViT-B/16) 86.53 79.1 71.68 70.75 65.31 52.38 8.84 3.22 0.8 34.3 22.58 13.58 42.42
CLIP (ViT-L/14) 87.56 83.59 78.07 74.49 69.73 57.82 9.16 4.66 1.45 37.01 30.56 18.17 46.42
NegCLIP [42] 87.74 87.05 80.66 81.63 80.27 71.77 10.13 4.66 1.13 55.01 57.72 42.28 48.96
SigLip (ViT-B/16)[44] 90.5 88.95 83.25 86.05 79.25 73.13 11.58 6.43 1.77 60.95 47.03 38.37 55.61
SigLip (ViT-L/16) 93.44 88.43 84.46 84.35 78.23 68.37 10.29 4.82 1.29 61.8 57.05 44.14 56.39
Flava [32] 81.69 75.12 66.66 74.49 60.54 52.04 6.75 5.79 0.96 35.99 27.5 15.45 41.91
BLIP [18] 92.4 92.57 87.05 88.44 86.73 78.57 11.25 4.98 2.09 52.97 46.01 33.28 56.36
Coca [40] 84.97 81.52 73.58 78.57 66.33 57.82 11.25 5.95 1.77 60.1 35.82 28.52 48.85

LlaVa1.6 (7B) [24] 93.0 32.8 32.2 92.2 34.4 33.3 91.8 7.8 7.4 73.6 25.0 20.2 38.28
Idefics2 (8B) [15] 95.4 69.4 67.6 89.1 71.4 67.0 18.6 18.8 4.8 72.2 50.6 47.0 55.99
CogVLM (7B) [39] 94.64 89.63 87.56 89.11 88.43 81.63 21.70 11.09 2.25 58.40 6.45 3.56 52.87
InternVL1.5 (25B) [2] 94.65 40.24 39.72 91.16 42.86 41.16 74.28 14.79 11.74 73.51 31.58 27.5 48.60

Gemini1.0 Pro � 94.99 79.97 78.76 91.84 74.83 72.45 52.57 15.43 9.81 67.74 44.14 37.52 49.63
GPT4-o � 95.51 96.2 93.44 92.18 90.48 87.07 89.07 50.48 46.78 77.42 78.27 68.42 73.93

Results Insights from Table 2 highlight key capabilities and limitations of current models. Text
scores generally surpass image scores, especially in MLLMs, where text scores are often two to
three times higher. In contrast, foundational VLMs show a modest discrepancy between image and
text scores. We hypothesize that for MLLMs, the image score is lower compared to the text score
because they lack training with multiple images, and simple vertical concatenation does not provide
sufficient visual signals, leading to suboptimal alignment with captions. Notably, Idefics2, which
supports multi-image processing, performs similarly on text and image scores, underscoring the
importance of multi-image data during pretraining. Foundational VLMs’ higher text scores suggest
that distinguishing between captions is easier than between images, highlighting the need for our
visual minimal change benchmark. Interestingly, foundational VLMs generally outperform MLLMs
due to the latter’s lower image scores.

All models perform well on Object and Attribute splits, indicating that understanding semantic
changes correlates strongly with recognition capabilities. Models excelling in image classification
tend to perform better, reflecting a foundational understanding that does not require advanced reason-
ing. For instance, Idefics2, using the SigLip (ViT-L/16) vision encoder, performs worse with strong
LLMs compared to its foundational VLM counterpart, likely due to limited multi-image understand-
ing in MLLMs. Notably, CogVLM shows superior performance over other MLLMs in understanding
object and attribute changes. This advantage likely stems from its integration of grounding tasks
and high-quality human-annotated datasets like Flickr30K Entities [29], RefCOCO [12], and Vi-
sualGenome [13] in its pretraining. On the other hand, the Spatial Relation split relies heavily on
reasoning capabilities, with MLLMs outperforming foundational models. This suggests that LLMs
can parse object relationships through reasoning. However, existing VLMs struggle with spatial
relations, often scoring below random chance, indicating potential biases in models and highlighting
an area for further research.

3For single-image models, such as Llava, we combine the two images vertically with a clear border.
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We document human baseline performance on our benchmark via Amazon Mechanical Turk (see
Appendix A.4.2). Humans generally outperform models on image scores, except in the attribute
category where GPT4-o excels. Models typically surpass humans in text scores, especially with
attributes and objects. However, in spatial relations and counting, humans significantly outperform
models in group scores, highlighting areas for model improvement and the robustness of human scene
comprehension.

6 Enhancing fine-grained understanding in VLMs

We use a synthetic minimal-change dataset to enhance fine-grained understanding through additional
fine-tuning of VLMs. Training with pairs of images and captions with minimal differences provides
a richer training signal, improving model performance in fine-grained understanding tasks. We
demonstrate improvements on top of both foundational VLMs and MLLMs by conducting extensive
evaluations across various benchmarks: (1) Single image benchmarks test the alignment between
single images and multiple captions: VSR [23], CountBench [26], VALSE [27], SPEC [28], and
Sugarcrepe [8]. (2) Multiple image benchmarks test the alignment between multiple images and
captions: ImageCode [14], MMVP [37], Whatsup [11], Winoground [36], EQBEN [38], and our
VisMin benchmark.

6.1 Fine-tuning Foundational VLMs

Enhancement with Minimal-Change Data Our approach uses a synthetic minimal-change dataset
to improve visual representation without altering the training methodology. We construct training
batches with both source and edited image-text pairs: In the original CLIP training, a mini-batch is
B = {(C1, I1), (C2, I2), . . . , (Cn, In)}, with pairs randomly sampled from the dataset as random
negatives. With minimal-change data, we add edited image-text pairs as hard negatives, resulting in
B = {(C1, I1), (C

′
1, I

′
1), (C2, I2), (C

′
2, I

′
2), . . .}, where (C ′

n, I
′
n) is the edited pair of (Cn, In). We

use a total batch size of 128 with 4 A100 GPUs and retain other training protocols and hyperparameters
as default from OpenCLIP [3], including a learning rate of 1e-05, weight decay of 0.2, Adam β1 of
0.9, β2 of 0.98, an eps of 1e-06, and a cosine scheduler. The training runs for 5 epochs, and we select
checkpoints based on a separate VisMin validation set.

We fine-tuned pre-trained CLIP on our minimal-change data, calling it VisMin-CLIP. For comparison,
we implemented three models using the same pre-trained CLIP: NegCLIP [42], CounterCurate-
CLIP [45], and SPEC-CLIP [28]. In NegCLIP, we fine-tuned CLIP with automatically gener-
ated hard-negative captions and nearest-neighbor images paired with human-written captions. For
CounterCurate-CLIP, we used hard-negative data (attribute, position, counting) but trained one model
on all three types, unlike the original approach of training separate models. SPEC-CLIP was fine-
tuned on six combined category-specific splits (size, spatial, existence, count). Hard-negatives were
included in all batch constructions, with excess negatives rolled into the next batch if needed. All
models used ViT-L/14 as the backbone and the original CLIP loss, initialized from OpenAI check-
points. Best checkpoints were selected from validation sets for NegCLIP and CounterCurate-CLIP,
and from average benchmark performance for SPEC-CLIP. This controlled comparison evaluates the
impact of different hard-negative data approaches on improving CLIP’s fine-grained understanding.

Table 3: Performance of fine-tuned CLIP and Idefics2 across categories on the VisMin Dataset. The † symbol
indicates the reproduced model checkpoints based on their respective training data.

Object Attribute S. Relation Count AVG
T I G T I G T I G T I G

CLIP(ViT-L/14) 87.56 83.59 78.07 74.49 69.73 57.82 9.16 4.66 1.45 37.01 30.56 18.17 46.02
NegCLIP† 87.74 87.05 80.66 81.63 80.27 71.77 10.13 4.66 1.13 55.01 57.72 42.28 55.00
CounterCurate-CLIP† 89.81 91.02 84.46 82.99 80.27 72.79 20.1 11.41 7.4 49.24 45.16 31.92 55.54
SPEC-CLIP† 86.53 86.01 78.58 78.57 71.77 63.95 9.16 5.31 1.13 45.5 47.71 32.43 50.55
VisMin-CLIP 91.54 91.19 86.36 85.03 83.67 75.85 11.9 3.38 1.29 82.34 79.97 72.33 63.74
Idefics2 95.4 69.4 67.6 89.1 71.4 67.0 18.6 18.8 4.8 72.2 50.6 47.0 55.99
VisMin-Idefics2 96.5 95.7 93.3 91.2 91.8 86.7 83.0 76.0 69.3 85.4 87.8 80.5 86.43

Results We evaluated these models on the VisMin benchmark (results in Table 3). Fine-tuning with
minimal-change data significantly improves CLIP’s performance on the Object, Attribute, and Count
categories, demonstrating the usefulness of our minimal-change data in enhancing the fine-grained
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Table 4: Evaluation on other single and mult-image visual fine-grained understanding benchmarks. All models
adopt ViT-L-14 as the vision encoder. CB refers CountBench, SG refers to Sugarcrepe, IC refers to Imagecode.
I2T and T2I indicate standard standard image-to-text and text-to-image retrieval metrics. Best-performing
models in the CLIP-family are highlighted in blue, and best-performing MLLM models are highlighted in green.

#Samples SINGLE-IMAGE MULTI-IMAGE

VSR CB VALSE SG Whatsup SPEC IC MMVP Winoground EQBEN VisMin
I2T T2I T I G T I G T I G

CLIP (ViT-L/14) - 58.33 33.65 69.1 73.0 37.7 32.85 30.86 61.47 19.26 27.5 11.0 8.5 35.71 33.57 21.43 52.05 47.13 38.88
NegCLIP† 118K 56.56 40.0 75.41 85.73 41.2 37.73 35.45 67.33 29.63 25.25 12.0 7.0 42.86 40.0 30.0 58.63 57.42 48.96
CounterCurate-CLIP† 241k 56.74 30.79 68.47 83.66 44.29 37.99 35.24 65.81 25.19 28.0 13.25 9.0 45.0 33.57 28.57 60.88 56.68 49.1
SPEC-CLIP† 637k 64.54 32.06 68.75 79.34 43.35 87.04 88.08 66.25 30.37 22.5 7.75 4.75 41.43 40.0 30.71 54.94 52.7 44.02
VisMin-CLIP 65k 58.69 49.84 72.24 81.44 43.99 44.28 39.98 66.81 32.59 32.75 14.75 9.75 54.29 40.71 33.57 67.7 64.55 58.96

Idefics2 - 77.3 91.11 88.91 90.45 68.04 74.37 60.5 64.4 48.15 47.25 33.75 22.5 62.88 33.33 25.76 68.83 52.56 46.6
Vismin-Idefics2 - 80.32 93.97 86.08 91.14 74.42 76.2 76.58 70.7 48.89 47.0 35.75 22.5 64.39 54.55 49.24 89.01 87.83 82.44

understanding of foundational VLMs such as CLIP. VisMin-CLIP consistently outperforms NegCLIP,
CounterCurate-CLIP and SPEC-CLIP across all categories except spatial relations. This suggests
that the visual minimal-change data is more helpful in improving the fine-grained understanding
capabilities of the CLIP model compared to the nearest neighbor images in NegCLIP and not fully
minimally-changed CounterCurate and SPEC data.

We further conduct a zero-shot evaluation of the fine-tuned CLIP models on other fine-grained
understanding benchmarks (beyond our VisMin benchmark) to test their generalization capabilities
(see Table 4). VisMin-CLIP performs best in 11 out of 18 tasks, while NegCLIP, CounterCurate-CLIP,
and SPEC-CLIP lead in 3, 1, and 3 tasks, respectively. All models outperform the pre-trained CLIP
model across benchmarks. For counting and spatial reasoning tasks, VisMin training data shows
significant improvements. On CountBench, we observed 9%, 19%, and 17% gains over NegCLIP,
CounterCurate-CLIP, and SPEC-CLIP, respectively. Similarly, on spatial reasoning benchmarks
(SPEC, Whatsup, VSR), VisMin-CLIP showed an average 7.79% improvement over NegCLIP and
5.21% over CounterCurate-CLIP. While SPEC-CLIP performed best on the in-distribution SPEC
benchmark, VisMin-CLIP still outperformed other models, indicating its effectiveness in improving
fine-grained understanding. For VALSE and SugarCrepe, NegCLIP performed best, likely due to
similarities in the textual hard-negative generation process used in those benchmarks and NegCLIP’s
fine-tuning data.

Furthermore, our minimal-change data significantly outperforms others in multi-image understanding
benchmarks. Fine-tuning on this data enhances the model’s ability to distinguish between similar
images, showing improvements on challenging benchmarks like Winoground, MMVP, and EQBEN,
which test compositional reasoning and fine-grained understanding. VisMin-CLIP improved Text
scores by 6% on Winoground and 18% on EQBEN over baseline CLIP, demonstrating effective
alignment of visual and textual feature spaces. VisMin-CLIP also outperforms other models on most
tasks and achieves comparable results on remaining benchmarks (except SPEC), despite using fewer
samples (e.g., 65K in VisMin vs. 637K in SPEC).

Figure 4: VisMin fine-tuned models show greater im-
provements with larger models. The circle radius reflects
the number of model parameters.
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Additional Findings Further experiments reveal several key findings: (1) Scalability: As illustrated
in fig. 4, we evaluated varying sizes of OpenAI’s CLIP models– B/32 and L/16. Larger models
demonstrated improved performance across both single-image and multi-image benchmarks after
training on our synthetic data. This improvement is likely because understanding minimal changes
is a complex task, demanding robust model capabilities. For instance, the smallest tested model,
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ViT-B/32 (149.62M parameters), exhibited improvements of 2.37 and 3.24 in single and multiple
image benchmarks, respectively, when comparing VisMin-CLIP against the baseline CLIP. When
the model’s capacity was expanded to ViT-L/14 (427.62M parameters), the improvements increased
to 6.88 and 9.21, respectively. These results highlight the scalability and efficacy of our data in
enhancing model performance. (2) Enhanced Original Capabilities: In addition to improvements in
fine-grained understanding tasks, training on our data also enhances performance in standard retrieval
tasks, as shown in fig. 5. This suggests that models achieve better alignment from training on minimal
change tasks, indicating that our data is generally applicable across various cross-modal tasks.

6.2 Fine-tuning Multimodal Large Language Models (MLLMs)

We utilized Idefics2 [15] to improve fine-grained understanding, employing our instruction-formatted
dataset. Given its proficiency in multimodal interactions and advanced multi-image processing,
Idefics2 was chosen for its open-source accessibility, model size and leading zero-shot performance.

Dataset and QLoRa Fine-tuning Our dataset, VisMin Instruct-IT, includes image-text pairs created
using a rule-based approach (see A.2.3 for details). We reformulated these pairs for MLLMs, where
the task is to select the correct image from two options based on a given caption or choose the
appropriate caption for an image from two possibilities. While the base Idefics2 model was trained
with a variable number of images in a sequence, we limited it to two images to include one positive
and one hard negative example from VisMin. We fine-tuned the Idefics2-8B model using the QLoRa
technique [4], updating adapters in the language model and modality connector including perceiver
resampler with 1 A100 80GB GPU. We used 4-bit quantization, with r = 64 and α = 16 for LoRa,
and a learning rate of 1e− 5. The model was fine-tuned for one epoch with an accumulated batch
size of 64.

Results The fine-tuned Idefics2 model shows significant improvement on VisMin (see Table 3)
across all categories, comparable to GPT4-o (see Table 2), demonstrating the effectiveness of our
minimal-change data in enhancing MLLM fine-grained understanding. Notably, in the Spatial
Relation category, gains of 64.4%, 57.2%, and 64.5% were observed for Text, Image, and Group,
respectively, unlike CLIP, where fine-tuning did not improve spatial understanding. Fine-tuning
Idefics2 also transfers well to other fine-grained benchmarks, achieving over 5% overall improvement
(see Table 4). To assess generalization, we evaluated its zero-shot performance on non-fine-grained
tasks (MMMU [41] and POPE [19]; results in Fig. 5 (right)). The model maintained comparable
performance on POPE but dropped on MMMU, likely due to the binary-choice format in our fine-
tuning data. This suggests further gains could be made by combining our data with instruction-tuning
datasets, though this wasn’t pursued due to the GPU demands of fine-tuning an 8B model with
additional data.

In addition to our main results, we provide further analysis in the Appendix A.3, including detailed
evaluations on additional multimodal benchmarks, zero-shot image classification task, and video
understanding tasks.

7 Conclusion and Limitations

We present VisMin , a benchmark for evaluating fine-grained visual understanding in VLMs such
as CLIP, SigLIP, LLaVA, and Idefics2. While these models perform well in object and attribute
recognition, they struggle with counting and spatial relationships. To address this, we fine-tuned CLIP
and Idefics2 on our minimal-change dataset, yielding significant improvements in objects, attributes,
and counting. For spatial relations, CLIP showed limited gains, while Idefics2 made notable progress.
Fine-tuning also enhanced CLIP’s image-text alignment, demonstrated in COCO retrieval tasks,
underscoring our dataset’s value as a training resource for VLMs. Limitations: Despite automatic
filtering, the dataset contains noise, including image deformations and text-image mismatches due to
diffusion model limitations. Future diffusion model advancements should improve minimal-change
editing. Additionally, our model may inherit social biases from the base models (CLIP/Idefics2), as
no specific mitigation measures were applied during fine-tuning. Our use of uniform prompts for
evaluation may have influenced performance variably.
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A Appendix

A.1 Societal Impact

Our work shares the broader positive societal implications of vision-language research, particularly
in improving the accuracy of vision-language models (VLMs). These advancements could benefit
various applications, such as helping visually impaired individuals better interpret their surroundings,
creating interactive learning tools for children, and enabling more effective interaction with in-home
robots. However, like most technologies, accurate vision-language systems also present potential
risks. For instance, they could be misused to extract sensitive information from public CCTV footage
or inadvertently leak personal data, such as credit card information, when assisting visually impaired
users. To address these concerns, robust privacy safeguards are essential to mitigate these risks.

A.2 Prompt Templates

A.2.1 Prompts Used for Edit Instruction Generation

We utilize the Mixtral 47B LLM to generate edit suggestions across selected categories: objects,
attributes, counting, and spatial relations. The specific prompts used for each category are detailed
in the Boxes below. These prompts guide the LLM in creating minimal, precise modifications to
captions, ensuring the generation of high-quality hard-negative instances.

õ In-context demonstrations for objects edit suggestions.

As an AI language model, your task involves making minimal, targeted
edits to a caption that describes an image, guiding corresponding visual
changes to be made in the edited version of the image.
Follow these structured steps:
- Suggest Edit: Identify and suggest a specific edit from the given
caption. Your edit should only change an object in the scene.
*The edit must adhere to the following criteria:
Object changes should be visually distinct and mutually exclusive.
Do not replace an object with its synonyms or closely related
sub-categories. The replacement object must fit within the original
object’s region and be visually plausible within the scene. Maintain a
one-to-one replacement ratio; do not introduce additional objects.
- General Criteria for Edits: Avoid any changes related to action,
spatial relations, counting, or the size of objects. Edits must be
visually and contextually plausible, ensuring the scene remains coherent
and the edit does not introduce inconsistencies in other parts of the
image. Create an Edited Caption: Draft a new caption reflecting the
image post-edit.
- Specify Edit Category: Clearly state that your suggested edit falls
under ‘Object’.

õ In-context demonstrations for attributes edit suggestions.

As an AI language model, your task involves making minimal, targeted
edits to a caption that describes an image, guiding corresponding visual
changes in the edited version of the image.
Follow these structured steps:
- Suggest Edit: Identify and suggest a specific edit from the given
caption if it is editable. Your edit should modify an attribute of
existing objects in the caption.
*The edit must adhere to the following criteria: Change only the
attributes of an object from one of the allowed sub-category: color,
pattern, shape, appearance, material, state, condition. Replacing an
object itself or introducing new attributes is not allowed. Attribute
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õchanges must be distinct, mutually exclusive, and not synonymous. The
edited attribute should make visual and contextual sense within the
image without altering its overall composition.
- General Criteria for Edits: Do not suggest attribute changes related
to spatial relations, counting, or the size of objects. Edits must be
visually and contextually plausible, ensuring the scene remains coherent
and the edit does not introduce inconsistencies. Create an Edited
Caption: Draft a new caption reflecting the image post-edit.
- Specify Edit Category: Clearly state that your suggested edit falls
under ‘Attribute’. If you cannot change an attribute due to a missing
attribute in the given caption, please output ‘EMPTY’.

õ In-context demonstrations for counting image description generation.

*Task Instruction Counting*
Your goal is to suggest a textual description for creating a visual
scene within a 512x512 pixel canvas, focusing specifically on a counting
task involving objects numbered between two and nine. Follow these
steps to ensure comprehensive output:
1. **Input**: Propose a scene with groups of distinct objects,
ensuring each group contains a different number of items ranging
from two to nine. These objects should be easily countable and
distinguishable. The objects should be spread out across the canvas;
cluttering or overlapping is prohibited. Detail the arrangement
of these objects within the scene, considering their visibility for
accurate counting. Do not mention any activity in the scene.
2. **Bounding Boxes and Object Counts**: For each group of objects,
provide bounding box data in the format ‘object name’, [x, y, width,
height]. This data should reflect the object’s position and size within
the 512x512 image, aiding in identifying the exact number of objects
present.
3. **Background Prompt**: Suggest a fitting and simple background that
does not detract from the main task of counting the objects.
4. **Negative Prompt**: List elements that should be avoided in the
image to ensure clarity and focus on the counting task.
5. **Category (sub-category)**: Identify the most relevant category
and sub-category for the scene, based on the objects and their
arrangement. Choose categories that enhance the clarity and focus of
the counting task.

õ In-context demonstrations for relation image description generation.

*Task Instruction Relation*
Your goal is to suggest a textual description and structured data for
creating a visual scene within a 512x512 pixel canvas. Follow these
steps to ensure a comprehensive output:
1. Input: Suggest a description with pairs of distinct objects that
commonly occur together in a scene. These objects could be swapped in
their positions if needed later on. Avoid suggesting common background
objects in this step. You may occasionally mention the relative size,
distance and orientation between objects if applicable.
2. Bounding Boxes and Object Pairs: Detail each identified object with
its bounding box in the format ‘object name’, [x, y, width, height],
indicating the object’s position and size within the 512x512 image. Be
specific about the spatial relationship of objects, such as whether they
are on the ‘top’, ‘down’, ‘above’, ‘below’, ‘left’, or ‘right’ of each
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õother.
3. Background Prompt: Based on the scene described in the input,
suggest a fitting and straightforward background.
4. Negative Prompt: List elements to be excluded from the image.
5. Category (sub-category): Identify the most relevant category and
sub-category for the scene based on the objects and their arrangement.
Limit the options for sub-categories based on the provided reference
examples.

A.2.2 Prompts Used for Edit Instruction Verification

We employ the Mixtral47B LLM to verify edit suggestions in the object and attribute categories.
The specific prompts used for this verification process are illustrated in the Box A.2.2. Verification
is crucial because initial suggestions by the LLM can occasionally be implausible or violate the
intended edit category. By thoroughly verifying the edits, we ensure the generation of accurate and
high-quality hard-negative instances, which are essential for effectively testing and improving VLMs.

õ In-context demonstrations for LLM suggested edit verification for object and attribute category.

**Task Instruction Object**
Determine the acceptability of edits to an image caption based on
following criteria:
- Edits must only involve object changes within a specified scene region.
- No changes related to attributes, spatial relations, counting, or any
unrelated alterations.
- The new object must be visually distinct and not closely related to
the original. Edits should be confined to one region without needing
adjustments elsewhere for scene consistency.
- Adhere to a one-to-one replacement rule, introducing no additional
objects. Reject edits that add unnecessary specificity or make
assumptions not clear from the original caption.
- Reject if information is insufficient or uncertain. Strict filtering:
When in doubt, reject the edit.

**Task Instruction Attribute**
Evaluate edits to an image caption that change an object’s attributes
based on following criteria:

- Reject changes involving the objects themselves, their spatial
relations, counting, or size.
- Acceptable modifications are distinct changes in color, pattern, shape,
texture, material, state, or condition. Attribute changes must be
distinct and not synonymous.
- Reject edits suggesting synonym replacements or adding new attributes.
- Reject if information is insufficient or uncertain. Strict filtering:
When in doubt, reject the edit.

A.2.3 VisMin Instruct-It Dataset

In the VisMin Instruction dataset, a sample consists of a source image-caption pair (I0, C0) and
its minimally edited version (I1, C1). To construct the VisMin Instruct-IT dataset, we create four
instruction samples from each VisMin sample:

• Two samples for the Image-Task (selecting the best matching image given a caption):

1. Given C0, select between I0 and I1
2. Given C1, select between I0 and I1

• Two samples for the Text-Task (selecting the best matching caption given an image):
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1. Given I0, select between C0 and C1

2. Given I1, select between C0 and C1

Please refer to Table 5 in the rebuttal PDF for the exact set of instruction templates used. We randomly
sample one template for each task type when creating the instruction samples.

In total, we create 65k instruction samples for training. Additionally, we include 16k randomly se-
lected image-caption pairs (either (I0, C0) or (I1, C1)) to retain the model’s general image captioning
ability.

Table 5: VisMin Instruct-It dataset creation templates
Template Type Template Examples

Image-Task
“You are given two images. Which one better aligns with the description: {caption}? The first or the second image?”
“Question: You are given two images. Which one better aligns with the description? {caption} Choices: First, Second.”
“Based on the description: {caption}, please select one of the given options that best matches the image. Choices: First, Second.”

Text-Task
“Question: Does this image depict: (A) {candidate text A}, or (B) {candidate text B}? Choices: A, B.”
“Does this image best represent: (A) {candidate text A}, or (B) {candidate text B}?”
“Which of the following best matches the image: (A) {candidate text A}, or (B) {candidate text B}?”

A.3 Additional Results

We report additional results to demonstrate the impact of fine-tuning on our dataset across different
aspects of scene understanding. We evaluated our fine-tuned models, VisMin-CLIP and VisMin-
Idefics2, on various tasks designed to assess distinct elements of multimodal comprehension.

Table 6: Performance breakdown of EQBEN video splits for both CLIP fine-tuned and Idefics2 models. The
table also includes results on additional multimodal benchmarks for Idefics2 family of models and ImageNet
results for various CLIP models. We leave the CLIP results on the additional multimodal benchmarks and the
Idefics2 results on ImageNet blank due to the task-format not being suitable for evaluation.

EQ-YouCook2 EQ-GEBC EQ-AG Additional Multimodal Benchmarks ImageNet
T I G T I G T I G MathVista MMBench TextVQA VQAv2 top1 top5

CLIP(ViT-L/14) 50.00 65.00 40.00 15.00 10.00 0.00 15.00 25.00 10.00 - - - - 75.53 94.59
NegCLIP 65.00 60.00 50.00 20.00 20.00 0.00 15.00 35.00 10.00 - - - - 65.50 90.00
VisMin-CLIP 80.00 70.00 65.00 30.00 10.00 5.00 30.00 25.00 10.00 - - - - 68.20 91.81

Idefics2 84.62 53.85 53.85 25.00 40.00 15.00 52.63 47.37 31.58 53.00 76.18 73.40 78.82 - -
VisMin-Idefics2 69.23 84.62 61.54 35.00 20.00 15.00 57.89 36.84 31.58 47.80 72.74 71.89 79.75 - -

Multimodal Benchmarks: We assessed performance of multimodal LLMs (Idefics2 and Vismin-
Idefics2) on benchmarks like MathVista, MMBench, TextVQA, and VQAv2 to understand how
fine-tuning on our data impacts tasks requiring both general scene understanding and specialized skills
(e.g., OCR and math) (see Table 6, middle block).4 Results show slight declines on specialized tasks
(MathVista, MMBench, TextVQA) but notable improvements on VQAv2 that tests for general scene
understanding, supporting our hypothesis that our dataset strengthens general scene comprehension
while not losing performance much on more specialized tasks.

Zero-Shot Image Classification: To evaluate the robustness of learned representations of the
contrastive models, we included evaluation on zero-shot image classification on ImageNet (see
Table 6, last block). Both NegCLIP and VisMin-CLIP underperform compared to the base CLIP
model. However, VisMin-CLIP shows a smaller performance drop compared to NegCLIP, indicating
that it retains a stronger generalization capability even after fine-tuning.

Performance on Video Understanding Tasks: Finally, we tested if fine-tuning the models on
our minimal-change dataset also improves their performance on video understanding tasks since
video understanding tasks require identifying subtle frame-to-frame variations (see Fig. 6 for some
examples). To test this, we evaluated the models on the EQBEN [38] benchmark, particularly the
following splits: EQ-YouCook2, which focuses on cooking procedures from instructional videos;
EQ-GEBC, which identifies event boundaries in kinetic videos; and EQ-AG, which captures changes
between objects and their pairwise relationships during actions.

4Contrastive models with two-tower encodings are not suitable for these benchmarks, as these benchmarks
require generating text outputs rather than just measuring similarity between encoded images and texts.
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We would like to note that our fine-tuned models excel at discerning subtle semantic differences,
but neighboring video frames often exhibit low-level rather than semantic changes. Abrupt changes
between frames, like a bus turning into a car, a shirt changing color, or objects swapping positions, are
rare. Additionally, our dataset does not cover action changes, which are typical in videos. Therefore,
we expect finetuning on our dataset to result in limited improvements for nearby video frames.

This was confirmed in our results (see Table 6, first block), where fine-tuning CLIP and Idefics2
showed significant improvements on EQ-YouCook2 (in group scores) due to its higher presence
of object-based changes, while performance remained similar on EQ-GBEC and EQ-AG, which
mostly feature action shifts. Thus, our dataset is most effective for enhancing video understanding in
scenarios involving subtle semantic adjustments rather than dynamic actions.

The person is holding the bag 
which is in front of him/her.

The person is not contacting the bag 
which is on the side of him/her.

The person is holding the clothes 
which is on the side of him/her.

The person is wearing the clothes; 
the person is in the clothes.

EQ
-A

G

trim fat from pork and cut it to 
slices

cut one green onion into 1 inch 
size

EQ
-Y
ou

Co
ok

2

cut squid rings add some ground white pepper… 
to the same bowl

Figure 6: Examples from different video splits from the EQBEN benchmark.

A.4 Annotation Platform and Benchmark Quality

A.4.1 Human Verification of Benchmark

The human verification process involves four main steps. 1) Naturalness and Image-Text Matching
Verification: in this step, humans evaluate the data samples using the following three criteria: a)
whether the image looks natural or not, b) whether the caption sounds sensical or not, and c) whether
the image matches the caption or not, addressing limitations of automatic filtering and maintaining
robustness against manipulation [8] (see Figure 7). Only 26% of synthetic images pass this step,
highlighting the need for human verification. The low acceptance rate is mainly associated with the
high rejection rate of criterion a, where most counting and spatial relation synthetic images do not
appear natural. Please refer to Appendix Table 7 for detailed acceptance rates for each criterion.
Please note that we aimed for a balanced benchmark. To address the higher rejection rates for
the categories of counting and spatial relation, we began with a larger number of samples in these
categories. 2) Visual Edit Verification confirms that the edited images accurately reflect the specified
edits without additional changes, ensuring visual minimal change, with an acceptance rate of 80%
(see Figure 8). 3) Edit Instruction Verification checks that LLM-generated edit instructions are
minimal and targeted, altering only one aspect of the object, attribute, counting, or spatial relation in
captions and images, with an acceptance rate of 84%. (see Figure 9). 4) Textual Edit Verification
ensures the edited sentence accurately reflects the specified edit instruction without additional changes
and classifies the change type, with an acceptance rate of 95% (see Figure 10).

A.4.2 Human baseline

We gather human annotations using Amazon Mechanical Turk (AMT) to determine human perfor-
mance on our benchmark, replicating the exact tasks given to models as described in Section 5.
Additionally, annotators can choose “none” or “both” options (please see Figure 11 and Figure 12);
we deliberately included these options to accurately estimate the best model performance when tasks
are difficult for humans. We collect five annotations per sample for each of the four scenarios in
the image-text matching task. We compute image score, text score, and group score as described in
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Table 7: Acceptance rates for all criteria across different categories.
Criterion Object Attribute Counting S. Relation Overall
Step 1-a: Naturalness of Image 64% 80% 41% 22% 37%
Step 1-b: Sensicality of Caption 84% 79% 75% 70% 74%
Step 1-c: Image-Text Matching 83% 89% 52% 65% 65%
Step 2: Visual Edit Verification 81% 79% 81% 78% 80%
Step 3: Edit Instruction Verification 81% 86% 85% 84% 84%
Step 4: Textual Edit Verification 95% 94% 94% 95% 95%
Step 4: Automatic Categorization Verification 95% 91% 99% 100% 97%

Section 5. If the answer “both” or “none” is chosen by three or more annotators, or if one annotator
chooses “none" or “both" while the other options each receive exactly two votes, we randomly assign
a 50% match to maintain consistency with the model evaluation setup.
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Instructions

In this HIT, you will be shown an image and a description associated with the image. Your task is to answer following questions:

1. Does the description sound sensical, i.e. is it fluent and plausible? Please see examples below.

Sounds sensical ✓ Does not sound sensical ✗

✓ A scene with four vehicles. ✗ Non-fluent: A group of cat.

✓ A covered box below a motorbike. ✗ Non-fluent: A street sign is parked on left and a car on the right.

✓ Bear playing hockey. (Although this phenomenon is unlikely to be
observed in the real world, one can imagine this phenomenon and hence

we consider such descriptions as sensical)

✗ Non-fluent: It heaving at a city.

✓ A toy car on the left and a teddy bear on the right. ✗ Implausible: The bush speaking in the garden.

✓ An apple on the top shelf and a banana on the bottom shelf. ✗ Implausible: Olives and grapes inside a plate.

✓ Elephant standing on top of a table. (Although this phenomenon is
unlikely to be observed in the real world, one can imagine this

phenomenon and hence we consider such descriptions as sensical)

✗ Implausible: Grass eating horse.

2. Does the image look natural, i.e, it does not have any major odd phenomenon inconsistent with the reality of the world? When evaluating,
please keep these two scenarios in mind:

1. Animatic and artistic painting should be considered as natural as long as they adhere to fundamental real-world principles.
2. Minor deformations of objects can be acceptable as long as they align with the intended concept and do not appear overly unnatural or

disruptive to the viewer.

Please review the examples below. We've provided sets of natural-looking images and sets of images that are not considered natural, along
with descriptions explaining why each is categorized as such.

Natural-looking images ✓ Not natural-looking images ✗

✓ Despite being a painting, this image feels natural because it follows
basic real-world rules and doesn't have any major oddities.

✗ This image looks unnatural because the person is missing their full body
and head.

✓ This image gives off a natural impression, with no significant problems
evident.

✗ This image seems unnatural because it mixes the body of a zebra with
the legs of a giraffe.

✓ This image simply looks natural as it doesn't depict any major odd
phenomena or disruptions.

✗ This image seems unnatural because the surface where the three people
are sitting doesn't appear to be supporting them, and their hands look

deformed.

✓ This image appears natural since it adheres to fundamental principles
without major inconsistencies.

✗ This image seems unnatural because several fruits are stuck together in
a disruptive and unexpected manner.

3. Does the description accurately describe the contents of the image? Please see the examples below, for each image, we have provided one
incorrect description and one correct description.

✗ Incorrect description: A large bear sitting
and eating a bamboo plant.

✓ Correct description: A large koala
sitting and eating a bamboo plant.

✗ Incorrect description: A male tennis
player holding a green racket.

✓ Correct description: A male tennis
player holding a red racket.

✗ Incorrect description: A young woman is
eating food.

✓ Correct description: A young man is
eating food.

✗ Incorrect description: Several women
gathered together posing with pizzas in

take out boxes.

✓ Correct description: Several women
gathered together posing with cupcakes in

take out boxes.

For a detailed look at the image, please hover over it.

Please answer the questions below to the best of your knowledge. Careless work will be rejected. Thank you for your careful attention to detail and
your valuable contribution!

Figure 7: Instructions for naturalness and image-text matching verification.
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Instructions

In this HIT, you will be shown an image and an instruction that specifies some edits to be made to the image (we call this “edit instruction”). You will
also be shown the edited image. Your task is to evaluate the correctness of the edited image. The edited image is judged to be correct if:

1. it accurately reflects the edit specified in the edit instruction, and
2. it does not contain any other changes beyond those specified in the edit instruction.

If you deem the edited image to be incorrect, please specify why the edited image is not correct.

Please see the examples below to understand the task better:

Example 1:
Edit instruction: Change grassy shore to rocky shore.

Is the edited image correct?

Yes

No

In case you selected “No” for the above question, please specify why the edited image is not correct (please select all that apply):

It does not accurately reflect the edit specified in the edit instruction.

It contains other changes beyond those specified in the edit instruction.

Example 2:
Edit instruction: Change tents to yurts.

Is the edited image correct?

Yes

No

In case you selected “No” for the above question, please specify why the edited image is not correct (please select all that apply):

It does not accurately reflect the edit specified in the edit instruction.

It contains other changes beyond those specified in the edit instruction.

Example 3:
Edit instruction: Change three men to three women.

Is the edited image correct?

Yes

No

In case you selected “No” for the above question, please specify why the edited image is not correct (please select all that apply):

It does not accurately reflect the edit specified in the edit instruction.

It contains other changes beyond those specified in the edit instruction.

Example 4:
Edit instruction: Change “A yellow school bus on the right and a green sports car on the left.” to “A green sports car on the right

and a yellow school bus on the left.”

Is the edited image correct?

Yes

No

In case you selected “No” for the above question, please specify why the edited image is not correct (please select all that apply):

It does not accurately reflect the edit specified in the edit instruction.

It contains other changes beyond those specified in the edit instruction.

Example 5:
Edit instruction: Change triangular bathroom sink to round sink.

Is the edited image correct?

Yes

No

In case you selected “No” for the above question, please specify why the edited image is not correct (please select all that apply):

It does not accurately reflect the edit specified in the edit instruction.

It contains other changes beyond those specified in the edit instruction.

Example 6:
Edit instruction: Change Two skateboards to two surfboards.

Is the edited image correct?

Yes

No

In case you selected “No” for the above question, please specify why the edited image is not correct (please select all that apply):

It does not accurately reflect the edit specified in the edit instruction.

It contains other changes beyond those specified in the edit instruction.

Example 7:
Edit instruction: Change “A toy crane is above a toy car.” to “A toy car is above a toy crane.”

Is the edited image correct?

Yes

No

In case you selected “No” for the above question, please specify why the edited image is not correct (please select all that apply):

It does not accurately reflect the edit specified in the edit instruction.

It contains other changes beyond those specified in the edit instruction.

The edited image does not accurately reflect the edit specified in the edit instruction because the toy car is not above the toy crane; it is
behind it. Note that, in this example, the original image is also incorrect since the toy crane is not above the toy car, it is behind; but that
does not make the edited image correct. Both images are incorrect.

For a detailed look at the image, please hover over it.

Please answer the questions below to the best of your knowledge. Careless work will be rejected. Thank you for your careful attention to detail and
your valuable contribution!

Original Image Edited Image

Original Image Edited Image

Original Image Edited Image

Original Image Edited Image

Original Image Edited Image

Original Image Edited Image

Original Image Edited Image

Figure 8: Instructions for visual edit verification after applying edit instructions.
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Instructions

In this HIT, you will be shown a sentence and an instruction that specifies some edits to be made to the sentence (we call this “edit instruction”).
Your task is to verify the validity of the edit instruction. The edit instruction is considered valid if all of the following conditions holds for it:

1. The suggested edit results in mutually exclusive concepts, e.g., changing dog to puppy is not a valid edit instruction since puppy is a type of
dog, and hence they are not mutually exclusive. Please see the examples below to understand mutually exclusive concepts better:

✅ Changing “Poodle” to “Bulldog”, “Rose” to “Orchid”, “woman” to “man”, “car” to “truck”, “cold drink” to “warm drink”, “dog” to “cat”, and
“sofa” to “bed”, are mutually exclusive changes.
❌ Changing “dog” to “puppy”, “Rose” to “flower”, “woman” to “person”, “car” to “vehicle”, and “cold drink” to “drink” are not mutually
exclusive changes. Please note that any replacement of words with their synonyms is also not considered mutually exclusive, e.g.,
changing “kids” to “children”, changing “drink” to “beverage”, and changing “insect” to “bug”.

2. The suggested edit modifies only one aspect of the sentence, chosen from one of the following categories only:
Object: modifying an object (e.g., changing dog to cat).
Attribute: modifying the properties of an object, such as its color, pattern, shape, or material (e.g., changing round table to rectangular
table).
Counting: modifying the count of an object (changing three dogs to two dogs).
Spatial Relationship: modifying the spatial relationship between two objects (e.g., changing “A cat to the left of the dog." to “A dog to
the left of the cat.").

3. The modification type should fall within one of the four specified categories: object, attribute, counting, or spatial relationship. For example,
changing verbs is not allowed.

If you deem the edit instruction to be invalid, please specify why the edit instruction is not valid.

Please see the examples below to understand the task better:

Example 1:
Original sentence: A dog jumps for a frisbee over a pool.

Edit instruction: Change frisbee to ball.

Is the edit instruction valid?

Yes

No

In case you selected “No” for the above question, please specify why the edit instruction is not valid (please select all that apply):

It does not result in mutually exclusive concepts.

It modifies more than one aspect of the sentence within the categories of object, attribute, counting, and spatial relationship.

The modification type does not fall within any of the four specified categories: object, attribute, counting, or spatial relationship.

Example 2:
Original sentence: A picture of a couple who got married.

Edit instruction: Change couple to bride and groom.

Is the edit instruction valid?

Yes

No

In case you selected “No” for the above question, please specify why the edit instruction is not valid (please select all that apply):

It does not result in mutually exclusive concepts.

It modifies more than one aspect of the sentence within the categories of object, attribute, counting, and spatial relationship.

The modification type does not fall within any of the four specified categories: object, attribute, counting, or spatial relationship.

Example 3:
Original sentence: A group of children riding bicycles along a scenic path in the park.

Edit instruction: Change bicycles to bikes.

Is the edit instruction valid?

Yes

No

In case you selected “No” for the above question, please specify why the edit instruction is not valid (please select all that apply):

It does not result in mutually exclusive concepts.

It modifies more than one aspect of the sentence within the categories of object, attribute, counting, and spatial relationship.

The modification type does not fall within any of the four specified categories: object, attribute, counting, or spatial relationship.

Example 4:
Original sentence: A picture of a white cat.

Edit instruction: Change white cat to black dog.

Is the edit instruction valid?

Yes

No

In case you selected “No” for the above question, please specify why the edit instruction is not valid (please select all that apply):

It does not result in mutually exclusive concepts.

It modifies more than one aspect of the sentence within the categories of object, attribute, counting, and spatial relationship.

The modification type does not fall within any of the four specified categories: object, attribute, counting, or spatial relationship.

Example 5:
Original sentence: A purple bicycle chained to a metal tree enclosure.

Edit instruction: Change purple bicycle to red bicycle.

Is the edit instruction valid?

Yes

No

In case you selected “No” for the above question, please specify why the edit instruction is not valid (please select all that apply):

It does not result in mutually exclusive concepts.

It modifies more than one aspect of the sentence within the categories of object, attribute, counting, and spatial relationship.

The modification type does not fall within any of the four specified categories: object, attribute, counting, or spatial relationship.

Example 6:
Original sentence: Three apples sitting in a bowl.

Edit instruction: Change 3 apples to 2 apples.

Is the edit instruction valid?

Yes

No

In case you selected “No” for the above question, please specify why the edit instruction is not valid (please select all that apply):

It does not result in mutually exclusive concepts.

It modifies more than one aspect of the sentence within the categories of object, attribute, counting, and spatial relationship.

The modification type does not fall within any of the four specified categories: object, attribute, counting, or spatial relationship.

Example 7:
Original sentence: A flower vase on the table and a cake on the right.

Edit instruction: Change “A flower vase on the table and a cake on the right.” to “A cake on the table and a flower vase on the
right.”

Is the edit instruction valid?

Yes

No

In case you selected “No” for the above question, please specify why the edit instruction is not valid (please select all that apply):

It does not result in mutually exclusive concepts.

It modifies more than one aspect of the sentence within the categories of object, attribute, counting, and spatial relationship.

The modification type does not fall within any of the four specified categories: object, attribute, counting, or spatial relationship.

Original sentence: The kids joyfully dancing together in the sandbox.

Edit instruction: Change dancing to playing.

Is the edit instruction valid?

Yes

No

In case you selected “No” for the above question, please specify why the edit instruction is not valid (please select all that apply):

It does not result in mutually exclusive concepts.

It modifies more than one aspect of the sentence within the categories of object, attribute, counting, and spatial relationship.

The modification type does not fall within any of the four specified categories: object, attribute, counting, or spatial relationship.

Please answer the questions below to the best of your knowledge. Careless work will be rejected. Thank you for your careful attention to detail and
your valuable contribution!

Figure 9: Instructions for edit instruction verification.
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Instructions

In this HIT, you will be shown a sentence and an instruction that specifies some edits to be made to the sentence (we call this “edit instruction”).
You will also be shown the edited sentence. Your task is to evaluate the correctness of the edited sentence. The edited sentence is judged to be
correct if:

1. it accurately reflects the edit specified in the edit instruction, and
2. it does not contain any other changes beyond those specified in the edit instruction.

If you deem the edited sentence to be incorrect, please specify why the edited sentence is not correct.

Finally, you must select the type of the edit being specified in the edit instruction, from the following types:

Object: modifying an object (e.g., changing dog to cat).
Attribute: modifying the properties of an object, such as its color, pattern, shape, or material (e.g., changing round table to rectangular table).
Counting: modifying the count of an object (changing three dogs to two dogs).
Spatial Relationship: modifying the spatial relationship between two objects (e.g., changing “A cat to the left of the dog.” to “A dog to the left
of the cat.”)

Please see the examples below to understand the task better:

Example 1:
Original sentence: A black and white cat is sitting in front of a laptop that is on a desk.

Edit instruction: Change laptop to tablet.

Edited sentence: A black and white cat is sitting in front of a tablet that is on a desk.

Is the edited sentence correct?

Yes

No

In case you selected “No” for the above question, please specify why the edited sentence is not correct (please select all that apply):

It does not accurately reflect the edit specified in the edit instruction.

It contains other changes beyond those specified in the edit instruction.

Finally, select the type of the edit being specified in the edit instruction:

Object

Attribute

Counting

Spatial Relationship

Example 2:
Original sentence: A white park bench sitting on a middle of a forest.

Edit instruction: Change white park bench to red park bench.

Edited sentence: A red park bench sitting on a middle of a forest.

Is the edited sentence correct?

Yes

No

In case you selected “No” for the above question, please specify why the edited sentence is not correct (please select all that apply):

It does not accurately reflect the edit specified in the edit instruction.

It contains other changes beyond those specified in the edit instruction.

Finally, select the type of the edit being specified in the edit instruction:

Object

Attribute

Counting

Spatial Relationship

Example 3:
Original sentence: A dog sleeping on top of a red chair with two books.

Edit instruction: Change two books to one book.

Edited sentence: A red chair without a dog sleeping on it and without the two books nearby.

Is the edited sentence correct?

Yes

No

In case you selected “No” for the above question, please specify why the edited sentence is not correct (please select all that apply):

It does not accurately reflect the edit specified in the edit instruction.

It contains other changes beyond those specified in the edit instruction.

Finally, select the type of the edit being specified in the edit instruction:

Object

Attribute

Counting

Spatial Relationship

Example 4:
Original sentence: A bike to the left of a door.

Edit instruction: Change “A bike to the left of a door.” to “A door to the left of a bike.”

Edited sentence: A door to the left of a bike.

Is the edited sentence correct?

Yes

No

In case you selected “No” for the above question, please specify why the edited sentence is not correct (please select all that apply):

It does not accurately reflect the edit specified in the edit instruction.

It contains other changes beyond those specified in the edit instruction.

Finally, select the type of the edit being specified in the edit instruction:

Object

Attribute

Counting

Spatial Relationship

Please answer the questions below to the best of your knowledge. Careless work will be rejected. Thank you for your careful attention to detail and
your valuable contribution!

Figure 10: Instructions for textual edit verification.
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Instructions

In this HIT, you will be shown a description along with two images. Your task is to select the image that accurately depicts the description. If you
believe both images accurately depict the description, please select both. However, if you find that neither image accurately depicts the
description, choose none.

Please see the examples below to understand the task better:

Example 1:
Description: A plate that has three donuts on it next to a cup.

Which image(s) accurately depicts the description?

First image

Second image

Both

None

Example 2:
Description: A ball lying to the left of a toy car.

Which image(s) accurately depicts the description?

First image

Second image

Both

None

Example 3:
Description: A person in a kitchen with an open refrigerator.

Which image(s) accurately depicts the description?

First image

Second image

Both

None

Example 4:
Description: Two giraffes standing by a barbed wire fence.

Which image(s) accurately depicts the description?

First image

Second image

Both

None

For a detailed look at the image, please hover over it.

Please answer the questions below to the best of your knowledge. Careless work will be rejected. Thank you for your careful attention to detail and
your valuable contribution!

First image Second image

First image Second image

First image Second image

First image Second image

Figure 11: Instructions for choosing the best matching image.
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Instructions

In this HIT, you will be shown an image along with two descriptions. Your task is to select the description that accurately describes the image. If
you believe both descriptions accurately describe the image, please select both. However, if you believe neither description accurately describes
the image, choose none.

Please see the examples below to understand the task better:

Example 1:
Description 1: A cat that is laying down on a laptop.

Description 2: A cat lying down, not on a laptop.

Which description(s) accurately describes the image?

Description 1

Description 2

Both

None

Example 2:
Description 1: 2 sheep lay in the grass in a field.

Description 2: One sheep lay in the grass in a field.

Which description(s) accurately describes the image?

Description 1

Description 2

Both

None

Example 3:
Description 1: A young man dressed in a blazer, dress shirt and skinny tie.

Description 2: A young man dressed in a jacket dress shirt and skinny tie.

Which description(s) accurately describes the image?

Description 1

Description 2

Both

None

Example 4:
Description 1: Two skateboards sitting on the rug in a room.

Description 2: Two surfboards are lying on the rug in a room.

Which description(s) accurately describes the image?

Description 1

Description 2

Both

None

For a detailed look at the image, please hover over it.

Please answer the questions below to the best of your knowledge. Careless work will be rejected. Thank you for your careful attention to detail and
your valuable contribution!

Figure 12: Instructions for choosing the best matching description.
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A.5 Random qualitative samples from training and VisMin benchmark

In this section, we present random qualitative samples from both the training set and the VisMin
benchmark to illustrate the quality and diversity of data used in our experiments. Specifically, we
provide examples across object, attribute, relation, and counting categories to highlight the four
strategic categories represented in our dataset.

Support examples Query

VisMin Benchmark- Counting

VisMin Benchmark- Attribute

Support examples Query

VisMin Benchmark- Relation

VisMin Benchmark- Object

A sheriff riding a motorcycle 
in a parade.

A sheriff riding a segway in a 
parade.

A teddy bear leaning against 
a tree next to the road.

A scarecrow leaning against a 
tree next to the road.

A boy and girl teddy bear are posed 
next to each other on a couch.

A boy and girl doll are posed 
next to each other on a couch.

A bathroom scene complete 
with a cast iron style tub.

A bathroom scene complete 
with a wooden bathtub.

A parked motorcycle next to 
a green tent.

An ATV parked next to a 
green tent.

A person makes a sandwich 
on a paper plate.

A person makes a sandwich 
on a wooden board.

A man in red shirt doing a 
trick on skateboard.

A man in grey shirt doing a 
trick on skateboard.

A box full of matching, 
ridged donuts with glaze.

A box full of matching, 
smooth donuts with glaze.

A dirty public bathroom with a 
handicap sign located above the 
toilet.

A clean public bathroom with a 
handicap sign located above the 
toilet.

A orange cat with green eyes 
and long whiskers.

A gray cat with green eyes 
and long whiskers.

A man in a green suit leaning 
over a laptop.

A man in a purple suit leaning 
over a laptop.

This older photo depicts a woman 
working in a primitive kitchen.

This older photo depicts a woman 
working in a retro kitchen.

A still life with two large 
plaid umbrellas.

A still life with one large plaid 
umbrella.

A scene containing six 
tablets.

A scene containing five 
tablets.

A collection of four remote 
controls.

A collection of two remote 
controls.

A row of four brown wicker 
trash baskets.

A row of two brown wicker 
trash baskets.

Five coins scattered on a 
table.

Three coins scattered on a 
table.

Five garbage cans. Three garbage cans.

A dog in front of a 
fire hydrant.

A fire hydrant in 
front of a dog.

A very large teddy bear on the right 
and a very big tub on the left.

A very big tub on the right and a 
very large teddy bear on the left.

A ball is above a dog. A dog is above a ball.

A blueberry muffin with a bite 
taken out of it placed to the left of a 
glass of orange juice.

A glass of orange juice placed to the 
left of a blueberry muffin with a bite 
taken out of it.

A skiing board on the right 
and a fence on the left.

A fence on the right and a 
skiing board on the left.

A bowl on the bottom 
with a mug on the top.

A mug on the bottom 
with a bowl on the top.

Figure 13: Random qualitative samples from VisMin.
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Support examples Query

Training- Counting

Training- Attribute

Support examples Query

Training-  Relation

Training- Object

A man hitting a tennis ball with a 
tennis racquet.

A woman hitting a tennis ball with a 

tennis racquet.

Two buses are stopped on the side 

of the road.

The coffee maker is near the 

person.

Two taxis are stopped on the side of 

the road.

The microwave is near the 

person.

The person is in front of the 
zebra.

The person is facing the lion.

A plate of roast beef in barbeque 

sauce with broccoli and carrots.
A plate of roast beef in barbeque 

sauce with broccoli and peas.

A beach scene with a beach chair decorated 
with the Canadian Flag and surfers walking 
by with their surfboards.

A beach scene with a beach chair decorated 
with the American Flag and surfers walking 
by with their surfboards.

A man in a tie has a short 
stubbly beard.

A man in a tie has a long beard.

A cat is curled up on a brown 
couch in this living room.

A cat is curled up on a green 
couch in this living room.

A woman with blue hair taking 
a picture of herself with a 
phone.

A woman with blonde hair 
taking a picture of herself with a 
phone.

A personal pepperoni pizza on a 
white plate.

A personal veggie pizza on a 
white plate.

Five cooking pots on a shelf. Four cooking pots on a shelf.

A scene containing four small 
blue signs.

A scene containing two small 
blue signs.

Two water bottles and a mug on 
a table.

One water bottle and a mug on a 
table.

Three antelopes running in a 
field.

Two antelopes running in a 
field.

 A collection of two wrapped 
gifts.

A collection of one wrapped gift.

Two yellow teddies. One yellow teddy.

A printer is on the bottom 
and a laptop is on the top.

A drone on the top and a car on 
the bottom..

A car on the top and a drone on 
the bottom.

A teddy bear below a bed and 
a night lamp above the bed.

A night lamp below a bed and 
a teddy bear above the bed.

A sunflower is located to the left 
of a rose.

A rose is located to the left of a 
sunflower.

A plant on the left and a 
bookshelf on the right.

A bookshelf on the left and a 
plant on the right.

A guitar on the top of a 
piano.

A piano on the top of a 
guitar.

A tv sits on top of a glass table near 

plants.

A tv sits on top of a wooden table 

near plants.

Woman in red skirt and floral top 

about to throw a Frisbee.
A woman in a red skirt and floral top is 

about to throw a football.

A laptop is on the bottom 
and a printer is on the top.

Figure 14: Random qualitative samples from the training set.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .

• [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",

• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Yes, the abstract is summary of the content of the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In the last paragraph of Conclusion section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: No theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
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• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide details of training and inference in section 6.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We will release the data and code and benchmark once accepted.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.
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• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: yes, provided in section 5 and 6.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: We simply benchmark existing available models, with greedy decoding for
MLLMs e.g. Idefics2 and fixing seed for foundation models e.g. CLIP.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).
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• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [No]
Justification: We perform the task with one gpu, as it’s simple benchmarking and finetuning.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Yes, we do.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: No relevant.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: No relevant.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We follow protocol.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We provide comprehensive analysis of our new benchmark and will release
soon.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.
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• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: We provide in Appendix.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Not relevant.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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