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Abstract
Dictionary definitions are historically the arbi-001
trator of what words mean, but this primacy has002
come under threat by recent progress in NLP, in-003
cluding word embeddings and generative mod-004
els like ChatGPT. We present an exploratory005
study of the degree of alignment between word006
definitions from classical dictionaries and these007
newer computational artifacts. Specifically, we008
compare definitions from three published dic-009
tionaries to those generated from variants of010
ChatGPT. We show that (i) definitions from dif-011
ferent traditional dictionaries exhibit more sur-012
face form similarity than do model-generated013
definitions, (ii) that the ChatGPT definitions014
are highly accurate, comparable to traditional015
dictionaries, and (iii) ChatGPT-based embed-016
ding definitions retain their accuracy even on017
low frequency words, much better than GloVE018
and FastText word embeddings.019

1 Introduction020

Many generations of readers have relied on the no-021

tion that the meaning of a word is what it says in the022

dictionary. Definitions of the primary and alternate023

senses of words have appeared in printed books024

well before Samuel Johnson’s famous A Dictionary025

of the English Language in 1755. Early western026

lexicography evolved from glosses and glossaries.027

American English was later standardized by Noah028

Webster in American Dictionary of the English Lan-029

guage in 1828.030

But the primacy of dictionary definitions as the031

arbitrator of word meanings has come under threat032

by recent progress in natural language processing.033

Vector representations (word embeddings) have034

proven more valuable computationally than hand-035

crafted semantics or definitions in describing the036

effective meaning of vocabulary words in a given037

language. And generative dialog systems like Chat-038

GPT will happily produce full text definitions of ev-039

ery word when asked; indeed multiple versions of040

these definitions in response to different prompts.041

This paper is an exploratory study of the degree 042

of alignment between word definitions from clas- 043

sical dictionaries and these newer computational 044

artifacts. There are several distinct questions we 045

address here: 046

• How consistent is the representation of seman- 047

tics from classical dictionary definitions with 048

those of word embeddings and generative lan- 049

guage models? 050

• How quickly are the definitions generated by 051

LLMs improving as the technology advances? 052

• LLMs have been described as “stochastic par- 053

rots” (Bender et al., 2021). To what extent are 054

the definitions they produce mere repetitions 055

or even plagiarisms of classical dictionary def- 056

initions? 057

Our motivation for the paper is to understand the 058

impact of generative models on the understanding 059

and interpretation of word definitions. The findings 060

can potentially benefit downstream tasks in several 061

ways: 062

• Demonstrating that GPT models can provide 063

accurate definitions even for low-frequency 064

words suggests generative models can lead 065

to better semantic understanding in various 066

downstream tasks. 067

• Enhancing the credibility of educational tools 068

and resources based on generative models, es- 069

pecially in language learning, where accurate 070

and comprehensive definitions are crucial. 071

Our methodology is as follows. For each of over 072

2,500 carefully selected words, we extracted their 073

handcrafted definitions in each of three different 074

dictionaries (WordNet, Merriam-Webster, and Ran- 075

dom House/Dictionary.com), and also vector repre- 076

sentations from two prominent collections of word 077
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embeddings (FastText and GloVe). We also asked078

two versions of ChatGPT (3.5 and 4.0) for the def-079

initions of every word, each with two different080

forms of prompts. The first prompt is "what is the081

meaning of this word?", while the second prompt082

is "define this word." We measure the distances083

between these representations using several tech-084

niques, including vector distance/similarity, edit085

distance, and neighborhood correlations.086

Our primary observations include:087

• The surface form of generated definitions dif-088

fer substantially from those of published dic-089

tionaries – Although ChatGPT presumably090

trained in part on the handcrafted definitions091

in our study, little-to-no unexpected trace of092

these texts remain in the generated text. In-093

deed, we find roughly twice as many long ex-094

act matches between traditionally published095

dictionary definitions than we observe be-096

tween published and generated texts.097

• ChatGPT generated word definitions are098

highly accurate, consistent with published dic-099

tionaries – We evaluate SBERT definitions100

embeddings to identify candidates for mis-101

matching definitions across sources. Of the 50102

most distant pairs between Merriam-Webster103

and GPT4 definitions, human evaluation con-104

firms that GPT4 recognized 48 compared to105

34 for GPT3, and that all but one of these106

definitions matched the primary sense of the107

published dictionary.108

• The consistency of LLM-generated definitions109

is relatively independent of frequency, unlike110

word embeddings – We propose a new average111

distance correlation metric to compare word112

embeddings in different dimensional spaces,113

and use it to study both traditional word em-114

beddings (GloVE and FastText) and sentence115

embeddings of both dictionary and generated116

definitions. Our results suggest that SBERT117

embeddings of definitions (synthesized or pub-118

lished) may create more accurate word embed-119

dings for low frequency words than traditional120

methods.121

This paper is organized as follows. Section 2122

presents related work on dictionaries, definitions,123

and semantic representation. The dictionaries and124

generative models we use to formulate our dataset125

are described in Section 3. The question of just126

how originial generated definitions are is consid- 127

ered in Section 4. We use vector representations to 128

quantify the similarity of definitions by source in 129

Section 5, and between definitions and word em- 130

beddings in Section 6. We conclude with directions 131

for future work in Section 7. 132

2 Related Work 133

Large language models (LLM) recently burst into 134

popular consciousness through the phenomenon of 135

ChatGPT, which reached 100 million users in only 136

three months (Milmo, 2023), offering the prospect 137

of knowledge systems that can write professional- 138

quality documents. Generative Pre-trained Trans- 139

former (GPT) models are a series of large language 140

models (LLMs) developed by OpenAI. Each model 141

in the series (Radford and Narasimhan, 2018; Rad- 142

ford et al., 2019; Brown et al., 2020; OpenAI, 2023) 143

is trained on a larger corpus of text and achieves 144

better results on natural language processing (NLP) 145

tasks compared to its predecessors. 146

ChatGPT promises to have a major impact 147

on many fields, including healthcare (Scerri and 148

Morin) and education (Han et al., 2023; Mogali). 149

The models have also been used to assess transla- 150

tion quality (Kocmi and Federmann, 2023) and the 151

nature of human personalities (Rao et al., 2023). 152

2.1 LLMs and Prompt Engineering 153

One aspect of our work is assessing how different 154

prompts to LLMs (here, for word definitions) yield 155

responses of different quality. Prompt engineering 156

has been studied for Human-Computer Interaction 157

(Oppenlaender, 2022), NLP (Liu et al., 2021; Wang 158

et al., 2023), and tool learning based on foundation 159

models (Qin et al., 2023). Prompt design helps 160

overcome model bias (Rao et al., 2023). Chen et al. 161

identify the best prompt to induce correct answer 162

from pre-trained language models at a low cost 163

(Chen et al., 2023). 164

Chain-of-thought prompting (Wei et al., 2023) 165

decomposes a task into a sequence of steps. It has 166

been used to allow LLMs to use tools such as a 167

calculator and a chemical reaction predictor (Inaba 168

et al., 2023), to improve reasoning over long input 169

documents (Sun et al., 2023), to perform better on 170

web navigation tasks (Sridhar et al., 2023), and 171

to achieve more correct answers through dynamic 172

sampling (Aggarwal et al., 2023). 173
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2.2 Dictionaries and Definitions174

Lexicographical works can be dated back to ancient175

Mesopotamia (Veldhuis, 2019) and ancient China176

(Creamer, 1992). The ancient Greeks also use glos-177

saries to understand religious and literature works178

(Lee, 2022; Dolezal and Velde, 2021). Medieval179

lexicographers use derivation and alphabetization180

techniques (Weijers, 1989), which lay the foun-181

dations for early modern dictionaries (Considine,182

2008).183

The English language was standardized through184

dictionaries by Samuel Johnson and Noah Web-185

ster (Sokolowski, 2020). The Oxford English Dic-186

tionary represents another milestone, with multi-187

ple editions created in the 19th and 20th centuries.188

Most dictionaries in the digital age now appear in189

electronic form (Zimmer, 2014).190

Researchers have shown that typical native191

speakers of American English know an average192

of 42,000 words and 4,200 multiword expressions.193

This number ranges from 27,000 words for the low-194

est 5% to 52,000 words for the highest 5% (Brys-195

baert et al., 2016).196

2.3 Definitions and Word Embeddings197

Word embeddings are a multi-dimensional vector198

representation of a word that conveys semantic199

and syntactic information. Words with similar200

meanings have embeddings closer to each other201

in the vector space. Popular word embeddings like202

Word2vec (Mikolov et al., 2013), GloVe (Penning-203

ton et al., 2014), and FastText (Bojanowski et al.,204

2017) have been used for many NLP tasks.205

Definition modeling seeks to generate word def-206

initions given a word and its embedding (Noraset207

et al., 2016). Definition generation solves the WSD208

problem by creating definitions instead of choosing209

a correct one (Bevilacqua et al., 2021). Informa-210

tion captured in contexualized word representations211

have been analyzed and shown that they can be212

interpreted in a human-readable way (Chang and213

Chen, 2019). Huang et al. add a re-ranking mecha-214

nism to the decoder-encoder model to control speci-215

ficity (Huang et al., 2021). Liu et al use capsule216

networks first proposed in (Sabour et al., 2017) to217

decompose word embeddings into morpheme-like218

vectors and reconstruct them into sense embed-219

dings. Word embeddings have also been extracted220

from Urban dictionary (Wilson et al., 2020a) and221

Twitter (Wilson et al., 2020b).222

Common Less common Rare Total
NOUN 749 475 182 1406
VERB 179 149 53 381

ADJ 153 77 19 249
ADV 83 32 16 131

Other 55 0 290 345
Total 1219 733 560 2512

Table 1: Word frequency and POS tag summary.

3 Dataset 223

Rate limitations on using the ChatGPT API pre- 224

vented us from studying the definitions of all 225

English-language words, so we were selective in 226

what words we study. Starting from a lexicon con- 227

taining 246,591 English words sorted by their fre- 228

quency, we sample 3000 words representing 500 229

words in each of six frequencies tiers: 230

• Common: rank 1 to 500, and 501 to 1000. 231

• Less Common: 5001-5500, and 10001-10500. 232

• Rare: 20001-20500, and 50001-50500. 233

We cleaned the dataset by removing any word 234

whose definition is missing in any source. This 235

leaves 2512 words with complete definitions re- 236

maining in our final dataset. Table 1 presents a 237

breakdown of these words by frequency tier and 238

part of speech (POS) tag, demonstrating that our 239

sampled words are well distributed by both features. 240

Nouns are the most common type of words in the 241

dataset. 242

For each selected lexicon word X, we collect 243

answers from both GPT3.5 and GPT4 using two 244

different prompts, identified throughout the text as 245

type 1 or 2 prompts: 246

• Type 1: “What is the meaning of the word X?" 247

• Type 2: “Define the word X." 248

This experimental design enables us to make 249

a variety of comparisons between definitions pro- 250

duced (a) between different prompts on the same 251

model, (b) two different models, namely GPT3.5 252

and GPT4.0, (c) comparisons between models and 253

published dictionaries, (d) between common, mod- 254

erate, and rare words, and (e) between different 255

parts of speech. 256

To provide fair grounds for comparison, we 257

extracted published definitions for each of these 258

words from three online dictionaries, namely: 259
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Source N Avg
Length Min Max σ

GPT3-1 2459 35.97 3 253 20.21
GPT3-2 2488 43.09 3 248 28.65
GPT4-1 2488 132.31 20 386 64.97
GPT4-2 2489 133.77 28 466 65.26
Wordnet 2247 37.25 1 416 45.36

Merriam-W. 2231 132.43 2 1957 179.59
Dict.com 2398 223.11 3 3049 328.89

Table 2: Length summary for collected dictionary
datasets, showing the mean, min, max and standard
deviation for each source, plus the number of queried
lexicon terms defined within each sources (out of 3000).

• WordNet (Miller, 1995) (http://260

wordnetweb.princeton.edu/perl/webwn):261

This manually constructed database of word262

definitions and semantic relationships among263

words. It is highly accurate and serves as a264

useful tool in the field of NLP and linguistics.265

• Merriam-Webster dictionary266

(Merriam-Webster Online, 2023)267

(https://www.merriam-webster.com):268

The Merriam-Webster.com site is a com-269

mercial digital dictionary which is regularly270

updated.271

• Dictionary.com (https://www.272

dictionary.com): An online dictio-273

nary based on the Random House Unabridged274

Dictionary, and is updated regularly by275

editors.276

The length distribution of these sources is sum-277

marized in Table 2, including mean and min/max278

lengths and standard deviation. Observe that GPT4279

definitions are generally a little longer than those280

produced by GPT3.5, but within a given model the281

two prompts produce similar length texts. The cor-282

relation of the lengths of the two GPT3 definitions283

is 0.61, and that of the two GPT4 definitions is284

0.74.285

Two of the published dictionaries (Merriam-286

Webster and Dictionary.com) produce substantially287

longer definitions than WordNet and GPT3.5.288

4 Does ChatGPT Plagiarize?289

Although neural network-based generative mod-290

els synthesize response texts instead of explicitly291

cutting-and-pasting from training texts, this does292

not mean they cannot plagiarize, say through over-293

fitting model parameters. Dictionary definitions294

provide an interesting domain to assess this possi- 295

bility: they are precisely written texts that are read- 296

ily available in training data. There is a long his- 297

tory of dictionaries plagiarizing each other (Cooper, 298

1962), and commonly include definitions of fake 299

words (such as Mountweazel or jungftak) in or- 300

der to catch wholesale pirating by other works 301

(Williams, 2016). 302

Various plagiarism detection techniques 303

(Foltýnek et al., 2020; Zhou et al., 2022) can be 304

used to check if GPT models are plagiarizing. 305

The originality of essays produced by ChatGPT 306

can be evaluated using plagiarism detection tools 307

(Khalil and Er, 2023). The result indicates that 308

ChatGPT output is complex enough to avoid being 309

caught, and that ChatGPT itself performs better on 310

determining whether the text is generated by the 311

model or not. 312

We investigate this issue by identifying the 313

longest common substring between the ChatGPT- 314

generated definition for a given word and the corre- 315

sponding definition in a published dictionary. Table 316

3 reports the words which contain the longest case- 317

insensitive match between each model/dictionary 318

pair. These examples are quite compelling, with 319

common sequences as long as 17 words capturing 320

the heart of the definition. 321

These examples are provocative, but not nec- 322

essarily damning. Determining a meaningful ex- 323

pected longest common substring length in our 324

instance is challenging, for several reasons. For 325

randomly generated sequences, statisticians have 326

proven this quantity grows logarithmically in the 327

length of the sequences (Arratia and Waterman, 328

1985; Barros et al., 2019). But natural language 329

text is far from random, and uses a large vocabulary 330

as opposed to a constant-sized alphabet. Further, 331

text with a high semantic similarity (two definitions 332

of the same word) should share greater surface sim- 333

ilarity than mismatched definitions. The length of 334

the definitions matter, in a non-trivial way: longer, 335

more detailed definitions should be expected to 336

contain longer matches than briefer descriptions. 337

To assess whether these common phrases re- 338

flect untoward plagiarism or instead naturally con- 339

strained word choices in precise definitions, we 340

compare the degree of borrowing between pub- 341

lished dictionaries with what one sees generated 342

by models. Standards for acceptable borrowing 343

in published dictionaries are established by social 344

convention and copyright law. Do LLMs borrow 345

more from published dictionaries than dictionaries 346
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Source GPT Word Longest Common Substring

Wordnet
3-1 clinic a medical establishment run by a group of medical
3-2 minutes a unit of time equal to 60 seconds or 1/60th of an hour
4-1 forerunner that precedes and indicates the approach of something or someone
4-2 nodule ally harder than the surrounding rock or sediment

Merriam
-Webster

3-1 kelvin the base unit of temperature in the International System of Units
3-2 town ally larger than a village but smaller than a city
4-1 atheism a philosophical or religious position characterized by disbelief in the existence of a god or any gods
4-2 econometric tical methods to the study of economic data and problems

Dictionary
.com

3-1 letter addressed to a person or organization and usually transmitted by mail
3-2 delta the fourth letter of the Greek alphabet (∆, δ)
4-1 back he rear part of the human body, extending from the neck to the lower end of the spine
4-2 compared o examine (two or more objects, ideas, people, etc.) in order to note similarities and differences

Table 3: The longest common substring between GPT-model generated definitions and published dictionaries.
These matching phrases often capture the primary sense of the underlying word.

borrow from each other?347

Figure 1 presents the frequency distributions of348

match length between all three pairs of published349

dictionaries, and the two prompts for each model.350

They show that each pair of dictionaries share a351

small tail of long common substrings in their defi-352

nitions, with substantially greater sharing between353

the two definitions from GPT-3 and GPT-4. There354

is nothing untoward about this, just that the genera-355

tive models repeat language in the two equivalent356

definitions. Surprisingly, GPT-4 repeats itself sub-357

stantially more frequently than GPT-3, perhaps an358

artifact from efforts to reduce model hallucination.359

The average length of common strings, and fre-360

quencies of long matches reported in Table 4 shows361

more aggressive borrowing between Merriam-362

Webster and Dictionary.com than any other pairing363

of published dictionaries or dictionary-model pairs.364

In particular, the 155 long matches (of length ≥ 5)365

observed between Merriam-Webster and Dictio-366

nary.com were roughly twice as many as between367

either of these dictionaries and any model. There368

seems no real evidence that GPT models unfairly369

replicate published training data, despite the long370

matches reported in Table 3.371

5 Are GPT Definitions Consistent with372

Dictionaries?373

Model-generated word definitions aim to capture374

the same essential meaning as published dictionar-375

ies, while avoiding textual equivalence. In order to376

obtain quantitative information about the relative377

quality of published and generated definitions, we378

consider three distinct distance or similarity func-379

tions between short texts—here definitions of the380

same word from different sources. Two of these are381

based on the distance between embeddings, while382

the third works in the full text space of the defini-383

a) Match length distributions for dictionaries and GPT models.

b) Average match length distributions against dictionaries.

Figure 1: Frequency distribution of number of matched
words, among dictionary pairs and GPT models (top),
and the average number of matched words among dic-
tionaries and between GPT model and dictionaries (bot-
tom). GPT models exhibit substantially more borrowing
than published dictionaries.
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Matched Pair

Average
longest
match

(words)

Count
matches
len≥ 5

Wordnet / Merriam-Webster 1.32 98
Wordnet / Dictionary.com 1.13 77

Merriam-Webster / Dictionary.com 1.54 155
GPT3-1 / Wordnet 1.55 99
GPT3-2 / Wordnet 1.59 97
GPT4-1 / Wordnet 1.65 93
GPT4-2 / Wordnet 1.62 91

GPT3-1 / Merriam-Webster 1.23 80
GPT3-2 / Merriam-Webster 1.25 75
GPT4-1 / Merriam-Webster 1.20 77
GPT4-2 / Merriam-Webster 1.18 70

GPT3-1 / Dictionary.com 1.00 69
GPT3-2 / Dictionary.com 1.00 71
GPT4-1 / Dictionary.com 1.04 65
GPT4-2 / Dictionary.com 1.04 75

GPT3-1 / GPT3-2 3.09 592
GPT4-1 / GPT4-2 4.00 711

Table 4: Average length and number of long matches
(≥ 5 words) between definition sources.

tions:384

• BERT (Reimers and Gurevych, 2019) – a385

modification of BERT that uses Siamese net-386

work structures to extract sentence-level rep-387

resentation using triplet loss.388

• MPnet (Song et al., 2020) – a pre-trained389

model that combines permuted language mod-390

eling and the use of auxiliary position infor-391

mation to derive feature embedding.392

• Edit Distance – a string metric that repre-393

sents the minimum number of insertions, dele-394

tions, or replacements required to transform395

one string into another. Here the edit distance396

is normalized by dividing itself by the maxi-397

mum length of the two strings.398

We calculate the distance between definitions399

provided by GPT models and online dictionaries.400

Table 5 shows the cosine distance between each401

pair of online dictionaries based on sentence em-402

beddings and edit distance. The definitions from403

ChatGPT appear closer to Wordnet and Merriam-404

Webster, while definitions from GPT4 are closer to405

those on Dictionary.com.406

Similarly, Table 6 reports the distance between407

each pair of GPT model definitions. For both GPT-408

3.5 and GPT-4, the definitions produces by the409

same model with different prompts are closest by410

all three distance metrics. Both BERT and MPNet-411

based distances perform well in capturing the simi-412

larity of definition pairs. We use cosine distance of413

Dictionary GPT model BERT MPNet Edit
Dist.

Wordnet

GPT3-1 0.33 0.43 4.72
GPT3-2 0.33 0.44 4.81
GPT4-1 0.37 0.49 5.01
GPT4-2 0.35 0.45 5.08

Merriam
-Webster

GPT3-1 0.31 0.38 4.49
GPT3-2 0.30 0.39 4.50
GPT4-1 0.33 0.43 4.53
GPT4-2 0.31 0.40 4.59

Dictionary
.com

GPT3-1 0.36 0.31 4.92
GPT3-2 0.35 0.31 4.86
GPT4-1 0.33 0.32 4.59
GPT4-2 0.31 0.28 4.63

Table 5: Distance between online dictionaries and defi-
nitions provided by GPT models (cosine).

Model 1 Model 2 BERT MPNet Edit
Dist.

GPT3-1

GPT3-2 0.18 0.18 3.96
GPT4-1 0.28 0.24 4.79
GPT4-2 0.25 0.19 4.86

GPT3-2

GPT3-1 0.18 0.18 3.96
GPT4-1 0.26 0.22 4.61
GPT4-2 0.22 0.17 4.65

GPT4-1

GPT3-1 0.28 0.24 4.79
GPT3-2 0.26 0.22 4.61
GPT4-2 0.17 0.12 3.84

GPT4-2

GPT3-1 0.25 0.19 4.86
GPT3-2 0.22 0.17 4.65
GPT4-1 0.17 0.12 3.84

Table 6: Distance between definitions generated from
GPT models (cosine). The two distinct definitions pro-
duced by the same version of GPT are closer than those
generated by different models.

BERT embeddings as our distance function in the 414

rest of this paper, although similar results follow 415

from MPNet. 416

5.1 POS Analysis 417

A natural hypothesis is that certain classes of words 418

are easier to generate reliable definitions for than 419

others. Nouns represent objects, which might ap- 420

pear to be easier to precisely than descriptive words 421

like adjectives and adverbs. We obtain a dominant 422

POS tag on each word regardless of its context us- 423

ing the NLKT library (Bird et al., 2009). Table 7 424

presents the average cosine distance error between 425

generated and published definitions, for each model 426

and POS type. Curiously, GPT3.5 proves most ac- 427

curate on descriptive words, which GPT4 produces 428

its best definitions for nouns. The results are con- 429

sistent across all three published dictionaries, and 430

indistinguishable for Type 1 and Type 2 prompts. 431
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Model POS WordNet Merriam-
Webster

Dictionary.
com

GPT3-1

NOUN 0.32 0.30 0.35
VERB 0.32 0.34 0.42

ADJ 0.33 0.28 0.35
ADV 0.29 0.28 0.41

GPT3-2

NOUN 0.33 0.30 0.34
VERB 0.32 0.33 0.40

ADJ 0.36 0.27 0.34
ADV 0.29 0.27 0.39

GPT4-1

NOUN 0.36 0.32 0.31
VERB 0.37 0.35 0.35

ADJ 0.40 0.33 0.33
ADV 0.45 0.40 0.37

GPT4-2

NOUN 0.35 0.30 0.30
VERB 0.35 0.33 0.34

ADJ 0.38 0.31 0.31
ADV 0.41 0.35 0.35

Table 7: Cosine distance based on SBERT for different
POS tags.

5.2 Word Frequency Analysis432

There are natural but contradictory hypotheses to433

govern how the quality of LLM-generated defi-434

nitions should vary as a function of the relative435

frequency of each word. One may speculate that436

the most common words are hardest to define, be-437

cause of functional forms like prepositions, and438

that they are more likely to be enriched with mul-439

tiple senses. But it is equally reasonable to think440

that low frequency words will be most difficult for441

generative models to understand, as they are seen442

least frequently in training data.443

To resolve this debate, we compare the average444

cosine distance between SBERT-encoded dictio-445

nary and generated definitions, partitioned by class446

into words of high frequency, moderate frequency,447

and rare words. The results in Table 8 show words448

of middle frequency produce the best dictionary-449

generated for all models, across all dictionaries.450

The differences between frequency tiers is gener-451

ally quite modest, generally less than the impact452

of model version. GPT-3.5 appears to generate453

slightly better definitions than the later GPT-4 by454

this metric, while the choice of prompt has little455

effect on the accuracy of result from either model.456

5.3 Are GPT-Generated Definitions Accurate?457

Researchers have found that ChatGPT can easily458

generate answers with complete assurance, even459

sometimes the answer is wrong (Lehnert, 2023).460

To evaluate the correctness of GPT-generated def-461

initions, we manually compare the definitions of462

the 50 words with the largest Euclidean distance463

between embedding definitions between Merriam-464

Model Frequency Word
Net

Merriam-
Webster

Dictionary.
com

GPT3-1
high 0.35 0.34 0.42

medium 0.28 0.28 0.31
low 0.32 0.28 0.30

GPT3-2
high 0.35 0.33 0.41

medium 0.29 0.27 0.30
low 0.34 0.29 0.30

GPT4-1
high 0.40 0.37 0.37

medium 0.34 0.29 0.28
low 0.37 0.29 0.28

GPT4-2
high 0.37 0.34 0.35

medium 0.33 0.28 0.28
low 0.39 0.30 0.28

Table 8: Cosine distance based on SBERT for different
word frequency.

Webster and GPT-4. 465

We tabulate the words with the largest such dis- 466

tances in Table 9. Of the fifty words we manually 467

evaluate, the biggest distances occur when models 468

admit they do not know the definitions of generally 469

obscure words (often proper names and abbrevi- 470

ations) that appeared in Merriam-Webster. Only 471

two of the fifty words (cordier and imon) were un- 472

known to GPT-4, compared to 16 words GPT-3 did 473

not understand. Of the 48 words for which GPT-4 474

ventured a definition, we deemed all of them sim- 475

ilar except for “Acton”, which denoted a place in 476

GPT-4 and a person in Merriam-Webster. We con- 477

clude that the model generated definitions are gen- 478

erally of high quality, consistent with those from 479

published dictionaries. 480

6 Word Embeddings and Definitions 481

Word embeddings are vector representations that 482

capture the semantics of word usage. What dictio- 483

nary definitions are for people, word embeddings 484

are for NLP models: an easily-understood repre- 485

sentation of the meaning of a vocabulary word. In 486

this section we will directly compare traditional 487

word embeddings to text embeddings of explicit 488

dictionary embeddings, to help establish the level 489

of correspondence between these representations. 490

Specifically, we obtain GloVE and 300- 491

dimensional FastText word embeddings on all the 492

words, and compare the closest neighbors of a word 493

based on definition and word embeddings. We can- 494

not compare these embeddings directly, because 495

the underlying spaces and even dimensionality are 496

incomparable. 497

Hence, we propose a new technique to measure 498

the consistency of word and definition embeddings 499

over a common vocabulary. For each word w in 500
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Word Definition from GPT3 Definition from GPT4 Definition in Merriam-Webster
paget I’m sorry, as an AI language model,

I cannot define the word "paget"
accurately without any context.

"Paget" is primarily known as a
surname of Norman origin and
can be seen in various contexts.

Sir James 1814–1899 En-
glish surgeon and pathologist.

acton I’m sorry, but "acton" is not a
word in the English language.

"Acton" is primarily known as a place name,
particularly in England. It’s a district in the

West London, in the Borough of Ealing.

1st Baron 1834–1902 John Emerich
Edward Dalberg-Acton, English historian.

nov I’m sorry, I cannot define the word
"nov" as it does not exist or have any

clear meaning in the English language.

"Nov" is most commonly recognized as an
abbreviation for the month of November.

November.

cordier As an AI language model, I cannot
determine the context of the word "cordier".

I’m sorry, but as of my knowledge cutoff
in September 2021, "cordier" doesn’t
have a specific definition in English.
It seems like it could be a surname.

comparative of cordy.

inion There is no word "inion" in the English
language. It may be a misspelling of
"onion," which is a type of vegetable.

The inion is a term used in anatomy that
refers to the most prominent projection of
the occipital bone at the lower rear part of
the skull in humans and other hominids.

the external occipital pro-
tuberance of the skull.

Table 9: Representative examples of the words whose GPT definition embeddings are far from online dictionary
definition embedding.

the lexicon, we calculate the distance from w to all501

other words, separately in word embedding and def-502

inition space. The correlation coefficent r between503

these distances defines the agreement between the504

spaces from the perspective of word w. To get a full505

vocabulary metric on space similarity, we average506

these correlations for each word in the lexicon.507

6.1 Frequency Analysis508

Table 10 compares published and generated defini-509

tions with popular word embeddings, GloVE and510

FastText, using the correlation measure defined511

above. We distinguish between our three tranches512

of words, high-frequency, moderate, and rare.513

The results are consistent across all sources and514

embeddings: high-frequency words show better515

consistency between definition-word embeddings516

than moderate-frequency words, which are sub-517

stantially better than low frequency words. As518

our results in Section 5.2 show the definitions of519

roughly equal quality across frequency tranches,520

the difference must be due to the word embeddings521

themselves becoming less accurate with diminish-522

ing usage frequency. This presumably results from523

embeddings that are trained on insufficient amounts524

of data.525

7 Conclusion and Future Work526

The relationship between full text descriptions and527

embeddings is an interesting one. Our work demon-528

strates that model-generated definitions are accu-529

rate and lead to other useful representations.530

Our experiments to detect long common phrases531

in alternate definitions of a particular word moti-532

vates questions of how long such phrases must be533

in generated text. How just how far apart can two534

texts be in surface form while still meaning the535

Model Frequency GloVe FastText

GPT3-1
high 0.27 0.32

medium 0.21 0.28
low 0.08 0.22

GPT3-2
high 0.28 0.35

medium 0.22 0.30
low 0.13 0.24

GPT4-1
high 0.28 0.32

medium 0.23 0.30
low 0.11 0.25

GPT4-2
high 0.30 0.38

medium 0.26 0.35
low 0.12 0.29

Wordnet
high 0.22 0.26

medium 0.19 0.22
low 0.11 0.16

Merriam-Webster
high 0.25 0.30

medium 0.18 0.23
low 0.06 0.18

Dictionary.com
high 0.33 0.31

medium 0.21 0.25
low 0.08 0.20

Table 10: Pearson correlation between word embedding
and definition embedding based on cosine distance for
different word frequency.

same thing? A study of situations where LLMs are 536

highly constrained to specific word/phrase choices 537

may send interesting light on the situation. 538
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Limitations539

The generative models powering ChatGPT are un-540

dergoing rapid evolution, so the observations in541

this paper cannot be guaranteed to hold in future re-542

leases. However, we do anticipate that the models543

will only continue to improve, and since our results544

show that they already exhibit similar accuracy and545

originality as published dictionaries we would be546

surprised of our observations do not continue to547

hold with future releases.548

Having established basic agreement between549

publishing and generated definitions, as we have550

done in this paper, is a less demanding task than551

validating the completeness of multiple senses or552

alternate usages. We also have restricted our at-553

tention to English words and definitions. It would554

be interesting to evaluate model fidelity in other555

languages, or translation (e.g. “Define the French556

word rouge.”).557
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A Appendix775

Model Definition of "wasp"
GPT3-1 a winged insect with a slender, often brightly colored

body, the females of which have a poisonous sting
GPT3-2 A wasp is a predatory flying insect with a narrow waist and a sting,

belonging to one of several families of the order Hymenoptera,
such as the Vespidae, which includes the social wasps and hor-
nets, or the Ichneumonidae, which includes parasitic wasps.

GPT4-1 "Wasp" has a couple of different meanings, depending on the context: 1. In en-
tomology (the study of insects), a wasp is a type of flying insect, known for its
black and yellow body, narrow waist, and ability to sting. There are many thou-

sands of species of wasps, and they are found all over the world. 2. In social
contexts, especially in the United States, WASP is an acronym for White Anglo-

Saxon Protestant. It refers to a socio-economic and cultural group that has
traditionally been dominant in American society, particularly among the upper
class. This usage can sometimes carry implications about privilege and exclusiv-
ity. Remember that the context usually makes clear which meaning is intended.

GPT4-2 A wasp is a type of insect that is part of the order Hymenoptera and the
suborder Apocrita, which is not a true ant or a bee. There are many different

species of wasps, which can vary significantly in terms of size, color, and
behavior. Most wasps are known for their ability to sting in self-defense.

Unlike bees, which typically can sting only once before dying, many wasps
can sting multiple times. Wasp stings are painful and can be dangerous to

people who are allergic to them. Wasps can be categorized as either social or
solitary. Social wasps, like the common yellowjacket, live in large colonies,
and their nests can be found in trees, roof eaves, or underground. Solitary
wasps, on the other hand, live alone and do not form colonies. Wasps play

an important role in the ecosystem, as they prey on other pests, helping
to control their populations. Some species are also important pollinators.

WordNet white Anglo-Saxon Protestant (a white person of Anglo-Saxon an-
cestry who belongs to a Protestant denomination); (social or soli-
tary hymenopterans typically having a slender body with the ab-
domen attached by a narrow stalk and having a formidable sting)

Merriam-Webster any of numerous social or solitary winged hymenopterous insects...; any
of various hymenopterous insects...; an American of Northern European

and especially British ancestry and of Protestant background, especially : a
member of the dominant and the most privileged class of people in the U.S.

Dictionary.com any of numerous social or solitary hymenopterous insects...; a person who
is snappish or petulant; a member of the Women’s Air Force Service Pilots,

an organization disbanded in 1944; a white Anglo-Saxon Protestant; a
member of the privileged, established white upper middle class in the U.S.

Table 11: Definitions of the word “wasp” from GPT models and online dictionaries.
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