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ABSTRACT

Medical retrieval systems play a crucial role in facilitating an accurate and effi-
cient diagnosis by allowing physicians to access relevant radiological reports and
patient descriptions. However, the development of such systems is often hindered
by the limited availability of high-quality labeled data due to privacy concerns and
data scarcity. In this work, we propose an approach to address this challenge by
using synthetic data generation using Large Language Models (LLMs). Our ex-
periments show that synthetic data is useful for improving retrieval performance
in various tasks, both in training modes entirely on synthetic data and in a mixed-
with-real-data mode.

1 INTRODUCTION

Retrieval-based Clinical Decision Support (ReCDS) systems play a crucial role in modern healthcare
by providing clinicians with similar patient cases, thereby facilitating evidence-based decision mak-
ing|Zhao et al.|(2023). However, the development of effective ReCDS systems has been hindered by
the scarcity of diverse, large-scale patient datasets and the challenges associated with manual data
annotation |/Ahmed et al. (2023).

Recent advances in synthetic data generation present a promising solution to these limitations. Using
large-language models (LLMs), researchers can generate high-quality synthetic data that captures
the complexity and diversity of real-world medical cases Wang et al.|(2024). This approach not only
addresses privacy concerns associated with real patient data but also enables the creation of more
comprehensive training datasets.

In this study, we address two key retrieval tasks in the medical domain: query-to-patient data re-
trieval and patient-to-patient data retrieval. To achieve this, we use LLM to generate synthetic data,
which is then used to fine-tune text embedding model. We involve radiologists to generate the
prompt and validate the generation results. Our experiments demonstrate that synthetic data signifi-
cantly improved performance in medical retrieval tasks.

2 METHODOLOGY

Our methodology is based on the approach presented by Wang et al.| (2024), adapted for medical
data. We work with patient information containing diagnostic lists and radiological text descriptions.
To generate synthetic data, we employ a large language model (LLM) that creates positive and neg-
ative queries based on this patient information. The LLM takes the patient’s diagnostic details and
radiological description as input to produce relevant positive queries and intentionally irrelevant neg-
ative queries for each patient record. We engaged 3 radiologists to collaborate on creating realistic
prompts that were similar to the needs of clinical practice.

We then use these generated query pairs to train an embedding model through contrastive learning
in a report-to-query setting. For evaluation, we construct a test dataset by selecting patients with
single-pathology cases. Positive samples consist of patients with the same specific pathology, while
negative samples include patients with any other pathologies except the selected one. We evaluate
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Table 1: Retrieval R-Precision metric on two test datasets (Qwery-to-report and Report-to-report)
for different approaches to using data for fine-tuning.

Data for fine-tune R-Prec 1, Qwery-to-report R-Prec 1, Report-to-report
Stella pretrain 0.653 £+ 0.02 0.608 £+ 0.006
Synth. queries 0.722 £ 0.015 0.696 £ 0.005
Original reports 0.78 £0.014 0.86 + 0.004
Synth. queries and original reports 0.798 + 0.015 0.891 + 0.004

our model in two distinct modes: query-to-report and report-to-report. In the query-to-report mode,
we generate synthetic queries using LLM based on patient descriptions for selected patients, while
in the report-to-report mode, we use original radiological reports without modification. Radiologists
validated all generated queries.

Furthermore, we compare three training approaches: query-to-report using only synthetic queries
and original reports, report-to-report using only original radiological reports, and a mixed mode that
combines both synthetic queries and genuine radiological reports during training.

3 EXPERIMENTS AND RESULTS

Our experiments were conducted using the publicly available MIMIC-CXR dataset Johnson et al.
(2024), which is a comprehensive database of chest X-ray images. The dataset includes radiological
descriptions, metadata about patients (such as the presence of pathologies, orientation of the X-ray,
and patient positioning), and corresponding chest X-ray images. For our experiments, we selected
5000 samples for training and 10000 samples for testing. To generate synthetic queries, we utilized
the Qwen2.5-72B-Instruct-GPTQ-Int4-instruct model |Yang et al.| (2024). We used the following
system prompt to generate positive and negative samples:

You are a language model trained to assist in generating data for contrastive
learning of medical text embeddings. Your task is to create positive and negative
queries for a given medical report.

A positive query should closely align with the medical report. It can focus
on either the complete report or specific key findings. Vary the length, level of
detail, and phrasing to ensure diversity. A negative query should introduce clear
contradictions, irrelevant findings, or completely unrelated contexts. Ensure that
negative queries differ significantly in focus, while remaining plausible as medical
queries. Rules for Variability:

Vary the length: Create some queries that are short summaries and others
that are detailed descriptions. Vary the specificity: Some queries should focus
on a subset of the report (e.g., ribs or lungs), while others cover the entire report.
Vary the style: Use questions, statements, or even keyword-based queries to create
variation.

* Use english

* Use different sized formulations

9.9 9, 9

* Qutput format: { positive’:”, "negative’: '}
We used the following system prompt to generate the query for the report:

Task:

Based on the patient’s medical description (including the radiology report,
identified findings, and associated parameters), generate a highly accurate and
relevant text query. The query should reflect the core findings or conditions men-
tioned and should be suitable for searching or clarifying information in medical
databases.

Instructions for the Model:

Analyze the provided medical description:
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Pay attention to key terms and conditions (e.g., atelectasis, absence of pleural
effusion, and so on). Note that the report mentions postoperative changes, the state
of the heart, and the lungs. Identify the main idea: Which problems or questions
might a physician or researcher have based on these findings?

Formulate a natural-language query that:

Reflects the clinical picture described in the report (e.g., the presence of at-
electasis). Can be used to further clarify the diagnosis, seek management recom-
mendations, or find more information about the patient’s condition. May include
key terms such as “atelectasis,” “bilateral resections,” ’postoperative changes,”
“normal heart size,” etc. Ensure that the query:

Clearly states the medical issue (for example, “How to manage atelectasis
following bilateral lung resections?”). Is relevant to the data from the report and
accurately describes the key findings.

* Use english

* Use different sized formulations

* Use different formulations and start your query in different ways

* Qutput format: {’query’:”}

We used Stella [Zhang et al.| (2024)) as embedding model. This model, which is among the top
performers on the MTEB leaderboard [Muennighoff et al.| (2022), is a specially trained variant of
gte-Qwen2-1.5B-instruct [Li et al.| (2023)) featuring a Matryoshka Representation Learning (MRL)-
based Kusupati et al.| (2022)) method to reduce the size of the output embeddings. For contrastive
learning, we used InfoNCE loss|Oord et al.|(2018)). The fine-tuning process for Stella was performed
on an NVIDIA A100 GPU, with early stopping applied to prevent overfitting. The entire fine-tuning
process required no more than 5 epochs for each model configuration, ensuring efficient training.

Table [T] shows the Retrieval R-Precision metric, which measures the ability of the model to retrieve
relevant items from a set of 10 candidates. These results demonstrate that fine-tuning Stella on mixed
data yields the best performance, achieving a Retrieval R-Precision of 0.79 in the query-to-report
task and 0.88 in the report-to-report task. Fine-tuning only on synthetic data allowed us to obtain
R-Precision of 0.72 for the query-to-report task and 0.7 for the report-to-report task, significantly
outperforming the baseline model (without fine-tuning). For comparison, we fine-tuned the model
only on the original radiologist reports, it showed better performance than the model trained only on
synthetic data and worse performance than the model trained on mixed data in both tasks.

4 CONCLUSION AND DISCUSSION

In our study, we adapted the approach to improve embeddings using a large language model (LLM)
for retrieval-based clinical decision support. Our study demonstrates that synthetic data generated by
LLM can significantly enhance text embedding quality while reducing reliance on labeled datasets.
We used the public available MIMIC-CXR database to generate synthetic queries. Practicing physi-
cians were involved in generating prompts and validating the generation results.

Quality, high labeling costs, and data privacy concerns are among the key challenges hindering the
development of effective Al solutions in healthcare |Ahmed et al.| (2023). Synthetic data offers a
way to overcome these limitations, enabling the creation of tailored solutions even for niche prob-
lems. The results presented in Table [T] demonstrate that fine-tuning a model using only synthetic
data can significantly enhance baseline performance. Moreover, when the model is fine-tuned on a
combination of synthetic and real data, it achieves even better results, outperforming models trained
exclusively on real data. We note that a relatively small LLM with 1.5B parameters was required to
achieve these results.

We would like to point out that we did finetune in report-to-query mode, which allowed us to gener-
ate many queries for one patient data. This is a safer mode than query-to-report, because it does not
require generating synthetic patient data. In addition, Table|l|shows that improving performance on
the test dataset in the qwery-to-report task improves quality in the report-to-report task.

Synthetic data also addresses challenges related to multilingual embeddings. While high-resource
languages benefit significantly, low-resource languages still require improvement due to biases in
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pre-trained LLMs. Future work could focus on enhancing multilingual capabilities by incorporating
more diverse pre-training corpora.
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