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Abstract
Large Language Models (LLMs) are increas-001
ingly being used in educational and learning ap-002
plications. Research has demonstrated that con-003
trolling for style, to fit the needs of the learner,004
fosters increased understanding, promotes in-005
clusion, and helps with knowledge distillation.006
To understand the capabilities and limitations007
of contemporary LLMs in style control, we008
evaluated five state-of-the-art models: GPT-3.5,009
GPT-4, GPT-4o, Llama-3, and Mistral-instruct-010
7B across two style control tasks. We observed011
significant inconsistencies in the first task, with012
model performances averaging between 5th013
and 8th grade reading levels for tasks intended014
for first-graders, and standard deviations up to015
27.6. For our second task, we observed a statis-016
tically significant improvement in performance017
from 0.02 to 0.26. However, we find that even018
without stereotypes in reference texts, LLMs019
often generated culturally insensitive content020
during their tasks. We provide a thorough anal-021
ysis and discussion of the results.022

1 Introduction023

Style control refers to changing the stylistic at-024

tributes of text while retaining factual and indepen-025

dent information (Hu et al., 2022b). Controlling026

the style of text has numerous applications. It facil-027

itates language learning, aids individuals with cog-028

nitive impairments such as aphasia or dyslexia, im-029

proves accessibility, simplifies health information,030

and assists with everyday translation tasks (Shard-031

low, 2014). Research shows that readers over-032

whelmingly prefer simpler writing, which helps033

them process more information and enhances un-034

derstanding (Shulman et al., 2024), thus highlight-035

ing the need for style control.036

One significant style control mechanism is text037

simplification, which can enhance learning by mak-038

ing text more accessible. Research indicates that039

providing text at appropriate reading levels can040

improve academic performance among students041

Figure 1: Overall view of this paper. We find that while
in-context learning can control for reading level and
simplicity, it cannot do the same for vernacular English.
It reinforces stereotypes, even when ICL references are
used that contain absolutely no stereotypes.

(Owusu-Acheaw, 2014; Cimmiyotti, 2013). Addi- 042

tionally, culturally relevant pedagogy, another style 043

control method, has been shown to improve learn- 044

ing outcomes by making content more relatable and 045

engaging for students from diverse backgrounds 046

(Ladson-Billings, 1995). Implementing culturally 047

relevant material in cross-cultural settings promotes 048

communication, diversity in classrooms, and bet- 049

ter learning outcomes (Milner, 2011). Incorpo- 050

rating dialect and speaking style into educational 051

materials has been shown to improve cultural rele- 052

vance, impacting educational fields from social un- 053

derstanding to economics (Hu et al., 2022a; Falck 054

et al., 2010). 055

Studies have highlighted the prevalence of poor 056

academic performance among people of color in 057

the United States, particularly African-Americans 058
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owing to a variety of societal, racial, and cultural059

factors. (Miranda et al., 2007; D’angiulli et al.,060

2004). In their paper, Xia et al. (2024) discussed061

the potential of culturally sensitive AI models to062

provide adaptive and personalized learning expe-063

riences that cater to linguistic needs, thereby im-064

proving engagement and learning, and working065

towards more equitable academic outcomes. Simi-066

larly, Roye-Gill (2013) emphasized that bridging067

the gap between standard American English and068

at-home vernacular English is crucial for improv-069

ing learning outcomes among African-American070

students. In their work, Roye-Gill (2013) showed071

that a welcoming culture is critical for the proper072

promotion of learning. They argue that a proper073

connection of at-home-vernacular and language074

of learning in school is crucial to improve learn-075

ing outcomes for both sides, teachers and students.076

While creation of an automated, culturally sensi-077

tive, and AI-based learning pipeline will not re-078

move the systemic barriers, it is an important first079

step in making accessible education available with080

a promise of improved learning outcomes.081

To evaluate the strengths and limitations of mod-082

ern language models in stylistic control for com-083

plexity and cultural relevance, we test five state-084

of-the-art LLMs: GPT-4, GPT-4o, GPT-3.5-turbo,085

LLaMa-3, and Mistral-instruct-7B. We assess their086

ability to generate text and answer questions while087

adhering to style control instructions for grade-088

specific reading levels and dialects. Our experi-089

ments reveal several shortcomings, internal biases,090

and stereotypes of these models. We demonstrate091

how one and two-shot in-context learning (ICL)092

setups can issues like numeric improvement. How-093

ever, we conclude that while modern language mod-094

els can sometimes control for simplicity, they often095

fall short in achieving cultural sensitivity and rele-096

vance, and in managing negative stereotypes.097

Overall, the main contributions this paper098

makes are as follows:099

• Evaluates the performance of five state-of-the-100

art large language models in generating text at101

specified reading levels and in African Ameri-102

can English (AAE/AAVE).103

• Shows how prompting and in-context learning104

can improve on both tasks, bringing mean105

reading level down by a mean of 9.9 grade106

level points (p = 0.005) and bringing usage of107

AAVE words up ten-fold (p=0.007)108

• Demonstrates that language models exhibit 109

malleable opinions based on ICL references 110

but retain inherent biases, including racist and 111

stereotypical language, that remain unchanged 112

even when exposed to unbiased in-context 113

learning (ICL) examples. 114

2 Task Description 115

In this section, we will discuss the tasks in de- 116

tail, focusing on the stylistic control of generative 117

text in large language models. We have selected 118

two text generation tasks: 1) generating at grade- 119

specific reading levels and 2) dialect control. As 120

discussed in section 1, controlling the simplicity 121

of text through reading level can aid in various 122

tasks. Additionally, we highlighted the advantages 123

of culturally relevant texts, managed through di- 124

alect control, in promoting diversity and improving 125

learning outcomes. Our major motivation for both 126

tasks, as discussed in section 1 is the improvement 127

of academic outcomes among students. 128

The sections below provide details about the spe- 129

cific tasks and their prompts, sources, and metrics. 130

2.1 Grade Specific Reading Level Text 131

Generation 132

For the first task, which focuses on controlling 133

text simplicity and reading level, we instructed the 134

LLMs to generate answers to primary school ques- 135

tions at a first-grade reading level. We only re- 136

port first-grade performance of all five models in 137

the main body of the paper. After initial experi- 138

mentation with multiple prompts, we selected the 139

following: 140

Reply only at a Flesch-Kincaid reading 141

level of first grade. Also, use at least 200 142

words in your responses. What does the 143

sun do? 144

We also add four more questions, commonly 145

found in grade school reading materials, which are 146

as follows: 147

• Explain parts of a plant 148

• What is the water cycle? 149

• What is pollution? 150

• Explain the parts of a human body. 151
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2.1.1 Text for In-Context Learning152

For our ICL task, we consider two primary fac-153

tors: the reading materials must originate from an154

educational context and meet the reading level re-155

quirements for first-grade English, as measured by156

the Flesch-Kincaid (FK) grade level metric. We an-157

alyze first-grade reading materials from the popular158

learning resource K5 Learning 1. Specifically, we159

examine ten stories from K5 Learning’s first-grade160

texts, finding a mean FK grade level of 2.56 with161

a standard deviation of 1.1. The highest reading162

level observed was 3.9, while the lowest was 0.97.163

For our one-shot ICL setup, we select the story164

with the lowest reading level, Kitten’s Choice 2,165

which has an FK grade level of 0.97. For our two-166

shot setup, we choose the story with the next lowest167

reading level, Water Park Visit 3, with an FK grade168

level of 1.04.169

2.2 African-American English Generation170

The second task involves answering questions171

about five issues and beliefs exclusively in African-172

American English. The purpose of this task is173

twofold: to evaluate the model’s ability to respond174

in accurate vernacular and dialect, as measured by175

the metric described below, and to understand the176

model’s capability to control its dialect and provide177

culturally sensitive responses for the purposes dis-178

cussed in section 1. Additionally, these questions179

help us analyze and assess the internal biases and180

stereotypes of the model.181

To ensure parity and to maintain open avenues182

for analysis, we require responses to be at least183

200 words in length. A sample prompt is provided184

below:185

Read the instructions carefully and an-186

swer the question.187

1. You must answer this question in188

African-American English only.189

2. You must use 200 words in your re-190

sponse.191

Question: What are your beliefs about192

law enforcement?193

1https://www.k5learning.com/
2https://www.k5learning.com/

worksheets/reading-comprehension/
1st-grade-1-reading-kitten.pdf

3https://www.k5learning.com/worksheets/
reading-comprehension/grade-1-story-water-park.
pdf

The additional questions posed are shown be- 194

low. All questions are taken from issues well 195

documented in literature as affecting the African- 196

American population (Francis and Wright-Rigueur, 197

2021; Oceana and Luqman, 2023; Montgomery, 198

2015; Taylor et al., 2019; Awad et al., 2022) 199

• What are your beliefs about people who use 200

marijuana? 201

• What are your beliefs about systematic stereo- 202

typing and racism in society? 203

• What are your beliefs about the Black Lives 204

Matter movement? 205

• What are your beliefs about affirmative ac- 206

tion? 207

2.2.1 Text for In-Context Learning 208

We use YouTube as a source to obtain real-world 209

texts for in-context learning (ICL). We locate 210

videos of African Americans expressing their opin- 211

ions on YouTube regarding the five topics selected 212

for our questions. We source ten videos that present 213

both positive and negative opinions on all these 214

topics. Transcriptions of these speeches are then 215

extracted and used as reference texts for ICL. 216

For our two-shot ICL setup, we provide both 217

a positive and a negative example. In the one- 218

shot ICL setup, we experiment with both positive 219

and negative speeches. Doing one shot ICL twice 220

showcases an important result, that LLM opinions 221

are largely dependent on the references during in- 222

context learning. 223

2.3 Metrics 224

For reading level, we use standard Flesch-Kincaid 225

grade-level metrics. For the AAE task, we use a 226

lexicon-based scoring from a paper by Blodgett 227

et al. (2016), which defines African-American En- 228

glish (AAE/AAVE) as a dialect of Standard Amer- 229

ican English with specific linguistic features and 230

uses a distantly supervised model to identify AAE- 231

like language on Twitter. AAE is scored by associ- 232

ating tweets with African-American demographic 233

data through geolocation of tweet-authorship and 234

a mixed-membership probabilistic model. The 235

lexicon generation involves collecting geolocated 236

tweets, correlating them with U.S. Census data, 237

and calculating the average demographics per word 238

to identify AAE-specific terms. They also used 239

a seed list approach to collect tweets containing 240
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frequently used AAE terms and refined their model241

using Gibbs sampling. This approach allows for the242

identification of demographically-aligned language243

patterns in social media data.244

The labels generated by their models show the245

language used by specific groups. Specifically by246

associating certain words and phrases with African-247

American, white, Hispanic, or Asian demographics.248

These labels reflect the probability of a tweet con-249

taining language features characteristic of AAE250

or other demographic groups. By analyzing these251

labels, the model identifies and quantifies the pres-252

ence of dialectal variations in social media text,253

allowing for improved performance of NLP tools254

on demographically diverse language data. The255

model generates four numbers corresponding to256

the scores for AAE, Hispanic, Asian, and White257

English, respectively. Since our task is being able258

to control dialect, this metric fits well with our task.259

3 Results and Analysis260

In this section, we present results and discussion of261

all experiments. Tables 1a, 1b, and 1c contain the262

results for reading level, and Tables 2a, 2b, 2e, 2d,263

and 2c contain the results for prompt-only, one and264

two shot ICL for dialect control.265

3.1 Analysis of reading level266

The difficulty large instruction-tuned models en-267

counter when following complex instructions is268

a well-documented issue. Qin et al. (2023) high-269

lighted this challenge, noting that models often270

struggle due to the simplicity of instructions en-271

countered during training. Following are the major272

results that we will discuss in this section.273

• Llama-3 8B exhibited high inconsistency in274

generating text at specific reading levels, often275

producing outliers.276

• GPT models showed consistent performance277

in the reading level task, with GPT-4 and GPT-278

4o often performing comparably and outper-279

forming GPT-3.5.280

• Mistral-7B, even with far fewer parameters281

than Llama-3 or GPT, shows competitive per-282

formance with only one test case failing.283

In the coming sections, we will delve deeper into284

these points.285

3.1.1 2-shot Setup 286

Llama-3: The model exhibits a high variation 287

in performance, ranging from 0.9 to 33.5, with a 288

standard deviation of 13.8. This indicates signifi- 289

cant difficulty in consistently following the same 290

instructions and substantial performance inconsis- 291

tencies. 292

GPT Models: GPT-4 consistently outperforms 293

GPT-3.5, demonstrating superior readability sim- 294

plification. The performance of GPT-4o closely 295

mirrors that of GPT-4, with minor variations. Over- 296

all, GPT-4 performs better than GPT-4o for this 297

task. 298

Mistral Instruct 7B: This model shows a higher 299

mean performance but lower deviation. Although 300

the model attempts to generate first-grade reading 301

material, it consistently falls slightly short of the 302

target. 303

3.1.2 1-shot Setup 304

Llama-3: exhibits a high level of inconsistency 305

and poor performance in generating appropriate 306

reading levels. Scores range from 2.3 to 66.5, with 307

a mean of 19.5 and a standard deviation of 27.6, 308

indicating significant difficulty in producing con- 309

sistent results from consistent instructions. 310

GPT-4 and GPT-4o: displays consistent perfor- 311

mance. While GPT-4 and GPT-4o alternately out- 312

perform each other, both models effectively fol- 313

low instructions and generate the requested grade- 314

specific levels. 315

Mistral Instruct 7B: refuses to respond to the 316

"Sun" prompt despite various attempts. However, 317

it demonstrates consistent performance otherwise. 318

Although it does not always generate the exact re- 319

quested grade-level range, it maintains a low stan- 320

dard deviation and produces results within an ac- 321

ceptable range. 322

3.1.3 Prompt-Only Setup 323

Llama-3: Demonstrated less effective simplifica- 324

tion and greater variability in scores compared to 325

other models. Although the standard deviation is 326

lower, the mean score is higher than that of all other 327

groups. Additionally, for some prompts, this model 328

generates the highest scores among all models. 329

GPT-4 and GPT-4o: Consistently outperformed 330

other models, with GPT-4o frequently achieving 331

slightly better results. 332
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Prompt GPT3.5 GPT-4 GPT-4o Llama-3 Mistral Instruct 7B

Sun 3.89 2.63 2.23 5.85 3.52
Human Body 7.10 4.01 2.08 8.08 3.18
Plant 5.11 3.05 2.44 5.88 3.56
Water Cycle 5.82 3.64 4.16 6.96 4.15
Pollution 4.78 3.65 4.91 3.11 5.91

Mean 5.34 3.39 3.16 5.97 4.06
Std Dev 1.20 0.55 1.28 1.84 1.08

(a) Reading Level Scores - Prompt Only for All Models

Prompt GPT3.5 GPT-4 GPT-4o Llama-3 Mistral Instruct 7B

Sun 8.70 2.99 2.15 66.5 XXX
Human Body 7.18 2.78 4.81 2.34 4.01
Plant 5.95 4.30 1.84 23.15 2.5
Water Cycle 9.56 6.44 5.19 3.50 7.17
Pollution 6.59 4.20 7.11 2.39 6.92

Mean 7.59 4.14 4.22 19.57 5.15
Std Dev 1.49 1.45 2.21 27.68 2.27

(b) Reading Level Scores - 1-shot ICL Only for All Models

Prompt GPT3.5 GPT-4 GPT-4o Llama-3 Mistral Instruct 7B

Sun 3.93 2.46 2.11 0.94 8.53
Human Body 10.22 4.70 6.27 3.97 4.11
Plant 8.33 2.39 2.41 2.35 3.89
Water Cycle 6.03 2.64 4.38 33.53 7.99
Pollution 5.66 4.04 7.06 2.99 6.48

Mean 6.83 3.24 4.46 8.75 6.2
Std Dev 2.45 1.05 2.22 13.89 2.14

(c) Reading Level Scores - 2-shot ICL Only for All Models

Table 1: Tables showing reading level scores for all models in a prompt-only, one-shot, and two-shot ICL setup.
Scores are representative of first-grade reading level. A score closest to 1 is best.

GPT-3.5 and Mistral Instruct 7B: GPT-3.5333

scored higher, indicating less effective simplifica-334

tion. Mistral Instruct 7B demonstrated competitive335

performance.336

Overall Analysis337

Across all in-context learning setups (2-shot, 1-338

shot, and prompt-only), several high-level conclu-339

sions emerge:340

• Llama-3 Inconsistency: The model exhibits341

significant variability in performance, partic-342

ularly with certain prompts indicating poor343

simplification. While prompt-only setups do344

not show high outliers, both ICL tasks reveal 345

extremely high outliers. 346

• GPT-4 and GPT-4o Superiority: These mod- 347

els consistently demonstrate superior text sim- 348

plification capabilities, with GPT-4o often 349

slightly outperforming GPT-4. 350

• Mistral Instruct 7B: This model shows very 351

competitive performance, outperforming GPT- 352

3.5 in all setups and also surpassing Llama- 353

3, despite having fewer parameters than both 354

models. This highlights that effective instruc- 355

tion tuning can create smaller models that per- 356

form better than larger ones. 357
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Prompt 1 shot 2 shot
Model Name Baseline AAE AAE AAE
GPT-4 0.03 0.35 0.28 0.31
GPT-3 0.02 0.19 0.25 0.35
GPT-4o 0.02 0.29 0.19 0.34
Llama-3 0.02 0.05 0.03 0.12
Mistral-7B 0.04 0.23 0.29 0.13

(a) Dialect control for Law Enforcement

Prompt 1 shot 2 shot
Model Name Baseline AAE AAE AAE
GPT-4 0.02 0.34 0.39 0.21
GPT-3 0.03 0.18 0.29 0.26
GPT-4o 0.02 0.22 0.21 0.24
Llama-3 0.02 0.60 0.05 0.08
Mistral-7B 0.04 0.23 0.20 0.18

(b) Dialect control for Marijuana

Prompt 1 shot 2 shot
Model Name Baseline AAE AAE AAE
GPT-4 0.04 0.32 0.15 0.26
GPT-3 0.04 0.18 0.18 0.28
GPT-4o 0.06 0.15 0.30 0.28
Llama-3 0.07 0.27 0.13 0.18
Mistral-7B 0.05 0.38 0.29 0.22

(c) Dialect control for BLM

Prompt 1 shot 2 shot
Model Name Baseline AAE AAE AAE
GPT-4 0.01 0.17 0.17 0.21
GPT-3 0.03 0.20 0.26 0.18
GPT-4o 0.04 0.28 0.28 0.34
Llama-3 0.00 0.43 0.08 0.14
Mistral-7B 0.03 0.32 0.19 0.15

(d) Dialect control for Racism

Prompt 1 shot 2 shot
Model Name Baseline AAE AAE AAE
GPT-4 0.04 0.26 0.26 0.15
GPT-3 0.03 0.44 0.26 0.20
GPT-4o 0.03 0.22 0.23 0.21
Llama-3 0.00 0.01 0.05 0.00
Mistral-7B 0.04 0.18 0.17 0.45

(e) Dialect control for Affirmative Action

Table 2: Scores for dialect control results across different topics and models. The baseline scores are shown on the
left and subsequent experimental results on the right columns.

• GPT-3.5 Performance: This model consis-358

tently demonstrates less effective text simpli-359

fication across all setups.360

In conclusion, the GPT-4 family consistently per-361

forms the best across all setups. The instruction-362

tuned Mistral Instruct 7B model outperforms both363

GPT-3.5 and Llama-3, demonstrating that proper364

instruction tuning can compensate for a smaller pa-365

rameter size in certain instruction-following tasks.366

Additionally, the Llama-3 8B model exhibits high367

variability, the worst performance, difficulties in368

following instructions, and issues with consistency.369

3.2 Analysis of African American English370

Overall, our analysis of the AAE/AAVE task re-371

veals three major observations. The quantifying372

numbers are included in Table 2, and the opinion373

sways are shown in Table 3.374

• ICL can significantly improve the amount of375

usage of AAE/AAVE (p < 0.05)376

• Opinions of LLMs can be swayed with ICL 377

task, but biases cannot. 378

• The internal rhetoric of models while using 379

vernacular often resorts to stereotypes. 380

3.2.1 Prompt-only 381

With just the instruction in the prompt, models 382

establish baseline opinions for each topic, as dis- 383

cussed below. Throughout, we observe a recurring 384

theme of using stereotyped African American Ver- 385

nacular English (AAVE). Instead of words like al- 386

right, sure, them, they, nothing, models resort to 387

aight, fo sho, dey, dem, nothin’. 388

Llama-3: Similar to the GPT models, Llama-3 389

exhibited comparable trends in opinion but demon- 390

strated slightly negative views toward law enforce- 391

ment. 392

GPT-3.5, GPT-4, GPT-4o: These GPT models 393

provided structured responses incorporating infor- 394

mal and AAVE expressions. They attempted to 395
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Model LE Stereotyping Affirmative Action Marijuana BLM

P +ve -ve both P +ve -ve both P +ve -ve both P +ve -ve both P +ve -ve both

GPT-Family X + - X Y Y Y Y X + X X X + X + + + - +
Llama-3 - + - X Y Y Y Y X + - - X + X + + + - X
Mistral-7B X + - - Y Y Y Y + + - X X + X + + + - X

Table 3: A table showing the sway of model opinions when ICL references are given. P indicates prompt only, +ve
and -ve indicate the opinion of the speaker in the given ICL text. Both represent the 2 shot ICL with one positive
and one negative opinion presented. A plus sign indicates positive opinion, a minus sign indicates negative, and a
cross indicates a mixed opinion. A Y indicates the model thought this problem existed and was serious.

discuss both positive and negative aspects of most396

topics, except racism and the Black Lives Matter397

(BLM) movement.398

Mistral Instruct 7B: This model responded to399

most topics similarly to the GPT models. Addition-400

ally, it generated answers with implicit stereotypes401

of African Americans (e.g., supportive views on402

marijuana use within African American communi-403

ties).404

3.2.2 1-shot405

In the one-shot setup, we observed a sway based on406

the speaker’s positive or negative opinion; however,407

the implicit stereotype of African Americans re-408

mained. All models remained neutral on marijuana409

when prompted with negative opinions. Attitudes410

toward racism remained consistent across all mod-411

els and setups, regardless of the text provided.412

Llama-3: Llama-3 reflected opinions from the413

texts on all topics except racism and marijuana.414

It consistently addressed systemic racism in re-415

sponses, regardless of the text provided.416

GPT-3.5, GPT-4, GPT-4o: These models mir-417

rored positive opinions from the provided texts418

for all topics, while negative opinions were ex-419

pressed on law enforcement and BLM topics.420

They remained neutral on affirmative action when421

prompted with negative opinions. When discussing422

marijuana, the GPT models emphasized its impact423

on the Black community.424

Mistral Instruct 7B: This model behaved simi-425

larly to Llama-3.426

3.2.3 2-shot427

In the two-shot responses, we consistently noted428

positive opinions on marijuana but unchanged re-429

sponses on racism across setups. GPT-4 featured430

more fictional anecdotes to support marijuana use.431

AAVE expressions were more prevalent in two-shot432

responses across most models.433

Llama-3: Llama-3 reacted neutrally to the topics 434

of law enforcement and BLM. It generated slightly 435

negative opinions on the affirmative action topic 436

but positive opinions on marijuana. In this setup, 437

Llama-3 offered a more in-depth discussion about 438

systemic stereotyping, using more formal and stan- 439

dard English, although it remained highly repeti- 440

tive. 441

GPT-3.5, GPT-4, GPT-4o: The GPT models 442

were neutral on law enforcement and affirmative 443

action but showed support for marijuana (e.g., GPT- 444

4: "Just another gift from Mother Earth") and BLM. 445

GPT-4 and GPT-4o adopted a conversational tone 446

with personal anecdotes, including fabricated char- 447

acters (e.g., GPT-4o: "My cousin, for example, 448

he’s a cop and he’s doing his best to help the com- 449

munity"). GPT-4 featured more AAVE than other 450

models. 451

Mistral Instruct 7B: This model exhibited a neg- 452

ative attitude towards law enforcement ("defunding 453

and abolishing police") and a positive attitude to- 454

wards marijuana, while remaining neutral towards 455

affirmative action and BLM. 456

4 Prior Work 457

Very recently, Liu et al. (2024) showed that specific 458

region editing of generated text is a more control- 459

lable method to transfer the styles of seven tasks 460

ranging from sentiment to formality. However, they 461

do not show the efficacy of their model for control- 462

ling reading level or dialect. Style control has also 463

been achieved by using GANs (Aich et al., 2022), 464

or LLMs (Yang et al., 2018), or separately by using 465

schema-guidance (Tsai et al., 2021). However, the 466

effectiveness of prompts or ICL for style control 467

has not been investigated at length. 468

LLMs have also recently been used for creat- 469

ing teaching applications and classroom guidance 470

(Xiao et al., 2023), as a teaching assistant (Hicke 471

et al., 2023), or for direct tutoring (Liang et al., 472
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2023). While Liang et al. (2023) introduced the473

tailoring of exercises to a student’s need, no recent474

teaching application of LLMs have focused on the475

stylistic need of the user, be it through grade-level476

or culturally-relevant language.477

Cultural alignment for LLMs has also been a478

recent area of study, with Lin and Chen (2023)479

creating a model that shows better generative ca-480

pabilities with the cultural context of the end-users481

in mind. However, the limitations of LLMs in cul-482

tural sensitivity have been noted very recently (Yao483

et al., 2024). We show in this paper that while484

ICL and prompting can lexically improve the use485

of vernacular, they actually result in a distorted486

representation of culture through dialect.487

5 Conclusion488

This paper aimed to demonstrate how focused489

prompts and properly referenced in-context learn-490

ing (ICL) paradigms can control LLM-generated491

text for reading level and dialect. Comparing Table492

1 Table 4, and the baselines in Table 2 reveals signif-493

icant improvements in both tasks. The mean read-494

ing level decreases from 12.7 to 3.2 after prompting,495

and to 5.2 after one-shot and two-shot ICL4. Simi-496

larly, the use of AAE increases from a mean of 0.02497

to 0.26 with prompting, to 0.2 with one-shot ICL,498

and to 0.22 with two-shot ICL, a mean increase of499

0.21 points (p = 0.007).500

However, there are clear limitations in style con-501

trol using prompts. Brown et al. (2020) suggested502

that large language models can learn tasks from503

few examples. The question then arises: why does504

performance degrade (albeit insignificantly) during505

ICL compared to prompting? Qin et al. (2023) sug-506

gest that instruction following is complex, as user507

instructions are often more complicated than those508

seen during training. We observe similar patterns,509

particularly in ICL tasks.510

During both one-shot and two-shot ICL, mod-511

els tend to use comparisons and direct references512

from the provided stories, inadvertently increas-513

ing the reading level. In the AAE/AAVE one-shot514

task, we notice opinion sways based on the pos-515

itive or negative nature of the reference. These516

changes however, are not significant. Furthermore,517

some internal stereotypes and biases persist regard-518

less of ICL. Despite using reference texts from519

normal speech in interviews, all models employ520

4These numbers exclude Llama-3 due to high inconsisten-
cies across all modes for that model

more stereotypical language, including when ICL 521

is used. 522

The main conclusions of the paper are as fol- 523

lows: 524

• Prompting and In-context learning can control 525

for both reading level and dialect - and signifi- 526

cantly improve LLM performance. Tables 1, 527

2 , 4 528

• Opinions sway, biases don’t - Language mod- 529

els often change perspectives and opinions on 530

matters based on the ICL reference. However, 531

they do not correct biases or stereotypes. Ta- 532

ble 3 and section 3 533

• Instruction tuning is more effective than 534

model parameter size increases for style con- 535

trol tasks. Tables 1 and 2 536

• Additional de-biasing methods, better instruc- 537

tion tuning with complicated instructions, and 538

bias checks at inference time are all essential 539

nowadays. 540

Therefore in conclusion, this paper shows the 541

challenges encountered when controlling style and 542

dialect for large language models. Controlling for 543

style and dialect have numerous purposes. These 544

range from the potential to improve academic out- 545

comes to being used in a variety of fields such as 546

IRB forms, healthcare, medical question answer- 547

ing and so on. However, as we showed in this 548

paper, there is a lot to fix before we can trust LLMs 549

for style control. These include fixing inconsisten- 550

cies, better instruction tuning, and additional guard 551

rails at inference time. We notice that while some 552

problems, like inconsistent responses, are local to 553

a model (like llama). Other problems, like racist 554

language use, is common across all model families. 555

This highlights the need for proper tuning across all 556

models and architectures. We hope this paper will 557

serve as an important lens to find areas of urgent 558

focus for generative AI in general. 559

6 Limitations 560

This study has several limitations. First, the con- 561

cept of style is inherently broad, encompassing 562

elements such as sentiment, formality, and clarity. 563

However, our research focuses solely on two spe- 564

cific aspects: reading level and vernacular English. 565

Specifically, within the scope of vernacular En- 566

glish, our study is confined to examining African- 567

American Vernacular English (AAVE). Although 568
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there are various dialects of English, our analysis569

only addresses the stereotypes generated by LLMs570

and does not dive deep into the linguistics of dialect571

or vernacular.572

Additionally, our study’s scope is limited by its573

reliance on few-shot learning techniques. Future re-574

search could build on our findings by incorporating575

fine-tuning or meta-training of large models to ex-576

plore ways to mitigate stereotypes. To Considering577

that most users of generative artificial intelligence578

are not from the computer science community579

and may not be familiar with advanced machine580

learning techniques, such as supervised fine-tuning581

(SFT), Model-Agnostic Meta-Learning (MAML),582

Meta-In-Context Learning (Meta-ICL), Reinforce-583

ment Learning with Human Feedback (RLHF), and584

Retrieval-Augmented Generation (RAG), our find-585

ings highlight significant performance gaps in mod-586

els currently deployed for general use.587

In conclusion, while our study provides valuable588

insights into specific aspects of language modeling589

and style analysis, it underscores the necessity for590

further research to address the broader and more591

complex issues of style and bias in language mod-592

els. By recognizing and addressing these limita-593

tions, future work can contribute to the develop-594

ment of more inclusive and accurate generative AI595

systems that better serve a diverse user base.596

7 Ethical Concerns597

All the research reported in this paper adheres to598

the ACM and ACL’s codes and guidelines of ethics.599

We do not use any human (or real participant) data.600

However, LLMs that are capable of generating601

biased, racist, and stereotyped speech and are being602

used by the general population is a cause for con-603

cern. There can be many downstream detrimental604

effects. A reinforcement of stereotypes and dis-605

crimination can occur if group-specific stereotypes606

are propagated among people. A general erosion607

of trust in AI technologies, in an already polarized608

landscape. There also exists a potential for negative609

impact on marginalized communities. Therefore,610

there needs to be additional guard rails which are611

implemented and maintained.612

IBM recently published an online blog demon-613

strating how artificial intelligence (AI) bias can614

have significant real-world impacts across various615

domains, including online advertising and health-616

care systems5. Ensuring that large language models617

5https://www.ibm.com/blog/

(LLMs) and generative AI systems accurately re- 618

flect the diverse variations and nuances of the real 619

world is critical for achieving more equitable out- 620

comes in an increasingly AI-driven society. To 621

address this issue, two essential measures must be 622

taken: improving the training processes of modern 623

AI models and conducting comprehensive evalua- 624

tions of their performance in real-world tasks. 625

It is crucial to handle the infusion of human style 626

qualities, such as reading level and vernacular En- 627

glish, with the utmost sensitivity. Biases in training 628

data, misclassifications in downstream tasks, and 629

reliance on outdated social constructs (e.g., binary 630

gender) are just a few ways automated systems 631

can fail and further marginalize vulnerable pop- 632

ulations (Sap et al., 2019; Gonen and Goldberg, 633

2019). The two models used in this study may be 634

trained on language from non-representative sam- 635

ples and, thus, may fail to generalize across other 636

populations. However, we reemphasize, that there 637

are benefits to style control as mentioned above. 638

Furthermore, without imparting social and cultural 639

norms into NLP systems, we may run the risk of 640

limited utility in NLP systems (Hovy and Søgaard, 641

2015). 642

Finally, it is important to avoid anthropomorphiz- 643

ing dialog systems, as this can lead to transparency 644

and trust issues, particularly in high-stakes settings 645

(see Abercrombie et al. (2023) for an in-depth 646

discussion). 647
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Model Sun Human Body Plant Water Cycle Pollution Mean Std Dev

GPT-4 14.50 8.35 9.02 11.26 13.80 11.38 2.46
GPT -4o 15.25 18.1 13.94 12.87 24.95 17.02 4.33
GPT -3.5 10.89 11.25 8.62 11.65 17.06 11.89 2.78
LLama-3 4.5 6.46 32.45 11.17 48.73 20.6 17.2
Mistral-7 8.92 8.92 7.17 10.69 17.16 10.57 3.47

Table 4: Baseline Results - for reading level. These results are from when LLMs are only asked the question and
nothing else
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