
Computers in Biology and Medicine 143 (2022) 105282

Available online 15 February 2022
0010-4825/© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Semi-supervised learning with natural language processing for right 
ventricle classification in echocardiography—a scalable approach 

Eva Hagberg a,b,*, David Hagerman a,e, Richard Johansson c, Nasser Hosseini d, Jan Liu e, 
Elin Björnsson e, Jennifer Alvén a,e, Ola Hjelmgren a,b 

a Department of Molecular and Clinical Medicine, Institute of Medicine, Sahlgrenska Academy, University of Gothenburg, Gothenburg, Sweden 
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A B S T R A C T   

We created a deep learning model, trained on text classified by natural language processing (NLP), to assess right 
ventricular (RV) size and function from echocardiographic images. We included 12,684 examinations with 
corresponding written reports for text classification. After manual annotation of 1489 reports, we trained an NLP 
model to classify the remaining 10,651 reports. A view classifier was developed to select the 4-chamber or RV- 
focused view from an echocardiographic examination (n = 539). The final models were two image classification 
models trained on the predicted labels from the combined manual annotation and NLP models and the corre-
sponding echocardiographic view to assess RV function (training set n = 11,008) and size (training set n = 9951. 
The text classifier identified impaired RV function with 99% sensitivity and 98% specificity and RV enlargement 
with 98% sensitivity and 98% specificity. The view classification model identified the 4-chamber view with 92% 
accuracy and the RV-focused view with 73% accuracy. The image classification models identified impaired RV 
function with 93% sensitivity and 72% specificity and an enlarged RV with 80% sensitivity and 85% specificity; 
agreement with the written reports was substantial (both κ = 0.65). Our findings show that models for automatic 
image assessment can be trained to classify RV size and function by using model-annotated data from written 
echocardiography reports. This pipeline for auto-annotation of the echocardiographic images, using a NLP model 
with medical reports as input, can be used to train an image-assessment model without manual annotation of 
images and enables fast and inexpensive expansion of the training dataset when needed.   

1. Introduction 

Right ventricular (RV) dysfunction, a syndrome associated with poor 
clinical outcomes independently of the mechanism of disease [1–3], is 
most commonly initiated by increases in RV afterload and pulmonary 
artery pressure in patients with chronic left ventricular (LV) disease [4]. 
RV assessment by cardiac echocardiography, the most common car-
diovascular diagnostic test besides electrocardiography, can be chal-
lenging, mainly because RV anatomy is complex and acquisition 
windows are limited. Other noninvasive cardiac imaging such as 

computed tomography and magnetic resonance imaging are increasing 
in popularity, but echocardiography remains important because it has 
unique capabilities, is free from radiation, and can be done at the pa-
tient’s bedside. 

According to guidelines for RV assessment by two-dimensional 
transthoracic echocardiography (2DE) from the American Society of 
Echocardiography and the European Association of Cardiovascular Im-
aging, an RV diameter >41 mm at the base and >35 mm at the midlevel 
in the RV-focused apical four-chamber view (RV-focused view) indicates 
RV dilatation [5]. Guidelines further suggest that RV function should be 
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evaluated in multiple views, including the RV-focused view, by visual 
assessment and by measuring at least one of the following: tissue Dop-
pler–derived tricuspid lateral annular systolic velocity (S′), fractional 
area change, RV index of myocardial performance, or tricuspid annular 
plane systolic excursion (TAPSE) [5]. More accurate values of RV ejec-
tion fraction from echocardiography can be attained only with 3-dimen-
sional (3D) techniques. The complex evaluation also includes preload, 
afterload, and valvular conditions. 

Years of training are required to interpret video loops and mea-
surements from a full 2DE. Written echocardiography reports can be 
long and complex, containing both qualitative and quantitative infor-
mation. A table of selected measurements is often included with the 
written report. However, data on functional parameters is often 
incomplete, leaving the explicit diagnostics of the RV embedded quali-
tatively in the text. A previous study aiming to extract data from echo-
cardiography reports with natural language processing (NLP) found 
TAPSE in <5% of cases and could not find RV base diameter in their test 
set of 50 reports [6]. 

Supervised training of a deep learning model for image classification 
typically requires large numbers of images with high-quality annota-
tions. Since annotations of RV size and function are often lacking in 2DE 
reports, this information must be extracted from the text. NLP is a 
branch of artificial intelligence that focuses on automatic interpretation 
of written and spoken language. Modern transformer-based NLP models 
excel at text comprehension [7]. Thus, an NLP model is an obvious 
candidate approach for extracting RV labels from the text of the 2DE 
echocardiography reports. 

The majority of machine learning approaches in echocardiography 
mainly focus on LV segmentation [8,9]. To our knowledge, machine 
learning models for RV assessment in echocardiography have been used 
only for automatic tracking of the tricuspid annulus directly from videos 
[10] and for 3DE segmentation based on magnetic resonance images 
[11]. 

In this study, we sought to create a deep learning model, trained on 
auto-annotated image labels, to determine RV size and RV function 
automatically from 2DE video loops. We also wanted to show that NLP 
applied to the text of 2DE reports can be used to create auto-annotated 
image labels. In this way, large amounts of unlabeled examinations with 
free text reports can be converted to labeled images suitable for devel-
oping image classification models. This approach would be versatile and 
applicable to medical diagnostic fields with limited access to labeled 
image data. 

2. Materials and methods 

The study was a retrospective register study. All data was anony-
mized before use and informed consent was not obtained from the study 
subjects. This protocol was approved by the Clinical Medical Research 
Ethics Board of Sweden (ref. number: 818-18). 

2.1. Model overview 

A schematic overview of the pipeline we used and the models is 
presented in Fig. 1. Briefly, as described in detail below, a subset of 
reports was manually annotated and used to train two NLP text classi-
fication models, one for RV size and one for RV function, to automati-
cally extract RV labels. Next, we developed an in-house view classifier to 
identify the four-chamber (4C) or RV-focused view from the echocar-
diographic examination. Then, we used the manually and automatically 
extracted RV size and function labels as “ground truth” to train a 3D 
convolutional neural network, using the 4C or RV-focused video loops as 
input. This resulted in two image classification models, one for RV size 
and one for RV function. Characteristics for the image classification 
training and test sets are shown in Table 1. 

2.2. Data and inclusion criteria 

For the manual classification and the NLP text classification models, 
we included 12,684 2DE examinations with corresponding written re-
ports. Since we aimed to create an unbiased model, all examinations, 
even those with less-than-optimal image quality (reverberations, arte-
facts), were included that met following criteria: (1) 2DE was done at the 
Department of Clinical Physiology, Sahlgrenska University Hospital, 
Gothenburg, Sweden between January 1, 2007 and December 3, 2017; 
(2) report was written by an experienced physician, defined as >200 
written reports within the time period; (3) examination done during 
regular office hours; (4) was first examination of an included patient 
during the time period; and (5) examination was done with a GE 
Healthcare ultrasound system. 

To apply criterion 5, we first exported all examinations that met 
inclusion criteria 1 to 4 and in which left ventricular ejection fraction 
(LVEF) was reduced (n = 9456) or supranormal (n = 264) (males <52% 
or >72%, females <54% or >74%) [5] to include all examinations with 
impaired LV function. We also randomly selected 9156 examinations 
with normal LVEF to get a balanced sample. Application of criterion 5 to 

Fig. 1. Schematic of model development. Manually annotated written reports were used to train the text classification model. The remaining written reports were 
classified by the trained text classification model. Examinations were processed by the view classifier, and all 4-chamber or RV-focused views were selected. 
Classifications from written reports plus 4-chamber images or RV-focused views were used as training data for the image classification models. 
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these 18,876 examinations resulted in a final dataset of 12,684 exami-
nations (done with GE Vivid 6, Vivid 9, and Vivid E95 ultrasound 
systems). 

For the view classification model, we selected from the 18,876 ex-
aminations all those from 2015. Of those, 630 met criteria described in 
the Supplement (section S4). Application of criterion 5 resulted in a final 
dataset of 539 examinations. A flowchart of the included patients for 
development of the view classifier is presented in Fig. 2. 

An examination includes both image and text data, but these were 
never combined as one concatenated input. Instead, the text data was 
transformed by the text classification model into a label that can be used 
for supervised training of the image classification model. Thus, the text 
classification model extracts labels from text reports to generate training 
data, whereas the image classification model classifies images. The la-
bels are only used for supervision, never as input data, for the two 
different models. 

2.3. NLP text classification models 

A subset of examinations was selected for manual annotation. To 
achieve a balanced model exposed to different RV conditions, we ran-
domized patients from different ranges of pulmonary artery and central 
venous pressures and LVEF, as described in the Supplement (section 
S3.1). The text of the report was manually annotated with Prodigy 
(Explosion AI) by a single physician (EH) with 2 years of echocardio-
graphic experience. RV function was classified as normal, reduced, or no 
information. Two NLP text classifiers, one for RV size and one for RV 
function, were trained to classify a written report. In the final model, we 
used a 75%/15%/10% split for the training/testing/validation sets. The 
RV size and RV function models were 12-layer BERT models, pre-trained 
on a large Swedish dataset [12,13] and fine-tuned on the annotated 
data. During training, the validation and test sets were hidden from the 
model. The validation set was used to optimize the hyperparameters and 
the architecture of the final model. Each data point in the validation set 
was given to the trained model, and the predictions were compared to 
the corresponding ground truth. Data selection and model development 
are described in detail in the Supplement (sections S3.1 and S3.2). 
Characteristics of the NLP text classification dataset are shown in 
Table 1. 

2.4. View-classification model 

A complete echocardiographic exam can consist of >25 2DE videos, 
but only some are feasible for RV assessment [14]. In recent years, 
several view-classification models for 2 DE have been published [15,16]. 
We developed an in-house view-classification model, using examina-
tions selected as described in the Supplement (section S4.) The dataset 
was split into 70%/20%/10% training/testing/validation sets. The 
training set was manually annotated in equal shares by two physicians 
(EH, OH) with labels indicating the echocardiographic view. In the test 
set, all examinations were separately annotated by both physicians, who 
were blinded to each other. 

The image data from the echocardiographic exams was extracted 
from the original DICOM file format with Pydicom Python library. The 
original frame size of 484 × 636 pixels was kept without rescaling, and 
data augmentation was not used. The model architecture was the 
ResNet50 model [17], imported from TensorFlow and initialized with 
pre-trained ImageNet weights [18]. The model was trained on individ-
ual frames with a batch size of four for five epochs with the lower layers 
frozen and a learning rate of 1e-3 and then for another five epochs with 
all layers unfrozen and a learning rate of 2e-5. The Adam optimizer [19] 
and a regularization factor of 1e-2 was used for all epochs. The hyper-
parameters were based on the most common hyperparameters for 
finetuning ResNet models and then tweaked slightly after multiple 
rounds of iteration. Categorical cross-entropy loss was used as the loss 
function. The final performance was evaluated on the unseen test set Ta
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using majority vote over all frames in a video sequence; that is, the most 
frequent class over all frames was assigned to the video. For detailed 
performance on different classes, see Supplemental Table 2. 

2.5. Image classification models 

The RV size and RV function labels predicted by the text classifier 
and the selected 4C or RV-focused videos formed the datasets used to 
develop the image classification models. The trained view classifier was 

Fig. 2. Flowchart with step-by-step description of the echocardiographic examinations used.  
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applied to the corresponding video loops to find the videos of these 
views. 

We trained two image classification models, one for RV size and one 
for RV function. For each model, a 4-layer, 3D convolutional neural 
network (CNN) was trained by using the 4-C or RV-focused video loops 
as input data and the RV text classifications as ground truth. Separate 
versions of the models were trained on (1) the dataset of manually 
labeled written reports, (2) the auto-annotated dataset, and (3) both 
datasets combined. The echocardiograms used as training data for the 
image classifier were pre-processed in several steps, and data augmen-
tation was done before and during training. Characteristics of the image 
classification training dataset are shown in Table 1. 

First, the image data was extracted from the original DICOM files and 
converted from RGB to grayscale. The frames per second rate for each 
video was rescaled to 12, lower than the median of 25, to reduce the size 
of the input data and to ensure that each frame corresponded to the same 
time span. Next, the videos were truncated to the first 20 frames, and 
each frame was rescaled from the original size (484 × 636 pixels) to the 
final frame size (169 × 222 pixels). To prevent class imbalance, the data 
was duplicated to balance the training data with respect to the most 
common class. In a pre-processing step, each frame was roughly 
centered on the RV by removing the bottom 20% of rows and the right 
35% of columns of pixels from each frame, resulting in a frame size of 
136 × 145 pixels. Centering removed the black outline in echocardio-
grams that contains no medical information, thereby lower input size 
and speeding up the training. The grayscale value of each pixel in every 
frame was normalized to values between 0 and 1. To reduce overfitting, 
data augmentation was used for each video (i.e., additive Gaussian 
noise, random brightness shifts, and random vertical and horizontal 
translations). 

The model has a custom CNN architecture built with PyTorch 
(Fig. 3). It uses four convolutional blocks in series followed by a final 
fully connected classification layer. Each convolutional block consists of 
four layers in a fixed order: a 3D convolutional layer, a batch normali-
zation layer, a leaky rectified linear unit activation layer, and a max 
pooling layer. The four convolutional blocks were identical except for 
the input and output size of the 3D convolutional layer. The architecture 
was developed through multiple rounds of iteration and testing; four 
layers proved to be optimal. An increase in the number of filters, espe-
cially in the later layers, improve the performance. However, the num-
ber of filters was limited by the memory of the graphics processing unit 

(GPU). Other choices of architecture (e.g., design of batch normaliza-
tion, rectified linear activation function, and max pooling) follow 
common best practices in computer vision architecture. Variants of this 
architecture and other existing architectures such as ResNext [20] were 
tested and evaluated but proved inferior to this custom 3D architecture 
(Table 2). 

Several models based on 2D architectures were trained and evalu-
ated but were outperformed by the 3D models. The best performing 2D 
model, a ResNet18 architecture trained on single frames, had 79% ac-
curacy in classifying RV size and 76% accuracy in classifying RV func-
tion. The 2D models used the same video compression as the 3D models, 
and the difference is therefore most likely due to inclusion of the tem-
poral dimension. 

Because of the 3D structure of the data, GPU memory was a limiting 
factor for both model and input. Experiments were done both with more- 
complex models and low-resolution images and with less-complex 
models and high-resolution images to find the best performing 
configuration. 

The final model converged on the validation set after 30 epochs with 
a batch size of 32 using cross-entropy loss. The Adam optimizer was used 
with a learning rate of 1e-3 and a weight decay of 1e-4. The hyper-
parameters were selected after an iterative process that compared the 
final validation results of models trained on different sets of parameters. 
After the training, the final performance was evaluated on the unseen 
test set. 

Fig. 3. Architecture of the convolutional 
neural network used for image classification. 
It consists of four convolutional blocks, each 
starting with a convolutional (Conv) layer 
followed by a batch normalization layer, a 
leaky rectified linear unit (ReLU) activation 
layer, and a max pooling layer. The number 
and size of the filters used in the convolu-
tional layers are denoted on each block. The 
output from the last block is fed through a 
fully connected (FC) layer to produce the 
final classification result.   

Table 2 
Trained and evaluated networks for the image classification model.  

Problem Model Average test accuracy 

Size ResNet18 (flattened video) 71% 
Size ResNet18 (single frame) 79% 
Size ResNext 3D 80% 
Size Custom 3D CNN 83% 
Size Custom 2D CNN 73% 
Mobility ResNet18 (flattened video) 72% 
Mobility ResNet18 (single frame) 76% 
Mobility ResNext 3D 81% 
Mobility Custom 3D CNN 82% 
Mobility Custom 2D CNN 74% 

3D: 3-dimensional; CNN: convolutional neural network. 
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2.6. Final test set and interobserver study 

To test the final image classification models for RV size and function 
assessment from 2DE video loops, we formed a test dataset that was 
unavailable during model training. We randomly selected two datasets, 
each consisting of 300 examinations, 50% with normal RV function and 
50% with reduced RV function or dilation (Table 1). We then tested the 
accuracy of the two human interpreters against each other and against 
the model. For this interobserver study, we randomized a subset of the 
test set (n = 100). This subset was randomized and balanced with 
respect to RV function (50% normal/50% impaired) and roughly 
balanced with respect to RV size (60% normal/40% enlarged). The 
subset was selected from the echocardiograms previously labeled in 
written reports as described above (section 2.3). From these 2DE 4C or 
RV-focused video loops, RV size and function were classified by two 
physicians (EH, OH). The classifications were done blinded and 
independently. 

3. Statistics 

Agreement was assessed primarily with Cohen’s kappa coefficient. 
The confidence intervals were computed by the method of Clopper and 
Pearson. Statistical analyses were done with SPSS statistics v. 25, R 
studio 1.2.5001 and GraphPad Prism 8. 

4. Results 

4.1. Material 

Of 91,561 echocardiographic examinations done at the Department 
of Clinical Physiology, Sahlgrenska University Hospital during the study 
period, 52,628 met inclusion criteria 1 to 4. Of those, 9470 met criterion 
5, and an additional 9156 examinations with normal LVEF were 
randomly selected. Thus, 12,684 2DE examinations were included for 
the NLP text classification model (Table 1). A subsample of 539 exam-
inations was included for the view classifier as described above (section 
2.2). Sample preprocessing included separating video loops from still 
images, extracting meta-data and written reports, and anonymizing all 
examinations. 

4.2. NLP text classification models 

We applied the view classifier to all 12,684 examinations to identify 
4C or RV-focused views. If no such view was found, the examination was 
excluded from the dataset. This approach resulted in 12,140 4C or RV- 
focused views that could be used in the NLP text classification models. 

Initially, a subset of the examinations, selected as described in the 
Supplement (section 3.1) was annotated (n = 1197). A second set, 
selected with the help of a separate NLP model trained on the initial 
dataset to identify RV dysfunction, was annotated to increase the ratio of 
reports indicating RV dysfunction (n = 367). The dataset then consisted 
of reports from both rounds of annotation (n = 1564). Seventy-two re-
ports were excluded for lack of a 4C or RV-focused view, leaving 1489 

for training of the final BERT model. In the flowchart (Fig. 2), the se-
lections described above are simplified, and the 72 reported excluded 
after the second round of annotations are included in the total number 
excluded by the view classifier. The final characteristics of the annotated 
examinations are presented in Table 1. 

RV size was classified as normal, enlarged, or no information. RV 
function was classified as normal, reduced, or no information. Several 
architectures for the text classifier were trained and evaluated, as 
described in the Supplement (section S3.2). The best-performing model 
was based on the BERT architecture and pre-trained on a large Swedish 
cohort [12]. This model had a sensitivity of 99% and a specificity of 98% 
in classifying impaired function and a sensitivity and specificity of 98% 
in classifying an enlarged RV (Table 3). 

4.3. View classification model 

The view classifier was trained on a subset of the dataset, selected as 
described in the Supplement (section S4). The best-performing view 
model was a ResNet50 model. Other architectures was evaluated during 
development, such as VGG16 [21] and MobileNet [22]. A model trained 
using a custom-built 3D architecture was tested but performed signifi-
cantly worse than the 2D models with 76% average accuracy over all 
views. This could be attributed to the fact that the videos had to be 
compressed significantly in size and length to fit in GPU memory. It is 
also possible that classifying the view of a video loop is a relatively 
time-independent problem. 

The view classification model found the 4C video loop with 92% 
accuracy and the RV-focused view with a 73% accuracy (Supplemental 
Fig. S1). Because of this discrepancy, the 4C view was selected as the 
primary view to be used in the image classification set; the RV-focused 
view was used only when a 4C view was not found in an examination. 

4.4. Image classification models 

In total, 10,651 written reports were fed into the NLP text classifi-
cation models (Fig. 2). In 164 cases, the report turned out to be missing. 
No information on RV function could be extracted from 263 reports, and 
no information on RV size could be extracted from 1545 reports. Thus, 
after the view classifiers and text classifiers were applied, and manually 
annotated reports were added, the training dataset for image classifi-
cation included 11,008 examinations for RV function (10,224 from 
BERT annotation, 784 from manual annotation) and 9561 examinations 
for RV size (8942 from BERT annotation, 619 from manual annotation) 
(Fig. 2). 

The model was a custom CNN architecture built with PyTorch as 
described above in section 2.4. In the final test set (n = 300), the RV 
function model had a sensitivity of 93%, specificity of 72%, and accu-
racy of 82% (95% CI 0.78–0.86) and showed substantial agreement with 
written reports (κ = 0.65; 95% CI 0.56–0.73) (Table 4). McNemar’s test 
showed a significant systematic difference between model prediction 
and manually annotated written report (P < 0.001), indicating that the 

Table 3 
Performance of the best NLP text classification models.  

Class Precision Sensitivity Specificity Accuracy 

RV function 
Normal 0.97 0.97 0.98 0.97 
Reduced 0.95 0.99 0.96 0.97 
No information 0.90 0.79 0.99 0.84 

RV size 
Normal 0.98 0.95 0.98 0.97 
Increased 0.94 0.98 0.98 0.96 
No information 0.92 0.92 0.97 0.92 

NLP: natural language processing, RV: right ventricular. 

Table 4 
Performance of image classification models.  

Ground Truth Model: RV function (n) 

Normal Reduced 

Normal function 108 42 
Impaired function 11 139  

Model: RV size (N)  
Normal Dilated 

Normal Size 127 23 
Enlarged 30 120 

In the final test, the RV function model had an accuracy of 82% (95% confidence 
interval [CI] 0.78–0.86) and kappa of 0.65 (95% CI 0.56–0.73). The RV size 
model had an accuracy of 82% (95% CI 0.79–0.87) and kappa of 0.65 (95% CI 
0.56–0.73). RV: right ventricular. 

E. Hagberg et al.                                                                                                                                                                                                                                



Computers in Biology and Medicine 143 (2022) 105282

7

model tends to classify normal cases as impaired. In the test set, the RV 
size model had a sensitivity of 80%, specificity of 85% (Table 4), and 
accuracy of 82% (95% CI 0.79–0.87) and showed substantial agreement 
with written reports (κ = 0.65; 95% CI 0.56–0.73). McNemar’s test (P =
0.41) showed no systematic differences. 

We also compared manually annotated versus auto-annotated med-
ical reports as ground truth when training image classification models. 
Both alternatives resulted in comparable accuracies (Table 5). Using 
both automatically and manually annotated examinations slightly 
improved the accuracy of the RV size model but not of the RV function 
model. 

Saliency maps were used to verify that the models focused on rele-
vant parts of the video loop (Fig. 4). Each pixel in a saliency map cor-
responds to the sum of gradient magnitudes generated by that pixel 
when feeding an image to the CNN model. The gradient is a multi- 
dimensional derivate that describes how much a function changes if 
the inputs are changed. In this case, the function is the whole network. 
This sum of gradient magnitudes is visualized in the form of a heatmap, 
where a stronger color intensity indicates a stronger gradient for the 
corresponding input pixel. The saliency map can help interpret how 
each pixel affects the classification results. 

4.5. Human interobserver agreement 

Agreement of RV function assessments by the two readers was sub-
stantial (κ = 0.72; 95% CI 0.59–0.85) and accuracy was 86% (95% CI 
0.78–0.92; P ≤ 0.05, McNemar’s test). Agreement of RV size assessments 
by the two readers was also substantial (κ = 0.65; 95% CI 0.49–0.81) 
and accuracy was 85% (95% CI 0.76–0.91; P = 0.30, McNemar’s test). 
Comparisons of the agreement between human readers, RV image 

classification models, and human annotated written reports are sum-
marized in Table 6. The highest accuracy was seen in the reader-to- 
reader comparisons for RV function (85%) and RV size (86%). For RV 
function, the accuracy of the model vs ground truth (written reports) 
and that of reader 1 vs ground truth were both 82%. For RV size, the 
accuracy of the model vs ground truth was higher than that of reader 1 
(82% vs 72%). 

5. Discussion 

Large volumes of data are continuously generated from diagnostic 
studies such as echocardiographic examinations. This study shows that 
NLP can be used to generate labels for deep learning training sets and 
that auto-annotation can be integrated in NLP applications, making the 
approach scalable. We found that such models can be trained on existing 
medical data (i.e., text reports) without need for extensive manual 
annotation. Do note that the text and image classification models are 
separate entities, with separate inputs (text reports and images respec-
tively) and designed to be used in a development pipeline; a text model 
produces labeled image data from the clinical archives, and the labeled 
data is used to train two image classification models. 

The use of both automatically and manually annotated examination 
reports improved the accuracy of the RV size image classification model 
only slightly over use of manually annotated reports alone, and did not 
improve not the accuracy of the RV function image classification model, 
perhaps because the model was close to saturated and did not need more 
labeled data. The performance of the final model was very close to the 
interobserver rate for experts. Another possibility is that incorrect la-
beling in the initial annotation, a manual task performed by a human, 
affected the model negatively. Nevertheless, we show that the auto- 
annotated dataset is suitable for model training. Large-scale model 
training on auto-annotated datasets would probably have generated 
better results if the dataset were smaller and without annotation errors. 

Our results show that 3D models were superior to 2D models for 
classifying the 3D data. The difference was smaller for assessment of RV 
size. The single-frame 2D model performed surprisingly well on the size- 
classification task, and 2D models for echo assessment should be 
considered, depending on the classification problem at hand. During 
training, the models extract the image features they find relevant. 

The saliency maps (Fig. 4) show that the RV models mostly seem to 
focus on what we generally believe are the most important heart 
structures for the assessment tasks. In assessing RV size, the model seems 
to focus the whole area of the RV. In assessing RV function, the model 
seems to focus on the horizontal movement close to the basal free lateral 
wall, the septum, and the free RV wall, but it also focuses on the intra- 
atrial septum in some images. Evidently, the model extracts relevant 
information, mirroring the physician’s assessment of RV function as 
judged from TAPSE or S′, but the model also seems to be sensitive to 
some image features that would not be noted by a human. Humans 
typically interpret an image by assessing meaningful subregions, 
whereas a CNN processes image features rather than image semantics. 
Thus, image patterns deemed semantically irrelevant by humans can 
contribute to the CNN classification results [23]. 

Table 5 
Image classification model accuracy and dataset size.  

Dataset Dataset size (n) Model accuracy (%) 

RV size 
Manually annotated 819 80% 
Model-annotated 8942 80% 
Combined 9561 83% 

RV function 
Manually annotated 984 82% 
Model-annotated 10224 81% 
Combined 11008 82% 

The size of the combined datasets is not the exact sum of the manually annotated 
datasets and the model-annotated datasets, since the final model was also 
trained on their validation data. RV: right ventricular. 

Fig. 4. Saliency maps for model relevance verification. (A) Dilated right 
ventricle (RV) with reduced function. (B) RV with normal size and function. 
Column 1: Original 2D images. Column 2: 2D images as seen by the models after 
preprocessing (down-sampling and centered on the right side). Column 3: Sa-
liency maps indicating areas of interest for the RV function model. Column 4: 
Saliency maps indicating areas of interest for the RV size model. 

Table 6 
Interobserver agreement.  

Comparison Accuracy Kappa 

RV function 
Human-annotated written report vs model 82% (0.78–0.86) 0.65 (0.56–0.73) 
Reader 1 vs. reader 2 86% (0.78–0.92) 0.72 (0.59–0.85) 
Human-annotated written report vs. reader 1 82% (0.73–0.89) 0.64 (0.49–0.79) 
RV size 
Human-annotated written report vs. model 82% (0.78–0.86) 0.65 (0.56–0.73) 
Reader 1 vs. reader 2 85% (0.76–0.91) 0.65 (0.49–0.81) 
Human-annotated written report vs. reader 1 72% (0.62–0.81) 0.44 (0.27–0.61) 

Values in parentheses are 95% confidence intervals. RV: right ventricular. 
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Clinical echocardiographers often describe RV abnormalities as mild, 
moderate, or severe. It would have been interesting to train a model for 
these functional classes. However, cut-off values for these classes are not 
internationally standardized, and the results would have been hard to 
interpret [5]. Further, the reports were written by experienced physi-
cians according to international guidelines implemented in the clinic 
between 2007 and 2017. During this period, echocardiographic tech-
nology and knowledge evolved, and the recommendations for echo-
cardiographic chamber quantification from ASE from 2015 [5] differ 
slightly from those in guidelines from 2005 [24]. We still believe that the 
use of real-life data as ground truth makes the models reliable and 
relevant to a clinical setting. 

The 2DE video loops and reports we used were collected directly 
from hospital records. Our automatic models for classifying RV function 
and RV size performed as well as an experienced physician. However, 
the physicians responsible for the interobserver test had access only to 
the single 4C or RV-focused view, whereas the authors of the echocar-
diographic reports had access to the full examination. Thus, the physi-
cian’s performance may have been closer to ground truth if they had 
access to the full examination. 

A further developed RV model could be integrated in a decision 
support “alert” model. This decision support would be of true value and 
give a recommendation for further evaluation of the RV, which is 
important because RV dysfunction can be missed, especially by a less 
experienced user. 

6. Limitations 

Our study had several limitations. First, we did not test the model on 
a second set of 2DE video loops from an external cohort [25]. Second, 
the videos in our dataset did not have view labels, so we had to train an 
additional model to generate them for the dataset. This step may have 
biased selection toward higher-quality examinations, as examinations 
where the view classifier could not find a relevant view were excluded 
from the final dataset used for image classification. Moreover, only the 
4C or RV-focused view was used to train the image classification models. 
It might have been preferable to use the RV-focused view as the main 
view even though the view classifier performed better on the 4 C view. 

Since the shape and wall motion of the RV can vary considerably, 
particularly at the apex, caution is needed when diagnosing an abnormal 
RV from a single tomographic plane. Adding a few selected views, such 
as the parasternal long-axis view and the short-axis views, could 
improve the models. The use of input from several views for model 
training is a topic for further research. 

With respect to the NLP text model, the BERT model was pre-trained 
on a Swedish text dataset, but the actual language in the reports is 
mostly medical jargon, which is less abundant in the pretraining text 
dataset. Using a BERT model pre-trained on a large text dataset of 
generic medical texts and reports would probably have improved per-
formance. The model architecture is not dataset specific, but the pre- 
trained weights are specifically Swedish. Someone with an English 
dataset could still use the same BERT architecture but with a set of pre- 
trained English weights. This would most likely lead to slightly better 
results, as the English weights are trained on an even larger corpus. 

In a pre-processing step for the image classification model, the bor-
ders of the frames were removed to decrease the runtime and memory 
footprint of the training. The frames were not aligned to a specific point 
in the image, and the border thickness was chosen very carefully after 
manual inspection of several videos to ensure minimal information loss. 
Nevertheless, some information might have been lost. Model perfor-
mance might be slightly improved by better alignment of each video and 
a more refined cropping method. 

7. Conclusion 

We developed a deep learning model to automatically assess RV size 

and function from 2DE video loops, solving a task of true patient value in 
a field where annotated qualitative data is sparse and often incomplete. 
To this end, we propose a pipeline for auto-annotation of the 2DE video 
loops with an NLP model, using the medical reports as input. This 
pipeline can be used to train a video-loop-assessment model without 
manual image annotation, enabling fast and inexpensive expansion of 
the training dataset when needed. Training an image assessing model 
with auto-annotated training data is feasible for echocardiographic 
classification tasks. To be able to handle the full examination, we also 
propose a model for view classification of the 2DE video loops. The re-
sults of this study open the door for the development of image analysis 
tools that use existing medical records to auto-annotate the training 
data. That is, this idea can be extended to image assessment models all 
over the medical field. 
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