
2814 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 32, NO. 5, MAY 2022

Triple Adversarial Learning and Multi-View
Imaginative Reasoning for Unsupervised Domain

Adaptation Person Re-Identification
Huafeng Li , Neng Dong , Zhengtao Yu , Dapeng Tao , Member, IEEE, and Guanqiu Qi

Abstract— Due to the importance of practical applications,
unsupervised domain adaptation (UDA) person re-identification
(re-ID) has attracted increasing attention. However, most of
existing methods often lack the multi-view information reasoning
and ignore the domain discrepancy of the pedestrian images
with the same identity, which constrain the further improve-
ment of recognition performance. So, this paper proposes a
triple adversarial learning and multi-view imaginative reasoning
network (TAL-MIRN) for UDA person re-ID, which consists of
a multi-view imaginative reasoning module (IRM) and a triple
adversarial learning module (TALM). IRM makes the classified
pedestrian identity features from a single-view image extracted
by a feature encoder consistent with the classification results of
the aggregated multi-view pedestrian identity features, so the
strong multi-view imaginative reasoning ability of the feature
encoder is obtained. TALM is composed by the adversarial
learning between the camera classifier and feature encoder,
adversarial learning of joint distribution alignment, and adver-
sarial learning of the difference between two classifiers used
in classification. In particular, the domain-invariant features at
camera level are guaranteed by the adversarial learning between
the feature extractor and camera classifier. The joint alignment
of identity and domain is achieved by the competition between
the feature extractor and classifier integrated with identity and
domain. The discriminability and robustness of the learned
features are enhanced by playing a MinMax game between two
different identity classifiers. Furthermore, a simple normalization
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operation named as cross normalization (CN) is proposed to
increase both modeling and generalization capability of the
proposed TAL-MIRN across multiple domains. The proposed
TAL-MIRN is applied to five benchmark datasets, and the
comparative experimental results confirm its superiority over the
state-of-the-art methods. The related source codes is available at
https://github.com/lhf12278/TALM-IRM.

Index Terms— Person re-identification, unsupervised domain
adaptation, multi-view information reasoning, triple adversarial
learning.

I. INTRODUCTION

PERSON re-identification (re-ID) as an important
intelligent surveillance technique aims to extract and

identify people of interest from the images captured by
non-overlapping cameras. Benefitting from the recent
advancement of deep learning and big data, person re-ID
has drawn widespread attention from both academia and
industry. Some high-performance person re-ID methods have
been proposed [1]–[10], but their performance relies on the
supervised learning with a large amount of labeled samples.
However, it is extremely expensive to manually label such
a large amount of samples. When the model trained by
supervised learning is directly applied to any unlabeled
target dataset, its performance may be unsatisfactory due to
the domain shift between the labeled training dataset and
unlabeled target dataset [11]–[13].

As a popular and effective solution, unsupervised domain
adaptation (UDA) is used to solve the domain shift issue
of person re-ID. The recently published UDA-based person
re-ID solutions involve self-labeling [14]–[18], transferring
image styles [19]–[21], and extracting domain-invariant fea-
tures [22]–[27]. These solutions generally focus on how to
extract domain-invariant features for pedestrian identity match-
ing. However, they do not have the ability of imagination
and reasoning like people. So, it is difficult to extract the
complementary features shown in different views from a single
image. As shown in Fig. 1, the appearance of the same pedes-
trian varies considerably in different camera views. Existing
person re-ID methods tend to extract the shared pedestrian
information of the images captured from different camera
views to facilitate the identity matching. For example, one
pedestrian wears a backpack. If the backpack does not appear
in all the captured images of this pedestrian, the backpack
related information may not be extracted from the captured
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Fig. 1. The appearance of various pedestrians captured from different camera
views. The images of each column show the same pedestrian captured from
three different camera views.

pedestrian images. Due to the label constraints, the relevance
of multiple views can be guaranteed in supervised person
re-ID. However, the features extracted from each view may
be different or incomplete. So, it is difficult to match the
pedestrian identity across multiple cameras in UDA person
re-ID without the multi-view imaginative reasoning ability.

Inspired by the imaginative reasoning ability of people,
the appearance of a pedestrian captured from one camera
view can be used to imaginatively reason the appearance of
the same pedestrian in another camera view. The application
of imaginative reasoning in the feature extraction network
helps to obtain the comprehensive descriptions of pedestrian
appearance, so the extracted pedestrian features are conducive
to person re-ID [28]. In addition, the domain-invariance and
discriminability of the extracted pedestrian features as two key
factors also affect the recognition performance improvement
of person re-ID. Since the target-domain samples are unlabeled
and the identities do not have any overlapping between target
and source domains, it is challenging to align the features
of each pedestrian captured from different camera views in
person re-ID. Existing methods achieve the alignment of
source and target domains to extract domain-invariant features.
However, these methods ignore the impact of the domain dif-
ference (identity-level domain discrepancy) among the images
of the same pedestrian captured from different camera views
on the recognition performance.

So, this paper proposes a novel triple adversarial learning
and multi-view imaginative reasoning network (TAL-MIRN).
As shown in Fig. 2, an imaginative reasoning module (IRM)
is first constructed to obtain the comprehensive descriptions of
pedestrian appearance, and then a triple adversarial learning
module (TALM) is developed to alleviate the domain shift
between the target and source domains. Particularly, the multi-
view imaginative reasoning ability of the feature encoder of
TAL-MIRN is obtained by making the classified pedestrian
identity features from a single-view image extracted by the
feature encoder consistent with the classification results of the
aggregated multi-view pedestrian identity features.

The developed TALM contains a domain-invariant feature
extraction (DIFE) sub-module, a joint distribution alignment
of identity and domain (JDAID) sub-module, and a feature dis-
criminability and robustness improvement (FDRI) sub-module.
In DIFE, the camera classifier and feature encoder are trained
in an adversarial manner. The domain-invariant features at
camera level are obtained by forcing the camera classifier
to misclassify the image features extracted from different
camera views into the same additional category. In traditional
adversarial learning-based domain-invariant feature extraction,
adversarial learning is carried out between the feature extractor
and domain classifier to achieve the distribution alignment
of source and target domains. In TALM, adversarial learning
is implemented between the camera classifier and feature
extractor at camera level, which only eliminates the incon-
sistency of camera information. According to the guidance of
camera labels, it is conducive to the retention of discriminative
features. In DIFE, the domain alignment of discriminative
features is only achieved at camera level, which does not
guarantee the identity-level alignment of the same features
simultaneously.

To alleviate the issues caused by the unrealized identity-
level alignment, a novel adversarial learning strategy is devel-
oped based on a classifier integrated with identity and domain
to achieve the joint distribution alignment of both identity and
domain in JDAID. The integrated classifier can differentiate
both identity and domain information of pedestrian images
at the same time. Inspired by existing UDA solutions [29],
[30], a novel adversarial learning is developed in FDRI to
further enhance the discriminability and robustness of learning
features, in which two classifiers are assigned to the features
of each pedestrian image, and adversarial learning is applied to
the two classifiers. One identity classifier is used in DIFE, and
the other classifier integrated with identity and domain is used
in JDAID after removing the domain classification neurons.

Moreover, to further promote both the discriminability of
the learned features and the generalization capability of the
learned model, a novel normalization method named as cross
normalization (CN) is developed by performing both instance
normalization (IN) [31] and batch normalization (BN) [32] on
a single feature map and cross-concatenating the normalized
results of different groups of feature maps. Compared with
the instance batch normalization (IBN) [33], CN can apply
the integrated IN and BN to each feature map, so the gen-
eralization capability of the proposed re-ID method is further
improved.

There are three main contributions of the proposed method.

• To reason the multi-view appearance information from a
single-view pedestrian image, the TAL-MIRN is endowed
with the multi-view imaginative reasoning ability by
making the pedestrian identity prediction results of the
features extracted by the feature encoder consistent with
the corresponding prediction results of the aggregated
multi-view features.

• The classifier integrated with identity and domain and fea-
ture encoder compete with each other to achieve the joint
alignment of identity and domain. In addition, adversarial
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Fig. 2. An overview of the proposed TAL-MIRN. The architecture of the proposed TAL-MIRN mainly consists of two modules, IRM and TALM. TALM
contains three sub-modules, DIFE, JDAID, and FDRI. CN is used to improve the generalization ability of TAL-MIRN. The imaginative reasoning ability of
TAL-MIRN is obtained by making the predicted pedestrian identity of the features extracted by the feature encoder consistent with the corresponding prediction
results of the aggregated multi-view features. Subsequently, source and target data are used to optimize TALM, which guarantees the domain invariance of
the learned features and further improves the discriminability and robustness of the learned features. W1 and W �

2 represent two different identity classifiers,
and Ec denotes a camera-style network.

learning is conducted between the identity classifier and
integrated classifier obtained after removing the domain
classification neurons to improve the discriminability of
the learned features.

• A simple and effective normalization method named as
CN is proposed to improve the cross-domain generaliza-
tion ability of the proposed method, in which IN and BN
are integrated.

The rest of the paper is organized as follows: Section II
reviews the related work; Section III discusses the proposed
TAL-MIRN for UDA person Re-ID; Section IV analyzes the
comparative experimental results; and Section V concludes
this paper.

II. RELATED WORK

A. Unsupervised Self-Labeling Person Re-ID

Unsupervised person re-ID solutions were proposed to
improve the generalization ability of person re-ID models.
Existing unsupervised person re-ID solutions focus on learning
views-invariant features from the unlabeled target domain [34],
[35]. However, due to the lack of pairwise-label guidance,
the performance of existing unsupervised person re-ID solu-
tions is still unsatisfactory. According to the recent discovery
that the label estimation can play a positive role in improving
the performance of existing unsupervised person re-ID solu-
tions, the self-label estimation has attracted considerable atten-
tion in person re-ID [15], [16], [18], [36]–[39]. Specifically,
Lin et al. [37] developed a bottom-up clustering approach for
unsupervised person re-ID. Li et al. [38] proposed a new
concept of soft tracklet labelling to explore the inherent

space-time visual correlation for unsupervised person re-ID.
To address the issues caused by lacking pairwise-label guid-
ance in unsupervised re-ID, Yu et al. [39] developed the soft
multi-label learning to explore the potential label information.
Zhao et al. [40] proposed a noise resistible mutual-training
method to suppress the noise in the predicted pseudo labels
which seriously affects the model training. To mitigate the
negative effects of noisy pseudo labels, Ge et al. [41] pro-
posed an unsupervised framework with mutual mean-teaching.
Zhai et al. [42] proposed a new augmented discriminative
clustering solution to achieve the pedestrian pseudo-label
prediction.

These solutions achieve better performance than
domain-invariant feature extraction solutions, when all
the target-domain samples participating in pseudo-label
prediction have the corresponding positive samples. However,
in practice, it is common that the isolated samples do not
have any corresponding positive samples. As a negative effect
on the prediction of pseudo labels, the isolated samples may
cause the performance of the related solutions in real-world
scenes is inferior to the corresponding performance on public
datasets. Compared with these methods, the performance of
the proposed solution greatly reduces the dependence on the
paired positive samples, so the practicability of the proposed
solution is improved.

B. Style Transfer-Based Person Re-ID

As a well-known method, image-to-image translation
is applied to UDA person re-ID [20], [43], which
benefits from the powerful generative ability of
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Cycle-GAN [44]. In particular, Zhong et al. [45] proposed
a hetero-homogeneous learning method based on camera
style transfer to achieve both camera invariance and
domain connection. Wang et al. [46] presented a transferable
attribute-identity deep network to improve the extendibility of
person re-ID model. Ren et al. [20] developed a camera style
adaptation framework to narrow the gaps between different
domains, in which the intrinsic local structure of target
domain was explored by a soft-labeling method to further
reduce the gaps. Huang et al. [24] presented the suppression
of background shift for the generative adversarial network
to generate a style-consistent image with the suppressed
background in UDA person re-ID.

However, these methods are difficult to ensure that the
identity information of the original images does not shift
during the image-to-image translation. To alleviate this issue,
Wei et al. [43] first used a segmentation network to extract
the person-related areas from a pedestrian image, and then
employed an identity loss to ensure the accuracy of the identity
cues in the transferred pedestrian images. Deng et al. [47]
developed a generative adversarial network for similarity
preservation to keep the identity information from being
tampered during style transfer. Although the above methods
can preserve the underlying identity information during image-
to-image translation, the preservation of the visual cues asso-
ciated with the identity is still an open problem. Moreover,
the style-transfer based re-ID models need to transfer the style
of training samples from source domain to target domain to
alleviate the domain shift issue between source and target
domains, which seriously affects the practical applications of
these models in real-world scenes. The proposed method does
not use style transfer to solve the domain shift issue. Therefore,
compared with the style-transfer based person re-ID meth-
ods, the applicability of the proposed method is effectively
improved.

C. Domain-Adaptive Person Re-ID

Based on the research results a few years ago, the good
recognition performance of person re-ID can be achieved
by learning domain-adaptive or domain-invariant features on
the labeled source domain and transferring them to target
domain. Due to the promising performance, dictionary learn-
ing has received considerable attention in image processing
and pattern recognition [48]–[51] in the past few years.
Peng et al. [50] applied a novel dictionary learning method
to UDA person re-ID, in which the dictionary space was
first decomposed into semantic, latent discriminative, and
latent background attributes, and then the predicted semantic
attributes and discriminative latent attributes were treated as
the features in similarity measuring. Qi et al. [52] developed
an unsupervised joint subspace and dictionary learning for
cross-domain person re-ID, which can effectively alleviate the
domain shift between source and target domains by jointly
learning both cross-view and cross-domain variations. How-
ever, the dictionary learning based methods cannot effectively
explore the discriminative information contained in large-scale

data, so their recognition performance is far blow people’s
expectations.

Deep learning can alleviate the deficiency of dictionary
learning, so it has attracted wide attention in domain-invariant
feature extraction. Particularly, Song et al. [53] presented a
domain-invariant mapping network for unsupervised person
re-ID. A meta-learning pipeline was used, in which a subset
of source dataset was employed to make the learned features
domain-invariant. To improve the performance of UDA person
re-ID, Qi et al. [25] solved two main challenges of person
re-ID (the data distribution discrepancy between source and
target domains and the lack of label information in target
domain) from the perspective of representation learning, and
Liu et al. [54] addressed the domain gap between source and
target domains by using a novel adaptive transfer network.
Yang et al. [23] proposed a patch-based discriminative feature
learning method to improve the discriminability and scal-
ability of the learned features. Wu et al. [55] developed
a camera-aware similarity consistency learning approach to
learn the similarity-consistent domain-invariant features for
UDA person re-ID. Zhong et al. [56] utilized three types of
underlying invariance to learn the domain-adaptive features
and introduced an exemplary memory to store the target-
domain features. Compared with the previous two categories,
domain-adaptive methods may have higher practicability in
real-world scenes, because they get rid of the dependence on
positive target-domain samples, and do not need any additional
models for assistance. However, due to lacking the fine-tuning
of pseudo-labels and assistance of additional models (such as
style transfer model), domain-adaptive methods often show
poor recognition performance on public datasets. The proposed
method is a domain-adaptive person re-ID method, but it
is more effective than existing methods. The details and
performance of the proposed method will be discussed in the
following sections.

III. THE PROPOSED METHOD

Although the significant progress has been made in UDA
pedestrian re-ID, the performance of existing solutions is still
far from satisfaction. As a reason, existing feature extraction
methods only directly extract features from a single image,
but cannot imaginatively reason multi-view features from a
single image. In addition, both the low discriminability of
the learned features and domain discrepancy at identity level
are also another two key factors affecting the recognition
performance. To address these issues, this paper proposes a
novel TAL-MIRN to obtain discriminative domain-invariant
features.

A. Overview

As shown in Fig. 2, the proposed method has two main com-
ponents, IRM and TALM. IRM uses the labeled source sam-
ples to train, which can imaginatively reason the aggregated
features from a single-view pedestrian image. TALM consists
of three sub-modules, DIFE, JDAID, and FDRI. DIFE extracts
domain-invariant features at camera level. JDAID achieves
the joint distribution alignment of identity and domain. FDRI
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Fig. 3. The illustration of IRM module. The feature aggregated by each
multi-view feature f s, j,l is classified to fit the corresponding part of the
single-view feature f i

s, j for realizing the back propagation from multi-view
to single-view features, which endows the IRM module with the imaginative
reasoning ability.

guarantees the discriminability and robustness of ambigu-
ous appearance features. In addition, a simple normalization
named as cross normalization (CN) is proposed and integrated
into the proposed network framework.

B. Imaginative Reasoning Module (IRM)

As a key factor, the comprehensive descriptions of a pedes-
trian’s appearance are conducive to improving the recog-
nition performance. The feature encoder used in IRM can
imaginatively reason the aggregated multi-view features from
a single-view pedestrian image. As a result, the extracted
features from a single-view image can incorporate the infor-
mation from other single-view images. Specifically, as shown
in Fig. 3, this module contains a feature encoder E and a
feature aggregation operation. The feature aggregation opera-
tion aggregates the features of the same pedestrian obtained
from different camera views. The feature encoder E is a
ResNet-50 [57] network with the parameters pre-trained on
ImageNet [58], and the stride of the last spatial downsam-
pling operation is set to 1 as the backbone. In addition,
global average pooling (GAP) and CN layers are added to
the backbone. The identity classifier W 1 is composed of a
K -dimensional fully-connected layer, where K indicates the
number of pedestrians in source domain.

Supervised training is first performed on the labeled source
domain, which allows the encoder E to extract discriminative
features. In particular, given the labeled source-domain sample
set X s = {xi

s}Ns
i=1 and unlabeled target-domain sample set

X t = {xi
t }Nt

i=1, where Ns and Nt represent the total number
of samples in the source and target domains respectively,
the features are extracted by using E and sent to the identity
classifier W1 to obtain an identity score first. Then, E and
W1 are optimized by using the cross-entropy loss of both the
identity score and its corresponding label. The above process
can be formulated as follows:

Lce1(W1, E) = − 1

nb

nb�
i=1

K�
k=1

1̂[k=yi
s ] log p(W1(E(xi

s))), (1)

where 1̂[k=yi
s ] is the indicator function, nb is the batch size,

and Y s = {yi
s}Ns

i=1 is ground truth label set of K pedestrians.
In UDA person re-ID, there is no any identity overlap between
source and target domains, so the model trained on source

domain may suffer from overfitting when it is applied to target
domain. To solve the overfitting issue, the label smoothing is
used to define the indicator function 1̂[k=yi

s ] [59] as follows:

1̂[k=yi
s ] =

⎧⎨
⎩

1 − ε
K − 1

K
, k = yi

s
ε

K
, otherwise,

(2)

where ε as a constant is set to 0.1.
To endow IRM with the strong multi-view imaginative

reasoning ability, the classified single-view features of the
same pedestrian are made consistent with the classification
results of the corresponding aggregated multi-view features.
However, the features of the same pedestrian from different
views have different discrimination abilities. For the same
pedestrian under different camera views, the less shared
information exists, the identity-related information may have
greater differences. In the feature aggregation, high weights
are assigned to the features of the same pedestrian with great
differences under different camera views, which is beneficial to
improve the performance of IRM. (In fact, when the appear-
ance features of the same pedestrian show great differences
under different views, the related information captured from
different views is likely to be complementary. High weights are
assigned to the complementary information.) So, a weighted
aggregation strategy is introduced, which adaptively assigns
the corresponding weight to each image according to its
discriminability, and no any additional network parameter is
involved.

As illustrated in Fig. 3, the i -th image feature f i
s, j with

identity label j (i.e. j = yi
s) only contains the pedestrian

information shown in the current view. To improve the iden-
tification performance, IRM is applied to reason multi-view
image features from single-view image features. As discussed
earlier, different appearance features of the same pedestrian
are captured in different camera views, which are usually
complementary. The feature f s, j,l of any image of the j -th
pedestrian at l-th camera view is sent to the identity classifier,
and then the probability ps, j,l belonging to this pedestrian is
obtained. The feature f s, j,l with a high confidence probability
ps, j,l often implies that it has strong discrimination ability
and carries less complementary information. (If the features
of the same pedestrian captured in different views are not the
shared features, the pedestrians from different views have a
low probability of being identified as the same pedestrian due
to the low similarity of the captured features, and vice versa.)
A small weight is assigned to such feature, and vice versa.
Thus, its weight ωs, j,l can be determined as follows:

ωs, j,l = 1 − ps, j,l. (3)

According to the learned weight ωs, j,l , the average weighted
features of multi-view pedestrian images are obtained and then
concatenated with one single-view image feature f i

s, j . A GAP
operation is performed on the aggregated features to obtain
the final feature f i

a, j , which contains multi-view pedestrian
information as follows:

f i
a, j = GAP(Concat( f i

s, j ,
1

nc

nc�
l=1

ωs, j,l f s, j,l)), (4)
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Fig. 4. The illustration of TALM module. The first adversarial learning
process is performed between E and Ec in DIFE, which ensures the extracted
features are domain-invariant. The second adversarial learning process is
performed between E and W2 to achieve the joint distribution alignment
of identity and domain. The third adversarial learning process is performed
between E and W1, W2 to improve the discriminability and robustness of
the learned features. Three adversarial learning sub-modules are processed
simultaneously.

where nc denotes the number of multi-view images of the
j -th person. Different from the average strategy used in [28],
a weight ωs, j,l predicted from the probability ps, j,l is assigned
to image feature f s, j,l to adaptively adjust its role (when the
value of ωs, j,l is large, f s, j,l plays an important role in feature
aggregation). Similar to the supervised learning of source-
domain features, the cross-entropy loss is used to ensure the
discriminability of the aggregated feature f i

a, j as follows:

Lce2(W1, E) = − 1

nb

nb�
i=1

K�
k=1

1̂[k=yi
s ] log p(W1( f i

a, j )). (5)

Minimizing the loss functions Lce1(W1, E), Lce2(W 1, E)
can make the classification results of the aggregated pedestrian
identity features consistent with the classified single-view
pedestrian identity features. To further facilitate the extraction
of multi-view image features, the model is optimized by
minimizing the following aggregation (l2)-loss.

Lag(E) = � f i
s, j − f i

a, j�2. (6)

Benefiting from the above design, the encoder E is able
to imaginatively reason multi-view image information from a
single-view image.

C. Triple Adversarial Learning Strategy

In the proposed method, DIFE and JDAID sub-modules
learn the domain-invariant features, and FDRI sub-module
improves the discriminability and robustness of the learned
features. As shown in Fig. 4, all three sub-modules use
adversarial learning, so they are named as a triple adversarial
learning strategy.

1) DIFE Sub-Module: In practice, each camera has its own
imaging style, which as a main factor affects the domain shift
between the images captured by different cameras. To obtain
domain-invariant features, a camera style network Ec is first
applied to the features extracted by the feature encoder E.
Then, adversarial learning is carried out between Ec and E
to align the features from different camera views. Existing

camera-aware domain adaptation methods [25] utilize adver-
sarial learning to make the camera classifier classify the
training samples into different classes with equal probability.
Compared with existing methods, the proposed method can
achieve more effective feature alignment at domain level by
classifying training samples into the same additional category.
As a newly added category, the additional category is different
from all the previous categories. After domain alignment,
all the features are classified into this additional category.
Particularly, the dimension of the fully-connected layer is set
to Cs + Ct + 1, where Cs and Ct represent the number of
cameras in source and target domains, respectively.

Given the source-domain image xi
s and target-domain image

xi
t , Ec is trained to minimize the following loss, so Ec can

correctly recognize the corresponding camera IDs of xi
s and

xi
t .

Lce3(Ec) = − 1

nb

nb�
i=1

Cs�
c=1

1[c=yc
s ] log p(Ec(E(xi

s)))

− 1

nb

nb�
i=1

Ct�
c=1

1[c=yc
t ] log p(Ec(E(xi

t ))). (7)

When E is fixed, the camera IDs of E(xi
t ) and E(xi

s) need
to be distinguished for Ec. However, when Ec is updated, E
is updated to ensure the features E(xi

t ) and E(xi
s) extracted

by E can be classified into the (Cs + Ct + 1)-th category
after passing Ec. Given yc

c = Cs + Ct + 1, the loss function
specialized for updating E is shown as follows:

Lce4(E) = − 1

nb

nb�
i=1

Cs+Ct+1�
c=1

1[c=yc
c ] log p(Ec(E(xi

s)))

− 1

nb

nb�
i=1

Cs+Ct+1�
c=1

1[c=yc
c ] log p(Ec(E(xi

t ))). (8)

The source- and target-domain features can be projected into
an aligned space through continuous gaming and optimization
of E and Ec.

2) JDAID Sub-Module: DIFE sub-module achieves the fea-
ture alignment at camera level (i.e, domain alignment of
samples captured by different cameras). Except the differences
in camera style, other factors can also cause the domain
discrepancy. So, the features with the same identity from
difference camera views are not guaranteed to be aligned.
According to the recent research of UDA, the joint optimiza-
tion of category and domain classifiers can effectively alleviate
this issue [60], [61]. A novel adversarial strategy is developed
to achieve the alignment of the learned features at identity
level (i.e. the distribution alignment of images with the same
identity). Specifically, the domain and identity classifiers are
integrated. So, the joint distribution alignment of both identity
and domain can be achieved simultaneously in the proposed
adversarial learning.

Different from W1, W 2 as an integrated classifier consists
of a fully-connected layer with (K + 1)-dimension, and the
(K + 1)-th dimension is the domain category. This paper
assumes the probability of W2 in classifying the i -th image
features into the corresponding identity categories is θ , and
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the probability of W2 in classifying the domain information
of i -th image into the K + 1-th category is 1 − θ . Given
ȳi

s = [0, 0, · · · , θ� �� 	
i

, · · · 0, 1 − θ ] as the joint label of the i -th

image, the encoder E and W 2 can be optimized by minimizing
the following cross-entropy equation.

Lce5(W2, E) = −

 1

nb

nb�
i=1

K�
k=1

ȳi
s[k] log pid (W2(E(xi

s)))

+ ȳi
s[K+1] log pdo(W2(E(xi

s)))
�
, (9)

where Ȳ s = [ ȳ1
s , ȳ2

s , . . . , ȳK
s ], ȳi

s[k] denotes the k-th element
in ȳi

s , pid is the probability of xi
s belonging to a specific

identity, and pdo is the probability of xi
s belonging to the

domain category. Due to the domain shift between source and
target domains, W 2 cannot categorize target-domain samples
into the same domain class of source-domain samples as
follows:

Ld1(W 2) = 1

nt

nt�
j=1

log pdo(W2(E(x j
t ))), (10)

where nt represents the number of target-domain samples in a
mini-batch. To further align the feature distribution of source
and target domains, the features extracted by the encoder E
confuse the integrated classifier W2 as follows:

Ld2(E) = − 1

nt

nt�
j=1

log pdo(W2(E(x j
t ))). (11)

The above adversarial learning process not only ensures
the discriminability of the learned features, but also further
enhances the domain invariance of the learned features, which
are conducive to improving the performance of UDA person
re-ID.

3) FDRI Sub-Module: To further improve the discriminabil-
ity and robustness of the learned domain-invariant features,
two different classifiers W1 and W2 are used at the same
time to recognize pedestrian identities. As mentioned in the
above discussion, these two classifiers are learned in different
ways, so the discriminability of the learned features can be
improved from different perspectives. When the two classifiers
give the consistent classification results for the same image,
the learned features are robust and discriminative. However,
due to the difference in the output dimension of the two
classifiers, they cannot be used together directly. To this end,
domain neurons are first moved from W2, then the classifier
W �

2 is obtained. After that, classifiers W 1 and W �
2 can be

optimized by adversarial learning. Specifically, after updating
the encoder E, the two classifiers W1 and W �

2 are updated
to classify the pedestrian images of the same identity into
different individual classes according to the different focus
of two classifiers. Meanwhile, W1 and W �

2 can correctly
identify the pedestrian images with the same identity. After
updating W1 and W �

2, the encoder E is updated in turn. The

Fig. 5. Comparison between the traditional instance-batch normaliza-
tion (IBN) and the proposed cross normalization (CN).

corresponding loss functions are formulated as follows:

Ldis1(W1, W �
2) = − 1

nb

nb�
i=1

[d(W1(E(xi
s)) − W �

2(E(xi
s)))],

(12)

Ldis2(E) = 1

nb

nb�
i=1

[d(W1(E(xi
s)) − W �

2(E(xi
s)))],

(13)

where d(·) denotes the L1-norm distance metric.

D. Network Structure and Optimization

1) Network Structure: The proposed method uses
ResNet-50 pre-trained on ImageNet as the backbone
following a GAP, which resizes features to 2,048-dimensional
vectors. Moreover, the spatial downsampling operation is used
as the last stride in the backbone network, and the last stride
is set to 1 according to the suggestion mentioned in [62]. Due
to the lack of identity labels in target domain, it is difficult
for DIFE and JDAID sub-modules to completely align the
domain distribution of target-domain samples at identity
level. To improve both the modeling and generalization
abilities from source domain to target domain, IBN as a
simple and effective method integrates IN and BN. However,
only one type of normalization is performed on one feature
map in IBN. In IBN, parts of feature maps use IN, and the
remaining parts use BN. Therefore, the advantages of IN
and BN cannot be reflected in a feature map at the same
time, which constrains the further optimization of the model
generalization ability. So, a novel normalization named as
cross normalization (CN) is integrated into the backbone.

Specifically, as shown in Fig. 5, the feature maps are first
divided into two equal parts (i.e. x1 and x2). Different from
IBN, the proposed solution first performs IN and BN on x1
and x2 respectively, and meanwhile the proposed solution also
performs BN and IN on x1 and x2 respectively. Then the final
normalization result is obtained as follows:
x̂ = 1

2
(Concat(IN(x1), BN(x2))+Concat(BN(x1), IN(x2))),

(14)

where “Concat” is short for “concatenate”. IN(·) and BN(·)
denote the instance normalization operation and the batch
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normalization operation, respectively. This design can inte-
grate the advantages of IN and BN in an effective way, and
further improve the generalization ability of the proposed
model from source domain to target domain. In FDRI sub-
module, the camera style network Ec consists of six Conv-
BN-LeakyRelu blocks and one fully-connected layer with
dimension Cs + Ct + 1, where Cs is the number of cameras
in source domain, and Ct is the number of cameras in target
domain.

2) Optimization: In the training process, the total loss
function is formalized as follows:
L = Lce1(W1, E)+Lce2(W1, E)+Lce5(W2, E)+λ1 Lag(E)

+λ2(Lce3(Ec)+Lce4(E))+λ3(Ld1(W2)+Ld2(E))

+λ4(Ldis1(W1, W �
2)+Ldis2(E)), (15)

where λ1, λ2, λ3, and λ4 are hyperparameters. During
the training process, the identity loss Lce1(W1, E) and
identity-domain loss Lce5(W2, E) are used to endow the
feature encoder E with the initial ability to extract discrimina-
tive and robust features. Furthermore, the losses Lce2(W 1, E)
and Lag(E) are minimized to facilitate IRM to generate the
multi-view image features. In DIFE sub-module, the loss
functions Lce3(Ec) and Lce4(E) are alternately minimized
to make the features domain-invariant. At the same time,
losses Ld1(W2) and Ld2(E) are performed to further align the
data distribution at identity level. In addition, two discrepancy
losses Ldis1(W1, W �

2) and Ldis2(E) in FDRI sub-module
can further improve the discriminability and robustness of
the learned domain-invariant features. For testing, the feature
cosine similarity [63] between the probe and gallery image
pairs are first measured and then the ranking list is obtained
based on the measured cosine similarity scores. The opti-
mization procedure of the proposed solution is summarized
as Algo. 1.

E. Discussion

In this paper, DIFE sub-module is used to achieve the
domain alignment at camera level. However, the domain
alignment at camera level does not guarantee that the domain
at identity level is also aligned. The domain alignment at
identity level (involving identity information) is a finer-gained
domain alignment than the domain alignment at camera level.
JDAID sub-module can achieve the identity-level alignment.
Since the target-domain samples are unlabeled, JDAID can
only facilitate the identity-level alignment in target domain,
but cannot completely achieve the identity-level alignment of
all target-domain samples. Although JDAID can also achieve
the global domain alignment across source and target domains,
it cannot completely achieve the fine-grained camera-level
alignment without the use of camera labels. DIFE can alleviate
the deficiency of JDAID in achieving identity-level alignment
on target domain due to lacking the labels of target data.

The proposed CN integrates IN and BN in an appropri-
ate manner. According to existing work, IN can reduce the
image style variations and improve the generalization ability
of the proposed solution on target domain, and BN can
improve the learning ability of the proposed solution in image

Algorithm 1 Triple Adversarial Learning and Multi-View
Imaginative Reasoning Network

Input: Source-domain images Xs = {xi
s}N

i=1, the corre-
sponding identity label space Y s = {yi

s}K
i=1, and camera

identity space Y C
s = {yc

s }Cs
c=1. Target-domain images X t =

{xi
t }Nt

i=1 and the corresponding camera label space Y C
t =

{yc
t }Ct

c=1.
Output: The trained encoder E.
Sampling: Sampling a batch samples from source and

target domains.
Optimization:

Step I: foriter = 1, · · · , Iteration1 do
Update E, W 1, W2 by Eq.(1) and Eq.(9).

end for
Step II: foriter = 1, · · · , Iteration2 do

Fix E, update W1, W 2 and Ec by Eq.(1),
Eq.(5), Eq.(7), Eq.(9), Eq.(10) and Eq.(12).
Fix W1, W2 and Ec, update E by Eq.(1),
Eq.(5), Eq.(6), Eq.(8), Eq.(9), Eq.(11) and
Eq.(13).

end for

recognition [33], [64]. In the developed method, CN takes
advantage of IN and BN. Therefore, CN has the generalization
ability as IN, which plays a certain compensation role in
alleviating the issue caused by the incomplete alignment of
target-domain samples by JDAID and DIFE at identity level.
In addition, CN uses the same method as IN to reduce the
impact of image style differences. However, IN performs
normalization operations on a single image to reduce the image
style change, without considering the domain shift caused
by the style differences between different cameras. So, like
IN, CN cannot completely eliminate the camera style change
between different images. In the proposed method, DIFE and
JDAID can alleviate the shortcomings of CN in eliminating
camera style change. In summary, CN, DIFE, and JDAID play
a complementary role in eliminating style change and realizing
sample domain alignment.

IV. EXPERIMENTS

A. Datasets and Evaluation Metrics

1) Datasets: The proposed solution is compared with the
state-of-the-art methods to demonstrate its effectiveness. All
the experiments are conducted on three large-scale person
re-ID datasets Market1501 [65], Duke [66], and MSMT17 [43]
(used as both source- and target-domain datasets) to imple-
ment six tasks, Market1501 → Duke, Duke → Market1501,
MSMT17 → Market1501, MSMT17 → Duke, Duke →
MSMT17, and Market1501 → MSMT17. Due to the relatively
small amount of data, GRID [67] and PRID [68] are only used
as the target-domain datasets. Comparative experiments are
also conducted on Market1501→PRID, Market1501→GRID,
Duke→PRID and Duke→GRID to illustrate the superiority of
the proposed method over existing methods. In these settings,
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TABLE I

SETTINGS OF DIFFERENT PERSON RE-ID DATASETS IN PERFORMANCE
COMPARISON. S1: SETTING 1; S2: SETTING 2; #ID: NUMBER OF

IDENTITIES; CAMS: NUMBER OF CAMERAS; #IMG: NUMBER OF

IMAGES

A→B means dataset A is used as the labeled source domain
and dataset B is used as the unlabeled target domain.

Market1501 contains 32,668 labeled pedestrian images
of 1,501 identities captured from six camera views, in which
12,936 images of 751 identities are used for training and the
remaining ones are used for testing.

Duke contains 36,411 images of 1,404 pedestrians captured
by eight cameras without any interference images. All images
in Duke were collected in winter. According to the standard
protocol used in [66], 16,522 images of 702 pedestrians
(702 pedestrians out of 1,404 pedestrians) and 19,889 images
of 1,110 pedestrians (the remaining 702 pedestrians out
of 1,404 pedestrians + additional 408 pedestrians) are used for
training and testing, respectively. The 408 pedestrian images
that were only collected from one camera view are used as
interference.

MSMT17 contains 126,441 pedestrian images
of 4,101 identities captured by 15 cameras, including
12 outdoor and three indoor cameras. Compared with
Market1501 and Duke, MSMT17 is more challenging for
pedestrian matching, because the collection of pedestrian
images lasted four days, experienced different weather
conditions, and involved complex scenes and various
brightness. According to the split setting used in [43],
32,621 labeled pedestrian images of 1,041 identities are used
for training, and the remaining 93,820 pedestrian images
of 3,060 identities are used for testing.

PRID contains 934 identities captured from two different
camera views (A and B). 385 identities appeared in camera
view A and 749 identities appeared in camera view B. Only
200 identities appeared in both camera views A and B. Accord-
ing to the protocol used in [80], [81], 100 pairs of pedestrian
images were randomly selected for training. The remaining
100 identities only have one image in each camera review.
The images of the 100 identities were selected from camera
view A as the probe set. All the images of the remaining
649 identities in camera view B are used as the gallery set.

GRID consists of 250 pedestrian image pairs (total
500 images) captured from six disjoint camera views. Each
pedestrian only appears in two camera views. There is only
one image of each pedestrian in one camera view. According
to the settings used in [3], [78], [81], 250 pedestrian images

of 125 identities were randomly selected for training, and
another 250 images of the remaining 125 identities and
775 interference images from GRID are used for testing.
The interference images are isolated pedestrian images. All
the pedestrians in the interference images only appear in one
camera view.

In comparative experiments, the above settings of PRID and
GRID are used to test the impact of individual sample size
on the performance of each comparative method when the
sample size of the same pedestrian captured from different
camera views is relatively small (named as “setting 1”). After
that, 300 and 400 interference images are randomly selected
from the testing sets of PRID and GRID respectively, and
added to the corresponding training sets to test the impact of
interference images on the performance of each comparative
method (named as “setting 2”). More details about training
and testing are presented in Tab. I.

2) Evaluation Metrics: In the comparative experiments,
both cumulative match characteristic (CMC) and mean average
precision (mAP) are used to evaluate the performance, and the
single-query evaluation protocol is applied to all the datasets.

B. Implementation Details

The training was conducted on the pytorch platform using
one GTX 2080Ti GPU. In addition, data augmentation was
performed by random image flipping and cropping, and all
images were resized to 256 × 128. Adam optimizer [82]
was employed, and the batch size nb was set to 32, and
half of samples in a batch are from source domain and the
remaining ones are from target domain. The training epochs
were set to 140. The first 120 epochs performed supervised
learning on source domain, and the last 20 epochs jointly
trained the other modules except baseline. Hyperparameters
λ1, λ2, λ3, and λ4 were set to 0.015, 0.2, 0.01, and 0.1 in
the comparative experiments, respectively. According to the
settings used in [62], the initial learning rates of the feature
encoder E and classifiers W1 and W 2 were set to 3 × 10−6,
which increased linearly from 3 × 10−6 to 3 × 10−4 after
the first 10 epochs, and decayed to 3 × 10−5 and 3 × 10−6

after the 40th and 70th epoches, respectively. For the camera
style network Ec, the learning rate was set to 3.5 × 10−5.
All comparative experiments in this paper adopted the above
learning rate settings.

C. Comparison With the State-of-the-Art Methods

The proposed method was compared with the state-of-the-
art UDA person re-ID methods to confirm its effectiveness
on the tasks of Market1501→Duke and Duke→Market1501.
The state-of-the-art UDA person re-ID methods can be
classified into three main categories: (i) the methods with
pseudo label prediction, including CAMEL [69], PUL [14],
PCB-PAST [16], SSG [36], UDAP [70], DECAMEL [34],
SHRED+ktCUDA [71], MMT [41], and DG-Net++ [72];
(ii) the methods with style transfer, including CameraStyle
[73], SPGAN [47], PTGAN [43], HHL [45], IPGAN [74],
SBSGAN [24], ATNet [54], ECN [56], PDA-Net [75], CSGLP
[20], and LVRP [76]; (iii) the methods without pseudo label
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TABLE II

COMPARISON OF THE PROPOSED METHOD WITH THE STATE-OF-THE-ART UDA METHODS ON MARKET1501 AND DUKE. THE CMC AND MAP RATES
(%) OF EACH METHOD ARE LISTED. WHEN TESTING IS PERFORMED ON MARKET1501, DUKE IS USED AS SOURCE DOMAIN, AND VICE VERSE.

“–” DENOTES NOT REPORTED. THE BEST RESULTS ARE SHOWN IN BOLD

TABLE III

COMPARISON OF THE PROPOSED METHOD WITH THE STATE-OF-THE-ART UDA METHODS, WHEN MSMT17 IS USED AS SOURCE DOMAIN, AND

MARKET1501 AND DUKEMTMC-REID ARE USED AS TARGET DOMAIN. THE CMC AND MAP RATES (%) OF EACH METHOD ARE LISTED.
“–” DENOTES NOT REPORTED. THE BEST RESULTS ARE SHOWN IN BOLD

prediction and style transfer, including TJ-AIDL [46], PAUL
[23], CASCL [55], UCDA-CCE [25], CFSM [77], ECN (with-
out camera style transfer) [56], SSAE [78], CaNE [79], and
DG-Net++ [72]. The comparative results on Market1501 and
Duke are listed in Tab. II.

As shown in Tab. II, the methods with pseudo label
prediction achieved good performance. For example, MMT
obtained 87.7% (78.0%) Rank-1 accuracy and 71.2% (65.1%)
mAP on Duke→Market1501 (Market1501→Duke), because
each sample in target domain participating in training has the

corresponding positive samples. The performance of the pro-
posed method is inferior to the latest pseudo-label prediction-
based methods. However, due to the presence of interference
samples, the performance of pseudo-label prediction-based
methods varies in real-world scenes and may be far below the
corresponding performance shown in Tab. II. The proposed
method does not need any fine-tuning with the predicted
pseudo-labels. So, its performance is not restricted to the
number of positive sample pairs, which means the proposed
method has good practicability. Unlike the style transfer
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TABLE IV

COMPARISON OF THE PROPOSED METHOD WITH THE STATE-OF-THE-ART UDA METHODS ON THE TASKS OF MARKET1501→MSMT17 AND
DUKEMTMC-REID→MSMT17. THE CMC AND MAP RATES (%) OF EACH METHOD ARE LISTED. “–” DENOTES NOT REPORTED. THE BEST

RESULTS ARE SHOWN IN BOLD

learning-based methods, such as SPGAN, PTGAN, HHL,
IPGAN, SBSGAN, ATNet, CSGLP, LVRP, CameraStyle, ECN
and PDA-Net, the proposed method does not need to transfer
image style from source domain to target domain, so its
recognition performance does not rely on the quality of
transferred images. Furthermore, the image style transfer from
the labeled source domain to target domain is extremely
time-consuming, which severely reduces the recognition
efficiency.

According to Tab. II, the recognition rate of the proposed
method is only slightly lower than the corresponding ones
of the optimal style transfer-based methods (ECN, PDA-
Net) on Duke→Market1501, and greatly outperforms other
style transfer methods such as TJ-AIDL, HHL, ATNet, and
CSGLP. Except the pseudo label prediction-based methods,
the proposed method outperforms all the other methods
on Market1501→Duke. In addition, the proposed method
is a domain-invariant feature extraction method (without
pseudo label prediction and style transfer). Compared with
the state-of-the-art domain-invariant feature extraction method
PAUL, the proposed method improves the Rank-1 recognition
rate from 66.70% to 73.08% and the mAP from 36.80%
to 39.75% on Duke→Market1501, respectively. The pro-
posed method also achieves good recognition performance on
Market1501→Duke. Compared with the suboptimal method
PAUL, the Rank-1 recognition rate and mAP of the proposed
method are improved by 7.43% and 5.64%, respectively.
So, the comparative results confirm the effectiveness of the
proposed method and its superiority over other methods.
As shown in Tab. II, if the style transfer is removed, the per-
formance of ECN drops significantly, and its recognition rate
is far below the corresponding one obtained by the proposed
method.

To evaluate the superiority of the proposed method com-
prehensively, a challenging dataset MSMT17 is used as
source domain, two datasets Market1501 and Duke are
used as target domain. The performance of the proposed
method is compared with three competitive methods, CaNE,
CASCL and MAR [39]. As shown in Tab. III, the pro-
posed method can improve the best Rank-1 recognition accu-
racy and mAP obtained by the comparative method MAR
from 67.70% to 74.55% and from 40.00% to 42.94% on
MSMT17→Market1501, respectively. On MSMT17→Duke,
the proposed method achieves 68.35% Rank-1 accuracy and
48.67% mAP, which outperform the Rank-1 accuracy and
mAP obtained by MAR by 1.25% and 0.67% respectively.
The comparative results demonstrate the effectiveness and
extendibility of the proposed method.

To further verify the effectiveness and extendibility of the
proposed algorithm, comparative experiments are conducted
on Duke → MSMT17 and Market1501 → MSMT17. These
two tasks are more challenging than the previous tasks.
Although the data in Duke and Market1501 is much less than
that in MSMT17, the corresponding setting of comparative
experiments is closer to the real-world scenes. As shown in
Tab. IV, the proposed method is compared with two state-of-
the-art methods, PTGAN and ECN. The comparative results
indicate that the proposed method significantly outperforms
PTGAN and ECN on all three types of recognition accu-
racy. Specifically, compared with the second best results
obtained by ECN, the proposed model improves Rank-1 accu-
racy (mAP) from 25.30%(8.50%) to 30.87%(11.24%) and
from 30.20%(10.00%) to 39.04%(14.22%) on Duke →
MSMT17 and Market1501 → MSMT17, respectively. As the
main reason, the proposed method can imagine multi-view
pedestrian information from a single camera view image.
Therefore, more discriminative features can be learnt for UDA
person re-ID.

D. Further Discussion

Clustering-based pseudo label prediction has been widely
studied in recent years. The pseudo label prediction based
person re-ID methods can achieve good performance on public
large-scale datasets, such as Market1501 (as shown in Tab. II).
Pseudo labels are first predicted on the target-domain dataset,
and then supervised model training is applied to the samples
with pseudo labels. The promising performance may only be
achieved, when each target-domain sample participating in
training has the corresponding positive samples. However, this
requirement is obviously not consistent with real-world scenes.
The large-scale datasets collected from real-world scenes often
contain many isolated samples, and the identities in these
samples are matched, which brings great challenges to the
accurate prediction of pseudo labels. In addition, cluster-based
pseudo-label prediction also has certain requirements on the
number of samples of the same pedestrian. If the number of
samples with the same identity from different camera views is
extremely small, it may also bring great challenges to pseudo-
label prediction.

Compared with these methods, the proposed method has
stronger practicability. To demonstrate the practicability, GRID
and PRID containing interference images are used as tar-
get dataset, and one of Market1501 and Duke is used
as source dataset. The comparative methods include the
latest pseudo-label prediction-based methods, UDAP [70],
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Fig. 6. Comparison of the proposed method with the state-of-the-art unsupervised self-labeling-based and camera style adaptation-based methods on PRID
and GRID. The CMC and mAP rates (%) of each method are illustrated. The results shown in (a)–(d) are obtained on setting 1, and the results shown in
(e)–(h) are obtained on setting 2.

Fig. 7. Comparison between ECN and the proposed method. (a) The CMC
rates (%) comparison (b) The time-consuming comparison of model training.

ACT [15], and MMT [41], and the style transfer-based meth-
ods, PTGAN [43], ATNet [54], and ECN [56]. In the com-
parative experiments, “setting 1” and “setting 2” introduced
in subsection of Datasets and Evaluation Metrics are used to
test the performance of each re-ID method.

As shown in Fig. 6, under Setting 1(Setting 2), UDAP,
ACT, and MMT (RestNet50 as the backbone), which have high
performance on Market1501 and Duke, only achieve no more
than 12%/25% (31%/25%) recognition rate of Rank-1 on Mar-
ket1501 → PRID/Duke → PRID, while the proposed method
can achieve more than 36%/30% (41%/37%) recognition
accuracy of Rank-1. On Market1501→GRID/Duke→GRID,
the Rank-1 recognition rates of UDAP, ACT, and MMT are
less than 20%/21% (32%/33%), but the proposed method
obtains more than 37%/33% (39%/42%) Rank-1 recognition
accuracy. Since the number of pedestrian images with the
same identity in PRID and GRID is scarce, it is chal-
lenging for cluster-based pseudo-label prediction. Therefore,
the performance of UDAP, ACT, and MMT is poor on PRID
and GRID.

In addition, when some interference samples are moved
from testing set to training set, the performance of some
methods is improved. Compared with these methods, the per-
formance of the proposed method is better. The interference
images in testing set bring great challenges to the matching

of pedestrian identities. When the number of interference
images decreases, the corresponding performance improves
accordingly. Interference images considerably affect the cor-
rect prediction of the pseudo-labels generated by clustering.
However, the proposed method does not need to predict any
pseudo-labels by clustering. The interference images in the
training set do not have much impact on the performance of the
recognition algorithm. So, the proposed method shows better
performance than UDAP, ACT and MMT.

Although ECN achieves the promising performance on
Duke→Market1501, it can only obtain 18.0% Rank-1 accu-
racy on PRID and 19.0% Rank-1 accuracy on GRID when
Market1501 is used as source domain on setting 1. Since
the number of training samples of PRID (GRID) is small,
the performance of the style transfer models trained on this
dataset is poor, which results in poor image quality after
style transfer. Training a re-ID model with these transferred
low-quality samples definitely results in the low performance
of the trained model. In contrast, the proposed method does not
reply on the training sample size of the target-domain dataset,
so it is more practical.

As shown in the previous discussion, style transfer based
methods have low computational efficiency, which affects their
practicability. The proposed method is compared with ECN
on Market1501 → Duke and Market1501 → MSMT17 to
confirm its practicability. As shown in Fig. 7, the proposed
method takes about 12 hours to train the re-ID model. Since
ECN needs to transfer image style from source domain to
target domain by using CamStyle model [73], it takes about
90 hours to train the re-ID model. The training will last
longer when a larger-scale training dataset such as MSMT17 is
transferred. Compared with ECN, the proposed method not
only takes less time to train the model, but also achieves better
recognition performance. Compared with the style transfer-
based methods, the proposed method neither requires any
pre-trained model, nor needs to transfer image style from
source domain to target domain. So, the proposed method
is more efficient. In addition, the data in listed Tabs. III∼V
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TABLE V

ABLATION STUDY. THE IMPACT OF EACH MODULE ON THE PROPOSED FRAMEWORK. “B” INDICATES THE SUPERVISED LEARNING ON LABELED SOURCE
DOMAIN. THE CMC AND MAP RATES (%) ARE LISTED

demonstrates that the proposed method is more competitive
than the comparative methods in recognition performance.

E. Ablation Study

The proposed method consists of CN, IRM, DIFE, JDAID
and FDRI sub-modules. A series of experiments are conducted
to demonstrate the effectiveness of each sub-module. The
corresponding results are presented in Tab. V. CN, IRM, DIFE,
JDAID and FDRI sub-modules are first removed from the
proposed method, and then the obtained model is used as
the baseline method. After the baseline method is trained on
the labeled source domain with the identity loss, it is directly
applied to the target dataset. The Rank-1 recognition rates on
Market1501 and Duke are only 43.28% and 30.25%, respec-
tively. The performance of the proposed method significantly
drops.

1) Effectiveness of CN: To illustrate the advantages of CN
over BN, IBN and BIN, BN, IBN and BIN are used to
replace CN in the proposed method respectively, and the newly
obtained methods are compared with the proposed method.
As shown in Tab. V, the new model only with BN (IBN,
BIN) is named as “Proposed w/B+BN (IBN, BIN)” (“w/B”
means with baseline). According to Tab. V, the recognition
performance of “Proposed w/B+CN” is higher than the cor-
responding recognition performance of “Proposed w/B+BN”,
“Proposed w/B+IBN” and “Proposed w/B+BIN”. In addition,
compared to the “baseline”, the mAP and Rank-1 obtained
by “Proposed w/B+CN” are improved by 10.5% and 19.69%
on Duke→ Market1501, respectively. Similarly, the mAP
and Rank-1 obtained by “Proposed w/B+CN” increases from
16.33% to 26.87% and from 30.25% to 44.82%, respectively.
The above results confirm that CN can enable the proposed
method to have strong generalization ability across different
domains.

2) Effectiveness of IRM: As shown in Tab. V, after IRM
is added to “Proposed w/B+CN”, Rank-1 recognition perfor-
mance on Market1501 and Duke is improved by 2.32% and
4.82%, respectively. Meanwhile, mAP is also improved from
32.11% to 35.14% on Duke→Market1501, and from 26.87%
to 31.58% on Market1501→Duke. “Proposed w/B+CN”
is only trained with Lce1(W1, E). Except Lce1(W1, E),
Lce2(W1, E) and Lag(E) are added to the proposed model.
So, the proposed method can extract more discriminative

multi-view features from a single-view image. The above
results confirm Lce2(W1, E) and Lag(E) can play a positive
role in extracting discriminative features.

3) Effectiveness of DIFE: As shown in Tab. V,
“Proposed w/B+CN+IRM+DIFE” significantly improves
“Proposed w/B+CN+IRM”, after DIFE is added to
“Proposed w/B+CN+IRM”. Specifically, “Proposed
w/B+CN+IRM+DIFE” outperforms the Rank-1
accuracy/mAP of “Proposed w/B+CN+IRM” by
5.26%/3.83% on Duke → Market1501 and 10.53 %/8.22%
on Market1501 → Duke, respectively. Since DIFE and
IRM have a certain complementary effect, they can improve
the discriminability of features captured from different
perspectives. IRM can imagine multi-view pedestrian features
according to a single camera view image, while DIFE can
suppress the domain bias between source and target datasets.
So, DIFE and IRM can significantly improve the recognition
performance of the proposed model together.

4) Effectiveness of JDAID: As shown in Tab. V, JDAID
sub-module plays an energetic role in improving the per-
formance of “Proposed w/B+CN+IRM+DIFE”. Specifically,
JDAID sub-module improves mAP and Rank-1 recogni-
tion performance on Market1501 by 0.87% and 2.06%.
Meanwhile, both mAP and Rank-1 recognition performance
on Duke is also improved from 39.80% to 41.10% and
from 60.17% to 62.57%, respectively. The main reason
is that JDAID sub-module can align the distribution at
identity level. So, the domain gap at identity level is
narrowed.

5) Effectiveness of FDRI: As shown in Tab. V, “Proposed
w/B+CN+IRM+DIFE+JDAID+FDRI” further improves the
recognition performance when FDRI sub-module is added
to “Proposed w/B+CN+IRM+DIFE+JDAID”. So, FDRI
sub-module can effectively improve the discriminability and
robustness of the learned features. In fact, using two different
classifiers to identify the identity of the same image is equiva-
lent to identifying the identity of the images from different
perspectives, which is conducive to extracting the features
associated with identity. The comparative results shown in
Tab. V confirm the effectiveness of triple adversarial learning
in improving feature robustness.
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Fig. 8. The effect analysis on hyperparameters λ1, λ2, λ3, λ4, and θ . When a hyperparameter is evaluated, the other hyperparameters are fixed at the optimal
values. (a) The effect of λ1 on Rank-1 (b) The effect of λ1 on mAP, (c) The effect of λ2 on Rank-1, (d) The effect of λ2 on mAP, (e) The effect of λ3 on
Rank-1, (f) The effect of λ3 on mAP, (g) The effect of λ4 on Rank-1, (h) The effect of λ4 on mAP, (i) The effect of θ on Rank-1, and (j) The effect of θ
on mAP. M and D denote the datasets Market1501 and Duke, respectively.

F. Parameter Analysis

The proposed model contains four hyperparameters λ1, λ2,
λ3, and λ4, which are used to control the relative importance of
loss items Lag(E), (Lce3(Ec), Lce4(E)), (Ld1(W 2), Ld2(E)),
and (Ldis1(W 1, W2), Ldis2(E)), respectively. In addition,
a hyperparameter θ is set to balance the proportion of identity
and domain information in JDAID sub-module. Fig. 8 shows
the analysis of how each hyperparameter affects the proposed
model in the learning process. It should be noted that when a
hyper-parameters is analyzed, the other hyper-parameters are
fixed. All hyperparameter settings remain the same in all the
experiments of this paper.

1) The Effect of λ1: The hyperparameter λ1 is used to
control the importance of Lag(E). This loss item further
guarantees that the features extracted from a single perspective
have the related multi-view information on the basis of identity
constraints. As shown in Fig. 8 (a) and (b), Rank-1 and mAP
accuracy are improved when λ1 increases from 0 to 0.015,
and the best performance of the proposed model is reached on
both tasks Duke→ Market1501 and Market1501→Duke when
λ1 = 0.015. Moreover, when λ1 > 0.015, the performance
of the proposed model begins to degrade, which indicates
λ1 = 0.015 is an optimal value for the proposed model.

2) The Effect of λ2: Fig. 8 (c) and (d) show the
effect of parameter λ2 on the performance of the pro-
posed model. When λ2 ∈ [0.1, 0.3], the performance
of the proposed model is relatively stable, and a high
recognition rate of Rank-1 and mAP is achieved on both
Duke→Market1501 and Market1501→Duke. However, when
λ2 = 0 or λ2 > 0.3, the recognition rate of Rank-1 and
mAP on Duke→Market1501 and Market1501→Duke drops
drastically, which further confirms the validity of DIFE and
the rationality of λ2 = 0.2.

3) The Effect of λ3: The hyperparameter λ3 is used to
control the effects of Ld1(W2) and Ld2(E). As shown

in Fig. 8 (e) and (f), the recognition performance increases
when the value of λ3 increases from 0 to 0.01. When λ3 =
0.01, the recognition rate of Rank-1 and mAP reaches the peak
on both Market1501 and Duke datasets, which indicates that
λ3 = 0.01 is an optimal value.

4) The Effect of λ4: In order to further improve the discrim-
inability and robustness of the learned features, the FDRI is
designed and parameter λ4 is used to control its importance.
As shown in Fig. 8 (g) and (h), the performance of the pro-
posed method remains relatively stable when λ4 increases from
0 to 1. When λ4 = 0.1, the performance of the proposed model
slightly exceeds the corresponding performance achieved at
other values of λ4. So, λ4 is set to 0.1 in all the experiments.

5) The Effect of θ : Different from the above four hyperpa-
rameters, θ represents the probability of being classified into
a specific category. Fig. 8 (i) and (j) show the effect of θ ,
when its value increases from 0 to 1. θ = 0 means that
the extracted features only contain domain information, and
θ = 1 indicates the features only contains identity information.
The effect analysis shown in Figs. 8 (i) and (j) confirms the
performance of the proposed method is optimal when θ = 0.5.

V. CONCLUSION

In this paper, a novel triple adversarial learning is proposed
and a multi-view imaginative reasoning network is constructed
for UDA person re-ID. In the proposed method, the developed
CN can improve the generalization ability of the re-ID model
from one domain to another domain. The proposed IRM can
imagine and reason multi-view features from the input single-
view image. In addition, the proposed DIFE, JDAID and FDRI
sub-modules not only reduce the negative impact of domain
shift, but also ensure the discriminability and robustness
of the learned features. The results of comparative experi-
ments conducted on widely-used benchmark datasets confirm
that the proposed method can significantly outperform other
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competitive UDA person re-ID methods. Besides, the ablation
study demonstrates that each sub-module in the proposed
model is useful. In future, the improvement of the proposed
method will be further explored to satisfy the requirements of
person re-ID in more complex real-world scenes.
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