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Abstract

Existing benchmarks do not test Large Lan-001
guage Models (LMMs) on their interactive002
intelligence with human users which is vi-003
tal for developing general-purpose AI assis-004
tants. We design InterFeedback, an interac-005
tive framework, which can be applied to any006
LMM and dataset to assess this ability au-007
tonomously. On top of this, we introduce008
InterFeedback-Bench that evaluates interactive009
intelligence using two representative datasets,010
MMMU-Pro and MathVerse, to test 10 dif-011
ferent open-source LMMs. Additionally, we012
present InterFeedback-Human, a newly col-013
lected dataset of 120 cases designed for man-014
ually testing interactive performance in lead-015
ing models such as OpenAI-o1 and Claude-3.5-016
Sonnet. Our evaluation results show that even017
state-of-the-art LMM (like OpenAI-o1) can cor-018
rect their results through human feedback less019
than 50%. Our findings point to the need for020
methods that can enhance the LMMs’ capabil-021
ity to interpret and benefit from feedback.022

1 Introduction023

In this paper, we are curious about the question024

“How do Large Multimodal Models perform with hu-025

man feedback?” It is central to developing general-026

purpose AI assistants with Large Multimodal Mod-027

els (LMMs). While these models are increasingly028

used to tackle multimodal tasks, their ability to in-029

teract with humans remains largely unknown. We030

argue that an LMM functioning as the general assis-031

tant should possess two capabilities: 1) exceptional032

problem-solving skills and 2) the ability to improve033

itself through feedback (e.g., human feedback, ex-034

ecution results). In this work, we focus on the035

latter capability, which has been rarely examined036

in existing benchmarks.037

Humans are remarkably adaptive, continuously038

refining their skills by learning from feedback—a039

process fundamental to acquiring knowledge and040
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is being led and facing right.

Incorrect. Distinguish the camel 

that is being led.

Image G.
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to the ground.

No matching image.
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✗

Figure 1: Illustration of an interactive feedback scenario.
When models generate incorrect responses, human users
provide pertinent feedback to interactive refine the an-
swers.

solving problems. Similarly, advanced LMM mod- 041

els should also be capable of learning from feed- 042

back, thereby enhancing their problem-solving abil- 043

ities as illustrated in Figure 1. 044

A surge of large multimodal models 045

(LMMs) (OpenAI, 2023; Wang et al., 2024; 046

Deitke et al., 2024; Wang et al., 2023; Zhao et al., 047

2024; Chen et al., 2024b) has emerged, designed 048

to handle various tasks, including general vision- 049

language understanding (Liu et al., 2023b; Li et al., 050

2023), expert-level multimodal understanding (Yue 051

et al., 2024a,b), and scientific reasoning (Lu 052

et al., 2022, 2024; Zhang et al., 2024). However, 053

these LMMs are tested in a static way (Zhang 054

et al., 2024; Yue et al., 2024a), overlooking their 055

great potential in human-AI interaction (HAI). 056

Consequently, a standard benchmark to test 057

these LMMs for HAI problem-solving remains 058
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underexplored.059

The key challenge in evaluating this interactive060

intelligence of LMMs is the automatic model tests.061

In practice, for the same query, different LMMs062

often produce varied responses, necessitating that063

humans offer tailored feedback for each conver-064

sation round. To address this issue, we propose065

InterFeedback a straightforward problem-solving066

framework that enables any LMM to tackle multi-067

modal tasks interactively by leveraging the leading068

models such as GPT-4o (OpenAI, 2023) to simu-069

late humans, inspired in previous studies (Yao et al.,070

2025; Chen et al., 2024a; Yoon et al., 2024).071

On top of this framework, we present072

InterFeedback-Bench, a benchmark designed to073

comprehensively evaluate LMMs for two purposes:074

1) the ability to interactively solve problems and075

2) the capability of interpreting the feedback076

to improve themselves. We demonstrate with077

two challenging pre-existing datasets: MMMU-078

Pro (Yue et al., 2024b) and Mathverse (Zhang079

et al., 2024). Additionally, for a more in-depth in-080

vestigation, we conduct human evaluation on four081

closed-source leading models: GPT-4o (OpenAI,082

2023), OpenAI-o1 (OpenAI, 2024), Claude-3.5-083

Sonnet (Anthropic, 2024), and Gemini-2.0 (Gem-084

ini, 2025) with a trained user acting as the feedback085

provider. Finally, we manually collected a dataset086

InterFeedback-Human containing 120 samples087

for this assessment.088

Our experimental results reveal several com-089

pelling insights: 1) Interactive process could im-090

prove the performance of most LMMs in solving091

challenging problems; 2) Existing LMMs exhibit092

suboptimal performance in interpreting and incor-093

porating feedback; 3) Engaging in additional itera-094

tions does not necessarily guarantee the derivation095

of correct solutions; 4) High-quality feedback is096

essential, as subpar feedback can degrade perfor-097

mance even more than a simple binary (0/1) correct-098

ness signal; 5) LMM may not truly reasoning, we099

find out that LMMs resort to guessing answer even100

on a simple question according to human. These101

findings point to the need for methods that can en-102

hance the LMM’s capability to interpret and benefit103

from feedback. In summary, our contributions can104

be summarized as:105

• We take the first step toward exploring the106

interactive intelligence of LMMs in improving107

themselves through human feedback.108

• We propose a straightforward and extensible109

framework InterFeedback which allows any 110

LMM to interactively solve problems. 111

• We construct InterFeedback-Bench, a novel 112

and universal benchmark for assessing the 113

ability of interactive problem-solving of 114

LMMs. 115

• We conduct comprehensive evaluations and in- 116

depth analysis, providing several key insights 117

for future development. 118

2 Related Work 119

2.1 Large Multimodal Models 120

The LLaVA-series works (Liu et al., 2023a, 121

2024a,b; Li et al., 2024a) demonstrate that training 122

with supervised fine-tuning (SFT) multimodal data 123

and expand the vision lens would produce compat- 124

ible multimodal reasoning ability. By adopting a 125

large-scale image-text corpus for instruction tuning, 126

Qwen2-VL (Wang et al., 2024), CogVLM (Wang 127

et al., 2023), InternVL2 (OpenGVLab, 2024) have 128

achieved exceptional performance on various mul- 129

timodal abilities. Moreover, Molmo (Deitke et al., 130

2024) proposes to train an LMM from scratch 131

with only the human-annotated data. Unlike these 132

large models, MiniCPM-V (Yao et al., 2024) and 133

Phi-3.5-Vision (Abdin et al., 2024) propose to 134

train lightweight yet SOTA LMMs. Despite these 135

LMMs have demonstrated their understanding and 136

reasoning ability on various difficulty-level multi- 137

modal benchmarks such as MMMU-Pro (Yue et al., 138

2024b) and MathVista (Lu et al., 2024), it is still 139

unknown how well the interactive intelligence in 140

an Human-AI Interaction scenario. In this paper, 141

we conduct the evaluation of these LMMs to ex- 142

plore this basic yet vital capability (i.e., improving 143

themselves from human feedback). 144

2.2 Multimodal Benchmarks 145

Traditional vision-language benchmarks focus on 146

visual question answering (Goyal et al., 2017), 147

image captioning (Chen et al., 2015; Plummer 148

et al., 2015; Agrawal et al., 2019), as well as other 149

benchmarks for specialized scenarios such as scene 150

text understanding (Singh et al., 2019; Sidorov 151

et al., 2020), commonsense reasoning (Zellers et al., 152

2019), outside knowledge (Marino et al., 2019; 153

Schwenk et al., 2022). The recent development 154

of LMM posts a strong need for modernized mul- 155

timodal benchmarks (Fu et al., 2023; Liu et al., 156

2023b; Li et al., 2023; Yu et al., 2023; Yue et al., 157
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      MMMU-Pro

    MathVerse Fuyu-8B

🌋LLaVA InternVL2

Qwen2-VL

Molmo

GLM-4V

MiniCPM-V

Phi3.5-Vision

Negative Set

Data Source

Feedback Receiver

Task 1:
Q: As shown in the figure, If angle 
ABC = 70.0, then the degree of 
angle AOC is equal to ()
Choices:
A:140° B:130° 
C:120°D:110°
GT Answer: A

Claude-3.5-Sonnet

GPT-4oGemini-1.5

Positive Set

Task 1: GT Answer: A 
Qwen2-VL: B 

Task 2: … Task 3: ...

Task 1: 
Claude-3.5-Sonnet: A 

Task2: … Task 3: …

Intersection Set

Feedback Provider
Test data for Qwen2-VL serving as 
the feedback receiver and 
Claude-3.5-Sonnet as the feedback 
provider.

Figure 2: Overview of the test data construction process for InterFeedback-Bench. For each LMM serving as the
feedback receiver, we process each instance from a target dataset (e.g., MathVerse) and collect the error cases to
form a negative set. The feedback provider then processes the same instances to build a positive set. Finally, we
curate the test data by selecting the intersection of both sets.

2024a; Lu et al., 2024; Zhang et al., 2024) such as158

MMBench (Liu et al., 2023b), MMMU-pro (Yue159

et al., 2024b), and MathVerse (Zhang et al., 2024)160

which involve comprehensively evaluating current161

LMMs on various multimodal abilities. However,162

these benchmarks primarily focus on static testing163

processes, overlooking the interactive testing pro-164

cess that is vital in human-AI interaction scenarios.165

2.3 Human-AI Interaction166

Investigating how humans and AI systems commu-167

nicate and collaborate is critical for shaping applica-168

tions such as virtual assistants (Virvou, 2022), per-169

sonalized recommendations (Dodeja et al., 2024),170

autonomous vehicles (Zhang et al., 2021), and171

healthcare diagnostics (McKinney et al., 2020).172

Recent LLMs-driven techniques such as mem-173

ory (Park et al., 2023) and iterative (Zhang et al.,174

2023) mechanisms offer expert-level collabora-175

tion. While LMMs excel in multimodal tasks176

(Deitke et al., 2024; Wang et al., 2024), their po-177

tential for HAI problem-solving remains underex-178

plored. By offering a unified framework and metic-179

ulously curated data, our InterFeedback-Bench en-180

ables evaluation of LMMs on these capabilities and181

lays a foundation for advancing multimodal HAI182

problem-solving.183

3 InterFeedback-Bench184

In this section, we begin by introducing the185

interactive benchmarking component of our186

InterFeedback-Bench in Section 3.1. Here, we187

propose an interactive human-AI framework, In-188

terFeedback, designed as the evaluation tool for189

assessing LMM performance with feedback. Next,190

in Section 3.2, we detail the human benchmark- 191

ing aspect of our benchmark, including the data 192

sources and testing standards. 193

3.1 Interactive Benchmarking 194

3.1.1 Formulation 195

The InterFeedback-Bench formalizes the interac- 196

tive problem-solving process with feedback in 197

a partially observable Markov decision process 198

(POMDP) (S,O,A, T ,R) with state space S , ob- 199

servation O, action space A, transition function T : 200

S ×A → S , and reward function R: S ×A → R. 201

In our setting, given a natural language question 202

q (eg., Please select the sitting camel that is be- 203

ing led and facing right) and the input image v, 204

the model first gets the observation ot ∈ O from 205

the state st ∈ S in the execution environment and 206

then generate the action at ∈ A. The at is the 207

response from models in natural language. The 208

reward function R: S ×A → [0, 1] here returns a 209

binary integer indicating the task correctness status. 210

It is implemented by the exact match that compares 211

the ground-truth answer and the predicted answer. 212

The observation ot includes both the correctness 213

signal from the reward function and the feedback 214

from the humans. 215

3.1.2 Data Sources 216

To ensure the quality and difficulty of multimodal 217

tasks, inspired by previous benchmarks demon- 218

strated on pre-existing datasets (Yang et al., 2023; 219

Li et al., 2024c), we choose to test LMMs on 220

two challenging datasets: MathVerse (Zhang et al., 221

2024) and MMMU-Pro (Yue et al., 2024b). Math- 222

Verse is a visual math benchmark that includes 223

various mathematic problems, and 3,940 samples 224
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were used in our work. MMMU-Pro is a compre-225

hensive multimodal benchmark with 1,730 expert-226

level questions. Both datasets are challenging even227

for the model GPT-4o (i.e., 64.7% accuracy).228

3.1.3 Data Construction Process229

We choose to use leading LMMs, such as GPT-230

4o, for stimulating the humans to give feedback231

mimicking human-AI interactions. The primary232

challenge, however, is ensuring that the feedback233

generated by these models is reliable as even the234

SOTA LMM like GPT-4o and Claude-3.5-Sonnet235

perform not all correctly on all test samples. There-236

fore, we construct the test data by selecting the237

intersection set that feedback provider Mp solves238

correctly while Mr does not as shown in Figure 2.239

Specifically, the pipeline includes three parts: 1)240

feedback receiver LMM locally-running; 2) feed-241

back provider LMM API-calling; and 3) Intersec-242

tion set selection. Such a data construction process243

leads to each tested LMM having a different test244

data set.245

Given a test dataset D, we begin by having the246

feedback receiver model Mr process every instance247

in D to produce a negative set Un consisting of248

tasks it fails to solve correctly. Next, the feedback249

provider model Mp processes the same dataset to250

generate a positive set Up comprising tasks it solves251

correctly. We then define Utest as the intersection252

of Un and Up, i.e.,253

Utest = Un ∩ Up,254

which means that Utest contains tasks that Mp255

solves correctly but Mr does not. This approach256

ensures that the feedback generated by Mp is both257

relevant and reliable.258

3.1.4 InterFeedback Framework259

To make the problem-solving process in an interac-260

tive way, we propose a new straightforward frame-261

work InterFeedback. It includes two roles: feed-262

back receiver Mr and feedback provider Mp, as263

shown in Figure 3. The feedback receiver is the264

candidate LMMs (e.g., Qwen2-VL) ready for the265

benchmark and the feedback provider is the SOTA266

LMM (e.g., GPT-4o) for providing the pertinent267

feedback in each time step in place of a human.268

Consider in time t, the output of Mr is at, and269

the feedback provider Mp has to follow the policy270

that provides the feedback ft from the mapping271

: F (at, st) → ft. The st denotes the correctness272

signal from the verification process via the reward273

As shown in the figure, the perimeter of 
parallelogram ABCD is 16.0, then the 
perimeter of triangle DCE is ()
Choices:
A:10cm B:8cm
C:6cm   D:4cm

Based on this problem, answer 
with only a single letter (A, B, C, 
or D).

The answer is  C

Notice how point E divides one of the sides of the parallelogram
Consider the relationship between parallel sides in a parallelogram
Pay attention to the given perimeter of the parallelogram (16.0)
Think about how the segments forming triangle DCE relate to the original 
parallelogram's …

The answer is  B

Verify

Evaluation

GT Answer: B Correct!

Figure 3: Overview of the proposed framework Inter-
Feedback for assessing an LMM’s ability to improve
itself through feedback. The model interacts with hu-
mans to progressively solve a problem, and after each
conversation round, we verify the correctness of the an-
swer. If the answer is incorrect, an LMM-stimulated
human will provide constructive feedback. The model’s
output is recorded, and its performance is evaluated af-
ter receiving the feedback.

function. We record the model outputs for the final 274

evaluation. 275

3.2 Human Benchmarking 276

As use SOTA LMMs play the role of feedback 277

provider, how do these LMMs perform when they 278

are feedback receivers? We begin to assess the 279

SOTA LMMs with a human-in-the-loop process. 280

The feedback provider Mp is a trained user who 281

fully understands all the questions in the newly cu- 282

rated dataset InterFeedback-Human. The feedback 283

receiver Mr is the closed commercial LMM such 284

as OpenAI-o1, GPT-4o, Gemini-2.0, and Claude- 285

3.5-Sonnet. This evaluation aims to assess how 286

effectively these leading models can serve as assis- 287

tants in a human-AI interaction system. 288

3.2.1 Data Sources 289

We gather the data with high difficulty and diversity 290

across the domains: visual logic, mathematics, and 291

coding. These were selected to probe the cognitive 292

depth of the models, especially when confronted 293

with complex reasoning problems. The visual logic 294

data we manually collected from publicly available 295

resources. The emphasis on visual logic tasks re- 296

flects the growing demand for models to handle 297

image-based reasoning challenges, such as pattern 298

recognition (Wei et al., 2025) (e.g., determining the 299

next shape in a sequence) and character-based logic 300

(e.g., interpreting transformations between sym- 301
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bols). We also collect the multimodal mathematic302

data from the existing dataset MathVerse (Zhang303

et al., 2024) and the multimodal expert-level data304

from MMMU-Pro (Yue et al., 2024b), following305

their data license. Additionally, we also involve the306

natural language task into InterFeedback-Human307

to analyze such capability in the NLP area.308

3.2.2 Data Statistics309

In summary, InterFeedback-Human encompasses310

a total of 120 tasks distributed across the five311

task types: 80 visual logic tasks, 10 mathematical312

logic tasks (sampled from NuminaMath (Li et al.,313

2024b)), 10 coding tasks (sampled from CodeCom-314

prehension (Imbue, 2024)), 10 MMMU-Pro tasks,315

and 10 MathVerse tasks.316

3.2.3 Hierachical Feedback317

We design a hierarchical feedback generation318

scheme to gradually increase the information in-319

tensity. Specifically, we ask the human to give the320

following three-level feedback:321

• Level 1: Provide a basic and simple descrip-322

tion that leads to the correct answer.323

• Level 2: Provide an expanded explanation that324

leads to the correct answer.325

• Level 3: The correct answer is GT Answer.326

Provide a comprehensive and detailed expla-327

nation that leads to the correct answer.328

Since most of our questions have four options,329

giving more than three rounds of feedback might let330

the model guess the answer by elimination rather331

than by reasoning. For example, if the correct an-332

swer is A and the model already gave B, C, and D,333

a third round of feedback is unnecessary. There-334

fore, we directly provide the GT Answer in Level335

3 feedback prompts to test the models’ ability to336

explain their thinking process.337

3.2.4 Evaluation Integration338

To ensure fairness and consistency in our evalua-339

tion, we engaged only one experienced user. Since340

human-in-the-loop feedback is inherently subjec-341

tive, involving multiple participants could intro-342

duce variability due to differences in background343

and expertise. This approach helps maintain the344

reliability of the relative performance comparisons345

across candidate LMMs.346

4 Experiments 347

4.1 Experiment Setup 348

Evaluation Models. We evaluate the performance 349

of foundation models served as the feedback 350

receiver Mr across 10 representative LMMs: 351

LLaVA-1.5-7B (Liu et al., 2024a), LLaVA-1.6-7B 352

(Liu et al., 2024b) (Mistral-7B), LLaVa-OneVision- 353

7B (Li et al., 2024a) (Qwen2-7B (Yang et al., 354

2024)), Qwen2-VL-7B (Wang et al., 2024), 355

GLM-4V-9B (Wang et al., 2023), InternVL2 356

(OpenGVLab, 2024), Molmo (Deitke et al., 2024), 357

MiniCPM-V (Yao et al., 2024), Phi-3.5-Vision 358

(Abdin et al., 2024), and Fuyu-8B (Bavishi et al., 359

2023). The feedback provider Mp includes the 360

three best available models from three model 361

families: OpenAI (gpt-4o-2024-08-06), 362

Gemini (Gemini-1.5-Pro), and Claude 363

(Claude-3.5-Sonnet-2024-10-22). 364

Evaluation Metrics. In addition to the Accu- 365

racy metric, we leverage the Correction Rate, de- 366

fined as the percentage of corrected answers of all 367

erroneous samples. Let N denote the total number 368

of samples, Ne the number of erroneous samples, 369

and Nc the number of samples that have been cor- 370

rected. The Accuracy and Correction Rate metrics 371

can be formulated as follows: 372

Accuracy =
(1−Ne)

N
× 100%, (1) 373

Correction Rate =
(Nc)

Ne
× 100%. (2) 374

Implementation Details. We set the temper- 375

ature to 0 for all tested models and API models. 376

The image resolution of the Qwen2-VL model we 377

restrict to 512 × 512 to avoid the memory ex- 378

ceeded error. All evaluations were conducted on 379

two NVIDIA RTX A6000 GPUs. To ensure the 380

reliability of results, we obtain the intersection set 381

for both the feedback receiver and provider models 382

that are able to output the correct answer format. 383

Based on our preliminary experiments, we lim- 384

ited the interactive benchmarking to a single round. 385

This decision is driven by two observations: most 386

models fail to provide correct answers in subse- 387

quent rounds, and multiple rounds tend to lead to 388

answer guessing, which undermines the reliability 389

of quantitative evaluation. 390

Feeback Types. As introduced in Section 3.1, 391

we employ closed-source LMMs to stimulate the 392

human to provide pertinent feedback at each con- 393

versation round. Additionally, we propose a sim- 394
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Model
GPT-4o Gemini-1.5-Flash Claude-3.5-Sonnet

Acc (%) # Neg # Test Detail (%) Simple (%) # Test Detail (%) Simple (%) # Test Detail (%) Simple (%)

LLaVa-OneVision-7B 25.6 2933 373 36.2 18.0 428 29.0 15.7 2953 4.1 2.4
InternVL2-8B 38.1 2440 379 49.6 41.2 375 48.8 44.4 376 43.4 40.2
Molmo-7B 25.6 2931 452 55.1 52.0 507 36.5 38.9 597 37.4 40.0
MiniCPM-V 16.2 3301 552 28.4 20.3 741 16.6 25.4 772 18.7 27.1
GLM-4V-9B 20.2 3146 440 38.6 28.2 568 30.1 29.9 603 30.0 26.4
Phi3.5-Vision-4.2B 19.0 3192 534 36.1 33.7 579 31.3 33.7 616 26.8 29.1
LLaVa-1.5-7B 13.5 3409 763 23.2 14.3 678 18.0 14.7 816 8.3 11.2
LLaVa-1.6-Mistral-7B 14.8 3357 549 41.0 35.9 661 5.9 5.9 617 33.5 33.2
Fuyu-8B 21.8 3083 582 24.1 19.8 635 15.0 12.9 755 14.0 11.5
Qwen2-VL-7B 22.5 3052 295 66.8 72.2 470 41.9 44.9 505 50.5 52.7

Table 1: Correction Rate Results of three Feedback Providers on MathVerse Dataset. Acc (%): The average
accuracy of MathVerse’s testmini set. The results are tested by ourselves. # Neg: The number of negative samples
produced by the model. # Test: The total number of test samples evaluated. Detail (%): correction rate of using
LMM-generated feedback. Simple (%): correction rate of using simple feedback (0 or 1).

Model
GPT-4o Gemini-1.5-Flash Claude-3.5-Sonnet

Acc (%) # Neg # Test Detail (%) Simple (%) # Test Detail (%) Simple (%) # Test Detail (%) Simple (%)

LLaVa-OneVision-7B 47.1 915 312 31.7 15.7 333 35.4 18.6 408 27.5 16.4
InternVL2-8B 45.7 939 343 50.1 41.4 329 57.1 50.2 437 50.1 41.2
Molmo-7B 43.8 973 362 51.7 48.9 383 41.5 43.1 436 29.8 27.5
MiniCPM-V 38.1 1071 410 27.3 23.7 503 21.5 21.7 540 24.4 23.3
GLM-4V-9B 46.0 935 327 38.8 30.0 359 38.7 31.5 441 34.9 27.9
Phi3.5-Vision-4.2B 43.2 983 366 44.3 42.3 396 40.9 39.6 484 39.9 38.0
LLaVa-1.5-7B 36.5 1099 506 31.9 12.3 470 20.0 16.0 595 13.9 13.4
LLaVa-1.6-Mistral-7B 38.8 1058 432 46.1 36.1 429 14.7 14.7 515 42.3 35.3
Fuyu-8B 34.1 1140 481 6.0 8.7 1140 3.7 3.5 612 9.5 6.9
Qwen2-VL-7B 48.1 898 268 50.4 44.8 322 39.4 37.6 389 42.9 37.3

Table 2: Correction Rate Results of three Feedback Providers on MMMU-Pro Dataset. We test models on a
single image setting of MMMU-Pro.

plified feedback mechanism that only indicates cor-395

rectness (i.e., correct or incorrect), without a de-396

tailed explanation. In summary, we evaluate the397

models using two feedback types: Detail and Sim-398

ple. The Detail feedback comprises both Simple399

feedback and detailed LMM-generated feedback.400

4.2 Experimental Analysis on Interactive401

Benchmarking402

To thoroughly investigate the ability of LMMs403

to integrate feedback and improve their problem-404

solving performance, we present evaluation results405

for various models on two datasets—MathVerse406

(Zhang et al., 2024) in Table 1 and MMMU-Pro407

(Yue et al., 2024b) in Table 2, respectively. Below,408

we provide a detailed discussion of key findings.409

Interactive process could improve the perfor-410

mance of most LMMs. As demonstrated in both411

tables, integrating our proposed framework Inter-412

Feedback enables most models to benefit from feed-413

back provided by SOTA LMMs, such as GPT-4o414

and Claude-3.5-Sonnet. Notably, even the weaker415

model Fuyu-8B sees 24.1% of its erroneous sam-416

ples corrected through GPT-4o’s feedback.417

Current LMMs struggle to enhance perfor-418

mance through feedback. As shown in the ta- 419

bles, most LMMs are unable to correct all erro- 420

neous samples, even when provided with feedback 421

from state-of-the-art closed-source models such as 422

Claude-3.5-Sonnet and GPT-4o. For example, con- 423

sider the two leading open-source models, Qwen2- 424

VL-7B and Molmo. Qwen2-VL-7B achieves a 425

66.8% correction rate on the MathVerse dataset 426

with GPT-4o’s feedback, but only a 50.4% correc- 427

tion rate on the MMMU-Pro dataset. Similarly, 428

Molmo-7B attains correction rates of 55.1% and 429

51.7% on the MathVerse and MMMU-Pro datasets, 430

respectively. Overall, the correction rates for the 431

rest models remain below 50%. This suggests that 432

even with constructive feedback from advanced 433

LMMs, current models struggle to enhance perfor- 434

mance through feedback generally. 435

Accuracy result may not truly reflect the 436

model’s capability. As shown in Table 1, al- 437

though InternVL2-8B achieves a higher accuracy 438

(38.1%), its correction rate is only 49.6%. In con- 439

trast, Qwen2-VL-7B, with a lower accuracy of 440

22.5%, attains the highest correction rate of 66.8% 441

when using GPT-4o’s feedback. Similarly, Molmo- 442
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Model Visual Logic MMMU-Pro MathVerse MathText CodingText Average

Gemini-2.0 21.3 50.0 70.0 50.0 50.0 32.5
Claude-3.5 37.5 60.0 80.0 70.0 70.0 48.3
OpenAI-o1 28.8 60.0 90.0 90.0 90.0 46.7
GPT-4o 25.0 70.0 80.0 60.0 50.0 38.3

Table 3: Human Evaluation Results across LMMs on InterFeedback-Human. MathText and CodingText represent
two text-only task categories. The scores represent the average percentage of correct samples among all samples.

Model # Round Visual Logic MMMU-Pro MathVerse MathText CodingText Average

Gemini-2.0
1 38.1 20.0 33.3 0.0 80.0 37.0
2 20.6 0.0 33.3 20.0 20.0 19.8
3 41.3 80.0 33.3 80.0 0.0 43.2

Claude-3.5
1 38.0 0.0 50.0 33.3 66.7 37.1
2 32.0 25.0 50.0 33.3 66.7 30.6
3 30.0 75.0 0.0 66.7 0.0 32.3

OpenAI-o1
1 38.6 0.0 100.0 11.1 100.0 39.1
2 21.1 0.0 0.0 0.0 0.0 18.8
3 40.4 100.0 0.0 0.0 0.0 42.2

GPT-4o
1 41.7 33.3 100.0 25.0 40.0 41.9
2 31.7 0.0 0.0 0.0 0.0 25.7
3 26.7 66.7 0.0 75.0 60.0 32.4

Table 4: Correction Rate Results across various LMMs on InterFeedback-Human. MathText and CodingText

represent two text-only task categories. # Round denotes the number of interaction rounds. The correction rate is
the percentage of corrected samples among all erroneous samples.

7B surpasses InternVL2-8B in correction rate de-443

spite having lower accuracy. On the MMMU-444

Pro dataset (see Table 2), LLaVA-OneVision-7B445

records the second-best accuracy (i.e., 47.1%) but446

only a 31.7% correction rate, which is lower than447

that of several models who have inferior accuracy448

(e.g., InternVL2-8B, Molmo-7B, GLM-4v-9B, and449

Phi3.5-Vision-4.2B). This inconsistency between450

initial answering ability and self-improvement ca-451

pability indicates that evaluating models solely on452

accuracy may not fully capture their true potential.453

Simple feedback also enhances performance.454

In addition to using detailed LMM-generated feed-455

back, we evaluated models with binary (0/1) feed-456

back that simply indicates the correctness of their457

current response. Surprisingly, the results show458

that all models benefit from this simple feedback459

mechanism. This suggests that while LMMs have460

the inherent potential to generate correct answers,461

they may require additional prompting techniques462

to fully harness their problem-solving capabilities.463

LMM-generated feedback is not always bet-464

ter than simple feedback. By comparing the re-465

sults obtained using Detail feedback from GPT-4o466

with those using Simple binary feedback, we ob-467

serve that most models perform better with detailed468

feedback. For example, on the MathVerse dataset,469

LLaVA-OneVision-7B achieves 36.2% with de-470

tailed feedback versus 18.0% with binary feedback;471

InternVL2-8B increases from 41.2% to 49.6%; and 472

MiniCPM-V increases from 20.3% to 28.4%. The 473

only exception is Qwen2-VL, which scores 66.8% 474

with detailed feedback and 72.2% with simple feed- 475

back. Similarly, on the MMMU-Pro dataset, only 476

Fuyu-8B performs worse with detailed feedback 477

(6.0% vs. 8.7%). 478

The quality of feedback is crucial: low-quality 479

feedback can degrade performance more than 480

simply providing binary (0/1) feedback. We 481

compare the feedback provided by GPT-4o and 482

Gemini-1.5-Flash on the challenging MathVerse 483

dataset, where most models achieve accuracies be- 484

low 30%, highlighting the difficulty of its problem 485

instances. We find that leveraging a suboptimal 486

model (Gemini-1.5-Flash) to deliver simple binary 487

feedback—merely indicating the correctness of 488

the tested model’s output—can outperform LMM- 489

generated detailed feedback. Specifically, the cor- 490

rection rates using simple feedback exceed those 491

with detailed feedback for several models: Molmo- 492

7B (38.9% vs. 36.5%), MiniCPM-V (25.6% vs. 493

16.6%), Phi3.5-Vision-4.2B (33.7% vs. 31.3%), 494

and Qwen2-VL-7B (44.9% vs. 41.9%). 495

4.3 Experimental Analysis on Human 496

Benchmarking 497

In this section, we will introduce the human evalu- 498

ation results of several well-known closed-source 499

7
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only) and MMMU-Pro tasks show little corrections in
rounds 1 and 2. In contrast, Coding (Text-only) and
MathVerse tasks exhibit corrections during rounds 1
and 2.

families: OpenAI (GPT-4o, OpenAI-o1), Claude500

(Claude-3.5-Sonnet-20241022), and Gemini501

(Gemini-2.0-Flash-Exp).502

Overall Results. In Table 3: (1) The best scores503

for each subcategory in our InterFeedback-Human504

are 37.5% (Claude-3.5-Sonnet), 70.0% (GPT-4o),505

90% (OpenAI-o1), and 90% (OpenAI-o1), respec-506

tively. (2) Overall, Claude-3.5 achieves the highest507

average accuracy at 48.3%.508

Correction rate results analysis. Comparing509

the correction rates across rounds in Table 4 re-510

veals that GPT-4o benefits the most from human511

feedback in the first round, correcting 41.9% of512

erroneous samples, while Claude-3.5 exhibits its513

strongest correction performance in the second514

round, with 30.6% of erroneous samples corrected.515

Given that the ground truth answer is provided in516

the third round, all LMMs are able to supply their517

reasoning steps for selecting the correct answer.518

Distribution of Tasks Corrected Across519

Rounds. Figure 4 illustrates the distribution of520

tasks solved by each LMM across the interaction 521

rounds. Round 0 represents the initial accuracy be- 522

fore beginning human-AI interactions. For exam- 523

ple, GPT-4o solved 38.3% of instances in Round 0, 524

25.8% in Round 1, and 20% in Round 2. Addition- 525

ally, during the first two rounds, both OpenAI-o1 526

and Claude-3.5-Sonnet solved the same number of 527

samples, achieving a performance of 67.5%. 528

Distribution of corrected samples across vari- 529

ous task categories. As shown in Figure 5, Visual 530

logic tasks are mostly resolved within the first two 531

rounds, whereas Math (Text-only) and MMMU- 532

Pro tasks show little corrections in rounds 1 and 533

2. In contrast, Coding (Text-only) and MathVerse 534

tasks exhibit corrections during rounds 1 and 2. 535

Summarization. The closed-source SOTA 536

LMMs demonstrate enhanced problem-solving ca- 537

pabilities when provided with human feedback. 538

Most models show improvement after the first 539

round of feedback, with over 55% of samples being 540

successfully addressed. 541

5 Conclusion 542

In this work, we introduced InterFeedback-Bench, 543

the first solution to concern the critical importance 544

of evaluating the interactive intelligence of current 545

LMMs. We build an interactive framework Inter- 546

Feedback which can be applied to any LMM and 547

dataset to bootstrap the testing in an interactive way. 548

We conduct the comprehensive evaluations on 10 549

open-source LMMs by demonstrating with two rep- 550

resentative datasets MathVerse and MMMU-Pro. 551

Additionally, we present InterFeedback-Human, a 552

new benchmark for manually testing the leading 553

models such as OpenAI-o1 and Claude-3.5 with 554

120 curated samples. Our evaluation results show 555

that even the SOTA LMM (like OpenAI-o1) can 556

only correct their results through human feedback 557

with less than 50%. Several findings point to the es- 558

sential need for methods that improve the LMM’s 559

ability to receive feedback to improve themselves. 560
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6 Limitations561

Our method is not without limitations. First, as562

an initial attempt in the field, this work proposes563

a straightforward method to bootstrap the LMMs564

in an interactive way. We use the leading LMM565

to stimulate the humans mimicking the human-AI566

interaction process. Due to the difficulty of existing567

benchmarks, the leading LMMs may not fully pro-568

vide all pertinent feedback though we propose two569

strategies: 1) select the intersection set for testing570

and 2) record the valid output only. Second, due571

to the testing limits of using Deepseek-R1 on its572

website, we cannot test its interactive intelligence573

in this version. Moreover, since the Gemini-2.0-574

Flash API calling function (pay-as-you-go) was575

only made available after February 6, 2025, we did576

not have sufficient time to integrate it as a feedback577

provider.578
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A Model Sources.886

For different LMMs, we select their latest mod-887

els with sizes around 7B for evaluation. Table888

5 presents the release time and model sources of889

LMMs used in InterFeedback-Bench.890

B Qualitative Examples.891

Interactive process could improve the perfor-892

mance of leading LMMs. In Figure 6, we provide893

the qualitative results of different models. For the894

same question, Claude-3.5-Sonnet gives the cor-895

rect answer C without human feedback, Gemini-896

2.0-Flash uses two rounds while OpenAI-o1 uses897

three rounds. It indicates that 1) even the SOTA898

models like OpenAI-o1 can not fully address the899

visual logic problem which is worse than Claude-900

3.5-Sonnet, 2) the responses can be corrected by901

human feedback which shows that the models have902

the capability of interpreting and incorporating the903

feedback into their reasoning, 3) Different models904

shows a different level of this capability. Addition-905

ally, we provide another example in Figure 7.906

LMMs may not truly reasoning-They guess907

answers by elimination. In Figure 8, we find that908

the model will guess the answer when we only have909

four options, the model tends to guess answers. For910

the same question, we conduct twice runs and find911

that OpenAI-o1 could not solve this problem at the912

beginning, but two different answers were given in913

these two runs. In the first run, the model outputs D914

at the beginning while in the second run, the model915

outputs the A at the beginning. In the following916

rounds, we provide the same prompts to ensure the917

fairness comparison, one can see that based on the918

same prompt, it outputs the same answer C in the919

second round. The left run in the figure shows the920

correct answer in the third round while the right921

run in the figure shows the incorrect answer D. We922

continue to give the third feedback for round 4, and923

the right run finally gives answer B. It is obvious924

that when a problem cannot solved by a model, it925

will 1) outcome answer randomly, and 2) outcome926

the answer through an elimination approach. These927

results may indicate that LMMs may not always928

truly reason they may give the answer by guessing.929

Additionally, we provide another example in Figure930

9 to illustrate that LMMs may guess answers when931

they can not solve the challenging problems.932

LMMs still fail when the GT answer is not933

provided in the level 3 feedback. As discussed in934

Section 3.2, we include the GT answer in the level935

3 feedback prompt to examine whether the model 936

can generate the correct reasoning procedure that 937

leads to the correct answer. When we remove the 938

GT answer as in Figure 10, the model still fails to 939

produce the correct answer, indicating its limited 940

capability in solving challenging problems even 941

when detailed feedback is provided as guidance. 942
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Model Release Time Source

Closed-source Models

GPT-4o (OpenAI, 2023) 2024-08-26 https://openai.com/index/hello-gpt-4o/

OpenAI-o1 (OpenAI, 2024) 2024-12-17 https://openai.com/o1/

Gemini-1.5-Flash (Gemini, 2024) 2024-09-24 https://deepmind.google/technologies/gemini/

Gemini-2.0-Flash 2025-01-21 https://deepmind.google/technologies/gemini/

Claude-3.5-Sonnet 2024-10-22 https://www.anthropic.com/claude/sonnet

Open-source Models

LLaVA-One-Vision 2024-08-05 https://llava-vl.github.io/blog/2024-08-05-llava-onevision/

InterVL2-8B 2024-07-04 https://internvl.github.io/blog/2024-07-02-InternVL-2.0/

Molmo-7B 2024-09-24 https://huggingface.co/allenai/Molmo-7B-D-0924

MiniCPM-V 2024-08-03 https://huggingface.co/openbmb/MiniCPM-V

GLM-4V-9B 2024-11-01 https://huggingface.co/THUDM/glm-4v-9b

Pih3.5-Vision-4.2B 2024-08-20 https://huggingface.co/microsoft/Phi-3.5-vision-instruct

LLaVA-1.5-7B 2023-10-05 https://huggingface.co/liuhaotian/llava-v1.5-7b

LLaVA-1.6-Mistral-7B 2024-01-30 https://huggingface.co/llava-hf/llava-v1.6-mistral-7b-hf

Fuyu-8B 2023-10-27 https://huggingface.co/adept/fuyu-8b

Qwen2-VL-7B 2024-08-30 https://huggingface.co/Qwen/Qwen2-VL-7B

Table 5: The release time and model source of LMMs used in our InterFeedback-Bench.

Claude 3.5 Sonnet
Question:

Select the most appropriate option from four 

choices to complete a sequence or reveal a 

pattern. 

GT Answer:  C.

(The key point of this question is that Figure 3 

represents the common part of Figures 1 and 

2.)

Select one answer from the options "A, B, C, D" to 

complete the sequence.

In the first box, there are three shapes in squares: 

circle, triangle, empty. In the second box, there are 

two shapes: a triangle inside a circle, and a square 

inside a circle. 

The pattern appears to be: if a shape appears 

alone in the first box, it becomes 'encased' by a 

circle in the second box … the answer is C.

Gemini 2.0 Flash

Select one answer from the options "A, B, C, D" to 

complete the sequence.

… the missing figure in the second row should have 

the same shape as the missing figure in the first row. 

Therefore, the missing figure in the second row 
should be a square, which corresponds to option B.

Incorrect. I recommend reevaluating the task from 

the perspective of “Relationships between graphs”. 

The missing figure (Figure 3, Right) must contain the 

shape that is common to both Figure 1 and Figure 2. 

Common Shape: The circle is present in both figures. 

The missing figure should be a circle. Therefore, the 

correct answer is C.

OpenAI-O1

Select one answer from the options "A, B, C, D" to 

complete the sequence.

Following that same cycle, the next (sixth) frame 

should be a circle enclosing a circle again. Among 

the given choices (A–D), that corresponds to 

choice D.

Incorrect. I recommend reevaluating the task from 

the perspective of “Relationships between graphs”. 

… So, by that same repeating pattern of “triangle 

→ square” inside the circle, the missing sixth box 

should be a circle containing a triangle again. 

Hence, the best answer is A (triangle).

Incorrect. I suggest analyzing the problem from 

the perspective of “Figure 3 is the common part of 

Figures 1 and 2”.

… Likewise, Figures 4 and 5 both use the same 

circular container but hold different shapes 

(triangle vs. square). So, Figure 6 should be just 

that common circular container (an empty circle). 

Among the choices, the empty circle is option C.

Figure 6: Qualitative results on different LMMs.
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Claude 3.5 Sonnet
Question:

As shown in the figure, it is known that angle 

A = 80 °, angle B = 60 , DE parallel BC, then 

the size of angle CED is ___?

Choices:  A: 40°  B: 60°  C: 120°  D: 140°

GT Answer:  D: 140°.

Select one answer from the options "A, B, C, D" to 

complete the sequence.

… Since we know ∠ A = 80° and ∠ B = 60 ° , We can 

find ∠ C in triangle ABC: ∠ 𝐶 = 180° − ∠ 𝐴 − ∠ 𝐵, 

∠ 𝐶 = 180° − 80° − 60° = 40°.

Now, because DE is parallel to BC, ∠ CED = 180° - 

∠C, ∠ CED = 180° - 40° = 140°. 

Therefore, angle CED is 140°. The answer is D: 140°.

Gemini 2.0 Flash

Select one answer from the options "A, B, C, D" to 

complete the sequence.

Since DE is parallel to BC, the corresponding 

angles are equal. Angle CED is a corresponding 

angle to angle C. …, Therefore, … The correct 

answer is A: 40°.

Incorrect. I recommend reevaluating the task from 

the perspective of thinking about the triangle as 

180° and the parallel lines' properties.

Since DE is parallel to BC, the consecutive interior 

angles on the same side of the transversal are 

supplementary. Therefore, … The correct answer is D: 

140°.

OpenAI-O1

Select one answer from the options "A, B, C, D" to 

complete the sequence.

Since DE || BC, triangle ADE is similar to triangle 

ABC.

Line AC is a transversal of the parallel lines DE 

and BC, so the angle formed at E by CE and

DB (i.e. ∠CED) corresponds to ∠ C in triangle ABC.

In triangle ABC, the angles are 80° (at A), 60° (at 

B), and thus 40° (at C).

Therefore, ∠CED = 40°.

Incorrect. I recommend reevaluating the task from 

the perspective of thinking about the triangle as 

180° and the parallel lines' properties.

… The angles ∠BCE (at C) and ∠CED (at E) lie on the 

same side of this transversal, so they are co-

interior angles and must sum to 180°.

∠BCE is the same as ∠BCA = 40°. Hence, ∠CED = 

180° - 40° = 140°.

Figure 7: Qualitative results on different LMMs.

Question:

Select the most appropriate option from four 

choices to complete a sequence or reveal a 

pattern. 

GT Answer:  B. 

(This question tests the concept of shape 

overlay, with attention to the fact that the 

obscured parts are not visible.)

OpenAI-O1

Select one answer from the options "A, B, C, D" to 

complete the sequence.

… only D shows that same offset‐overlap arrangement 

of ellipse over rectangle, so D is the best fit.

Incorrect. Please focus on the graphic overlay.

… we want the ellipse in front with the rectangle 

partly showing behind. Option C is the choice that 

clearly shows the ellipse overlaid on the rectangle 

with the rectangle partially visible behind, matching 

the top‐row overlay pattern.

Incorrect. Please focus on the graphics are super-

imposed and the obscured parts are invisible.

Among the answer choices, B clearly shows the 

ellipse in front with the rectangle’s edges visible to 

the sides, mirroring the top‐row overlap pattern.

OpenAI-O1

Select one answer from the options "A, B, C, D" to 

complete the sequence.

In both rows, there seems to be a progression of 

shapes with different orientations or alterations … 

the answer is A.

Incorrect. Please focus on the graphic overlay.

… where the oval has an overlay in the middle, and 

this time it should be a 3D-like effect similar to the 

triangles in the first row. Option C has an oval with 

an overlay in the center, matching the pattern.

Incorrect. Please focus on the graphics are super-

imposed and the obscured parts are invisible.

Option D fits this pattern perfectly. It shows an oval 

with a new shape super-imposed, and the hidden 

parts of the shape are not visible …

Incorrect. The correct answer is B. The graphics are 

layered on top of each other, which means that any 

parts hidden underneath are not visible. 

Option B features an oval with a different shape 

inside it, continuing the pattern of a shape inside 

an oval where parts of the shape are hidden.

Figure 8: An example that model tends to guess answers.
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Question:

Select the most appropriate option from four 

choices to complete a sequence or reveal a 

pattern. 

GT Answer:  A. 

(This question examines the type of figures. 

The first group of figures are all plane figures: 

the second group of figures are three-

dimensional figures.)

Select one answer from the options "A, B, C, D" to 

complete the sequence.

The answer is B, as it shows an octagonal prism, which 

is the 3D equivalent of the 2D octagon in the first box.

Incorrect. Please focus on the type of figures. 

Therefore, the answer is C, as it shows a circle with a 

line through it, which represents how an octagon 

would appear when viewed at an angle.

This is similar to how a circle remains a circle, and a 

square becomes a cube-like shape when viewed at 

an angle.

Incorrect. Please focus on the type of figures. The 

first group of figures are all plane figures, and the 

second group of figures are solid figures.

… Therefore, the answer is D, as it represents the 

circular view you would see when looking at an 

octagonal solid from above or below.

Claude 3.5 Sonnet OpenAI-4o

Incorrect. Distinguish the solid and plane figures.

… Therefore, the answer must be B - the octagonal 

prism. This maintains the pattern of converting 2D 

shapes into their 3D equivalents.

Select one answer from the options "A, B, C, D" to 

complete the sequence.

Incorrect. Please focus on the type of figures. 

The correct choice should be Option B, as it 

represents an octagonal prism, matching the 

pattern of transforming 2D shapes into their 

corresponding 3D versions.

Incorrect. Please focus on the type of figures. The 

first group of figures are all plane figures, and the 

second group of figures are solid figures.

… Therefore, the answer is D, as it represents the 

circular view you would see when looking at an 

octagonal solid from above or below.

Incorrect. Distinguish the solid and plane figures.

… The correct choice is B, as it represents a solid 

shape with an octagonal face, completing the 

pattern.

The missing shape should be a 3D object that 

corresponds to an octagon, similar to how the 

cylinder corresponds to the circle and the cube 

corresponds to the square. The correct answer is 

the shape that represents an octagonal prism 

(Option B).

Figure 9: An example that model tends to guess answers.

Question:

As shown in the figure, AB parallel EF, angle 

BAC = 50°, then angle ACD = ( ) 

Choices:  A: 120°  B: 130°  C: 140°  D: 150°

GT Answer:  C.

Select one answer from the options "A, B, C, D" to 

complete the sequence.

Incorrect. When parallel lines (AB and EF) are 

intersected by a transversal (line AC), alternate 

interior angles are equal …

Since AB || EF, ∠𝐵𝐴𝐶 corresponding to ∠𝐴𝐶𝐷 

through the supplementary relationship of the 

interior angles. The sum of angles on a straight 

line is 180°. ∠𝐴𝐶𝐷 = 180° − 50° = 30°. The 

correct choice is B: 130°.

Since AB || EF and AC is a transversal, alternate 

interior angles are equal. Therefore, ∠𝐴𝐶𝐷 = 

∠𝐵𝐴𝐶 = 50°. The sum of angles at point C along a 

straight line is 180°. So, ∠𝐴𝐶𝐷 = 180° − 50° =

130°. correct choice is B: 130°.

Incorrect. Add a support straight horizontal line 

through point C to help you solve it. 

… use the Straight-Line Property: Since angles on 

a straight-line sum to 180°. ∠𝐴𝐶𝐷 = 180° − 50° =

130°. 

Incorrect. Please reconsider your answer. 

Using the straight-line property. ∠𝐴𝐶𝐷 +  ∠𝐷𝐶𝐹 =

180°. Substituting known values: 50° + ∠𝐴𝐶𝐷 =

180°. Solving for ∠ACD = 130°.  

GPT-4o without GT Answer

Select one answer from the options "A, B, C, D" to 

complete the sequence.

Incorrect. When parallel lines (AB and EF) are 

intersected by a transversal (line AC), alternate 

interior angles are equal … 

Since AB || EF, ∠𝐵𝐴𝐶 corresponding to ∠𝐴𝐶𝐷 

through the supplementary relationship of the 

interior angles. The sum of angles on a straight 

line is 180°. ∠𝐴𝐶𝐷 = 180° − 50° = 30°. The 

correct choice is B: 130°.

Since AB || EF and AC is a transversal, alternate 

interior angles are equal. Therefore, ∠𝐴𝐶𝐷 = 

∠𝐵𝐴𝐶 = 50°. The sum of angles at point C along a 

straight line is 180°. So, ∠𝐴𝐶𝐷 = 180° − 50° =

130°. correct choice is B: 130°.

Incorrect. Add a support straight horizontal line 

through point C to help you solve it. 

… use the Straight-Line Property: since angles on 

a straight-line sum to 180°. ∠𝐴𝐶𝐷 = 180° − 50° =

130°. 

Incorrect. The correct answer is C. angle ACD = 140 …

Using the straight-line property. ∠𝐴𝐶𝐷 = ∠𝐴𝐶𝐺 +

∠𝐺𝐶𝐷 = 50° + 90° = 140°. Correct choice is C. 

GPT-4o with GT Answer

A B

E F

C

D

Figure 10: Qualitative results by removing GT answer in level 3 feedback.
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