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Abstract

Digital pathology has demonstrated its impact in improving diagnostics and prognostics in
the field of pathology, through the utilization of deep learning algorithms. However, equip-
ment from different scanner vendors used for digitizing the glass slides impose challenges for
researchers due to non-interoperability between their proprietary formats. We have previ-
ously published OpenPhi (Open PatHology Interface), a Python Application Programming
Interface providing seamless access to the iSyntax format of the Philips Ultra Fast Scanner,
and in this short paper, we summarise its key features.
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1. Introduction

Digital pathology enables using Artificial Intelligence (AI) for improved diagnostics and
prognostics of various diseases and for reducing inter and intra-observer variability among
pathologists (Bulten et al., 2020; Ström et al., 2020). However, Whole Slide Images (WSI)
are stored in various proprietary formats, complicating AI development. Previous vendor-
neutral libraries, e.g. OpenSlide (Goode et al., 2012), lack support for the iSyntax format
of the Philips IntelliSite scanner, gaining in popularity due to FDA approval. While Philips
recently released a Software Development Kit (SDK) for accessing iSyntax, challenges re-
main. Firstly, the SDK represents a relatively low-level interface requiring familiarity with
the iSyntax format. Secondly, developers cannot rely on a single, consistent application
programming interface (API) due to the lack of integration in vendor-neutral libraries.
Thus, we have released a Python API facilitating seamless access to iSyntax data, requiring
minimal changes to applications designed to rely on OpenSlide (Mulliqi et al., 2021).
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Figure 1: OpenPhi serves as a compatibility layer between Philips SDK and the vendor-
neutral applications. It provides streamlined access to the images and metadata
through its high-level methods. Figure obtained from (Mulliqi et al., 2021) under
CC BY 4.0 (http://creativecommons.org/licenses/by/4.0/).

2. Materials and Methods

OpenPhi follows the structure of the iSyntax data model, where data is represented and
accessed in three parts (1) label image with slide identification information, (2) macro image
providing a thumbnail, low-resolution version of the entire glass slide, and (3) the WSI
providing the regions of interest scanned at high resolution and subjected to the iSyntax
compression scheme.

The recursive DWT employed in the iSyntax format uses the raw pixel data to con-
struct a multi-resolution pyramid, where the pixel data can be extracted at multiple reso-
lutions efficiently. Methods for extracting the pixel data are read wsi, get thumbnail and
read region. The read wsi method reads the entire WSI at a desired level of resolution, and
the read region extracts uncompressed image data of a WSI in rectangular regions at any
desired pyramid level. The label image associated with an iSyntax file contains identifica-
tion numbers specific to the respective laboratory, and can be e.g. extracted using optical
character recognition algorithms. Metadata attributes are extracted through the DICOM
standard (4-byte DICOM tag) (Singh et al., 2011) or adhering to the OpenSlide generic
properties format.

Since the highest resolution pyramid level 0 is the base level, all coordinates of the
subsequent levels are specified with respect to the coordinate system of level 0, but with
different downsampling factors on each level. In addition, image data is premultiplied by
ARGB (Alpha, Red, Green and Blue) format. The names and input parameters of the
methods adhere to the OpenSlide API, allowing developers to use existing code developed
on top of OpenSlide without modifications.

3. Results and Conclusions

Images used for testing the API are scanned needle biopsies from patients in the prospective
Stockholm-3 (STHLM3) study (Grönberg et al., 2015). Around 50,000 biopsies were scanned
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with the Philips UFS and stored as iSyntax. During the experiments, we verified that our
API can successfully interface the iSyntax format with a previously developed deep learning
framework (Ström et al., 2020). OpenPhi serves as a powerful interface between the AI al-
gorithms and the iSyntax format, thus scientific researchers can easily build computer vision
methods and apply analysis modules with minimal effort on the proprietary format. Open-
Phi is freely available at https://gitlab.com/BioimageInformaticsGroup/openphi.
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