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ABSTRACT

Due to their multimodal capabilities, Vision-Language Models (VLMs) have
found numerous impactful applications in real-world scenarios. However, recent
studies have revealed that VLMs are vulnerable to image-based adversarial at-
tacks, particularly targeted adversarial images that manipulate the model to gen-
erate harmful content specified by the adversary. Current attack methods rely on
predefined target labels to create targeted adversarial attacks, which limits their
scalability and applicability for large-scale robustness evaluations. In this pa-
per, we propose AnyAttack, a self-supervised framework that generates targeted
adversarial images for VLMs without label supervision, allowing any image to
serve as a target for the attack. To address the limitation of existing methods
that require label supervision, we introduce a contrastive loss that trains a gener-
ator on a large-scale unlabeled image dataset, LAION-400M dataset, for generat-
ing targeted adversarial noise. This large-scale pre-training endows our method
with powerful transferability across a wide range of VLMs. Extensive experi-
ments on five mainstream open-source VLMs (CLIP, BLIP, BLIP2, InstructBLIP,
and MiniGPT-4) across three multimodal tasks (image-text retrieval, multimodal
classification, and image captioning) demonstrate the effectiveness of our attack.
Additionally, we successfully transfer AnyAttack to multiple commercial VLMs,
including Google’s Gemini, Claude’s Sonnet, and Microsoft’s Copilot. These re-
sults reveal an unprecedented risk to VLMs, highlighting the need for effective
countermeasures. Upon publication, we will release the pre-trained generator to
support further research in addressing this challenge.

1 INTRODUCTION

Vision-Language Models (VLMs) have exhibited remarkable performance across a diverse array
of tasks, primarily attributed to the scale of training data and model size (Radford et al., 2021;
Li et al., 2023; Zhu et al., 2024). Despite their remarkable performance, these models, heavily
reliant on visual inputs, remain vulnerable to image-based adversarial attacks1, which are carefully
crafted input images designed to mislead the model into making incorrect predictions (Szegedy et al.,
2013). While general, untargeted adversarial attacks only aim to induce incorrect outputs, targeted
adversarial attacks present a more insidious threat, manipulating the model’s output to yield an
adversary-specified, predetermined response. For instance, a benign image such as a landscape
could be subtly altered to elicit harmful text descriptions such as “violence” or “explicit content”
from the model. Such manipulation could have severe implications for content moderation systems,
potentially leading to the removal of legitimate content or the inappropriate distribution of harmful
material.

Both targeted adversarial attacks and jailbreak techniques (Zou et al., 2023; Bagdasaryan et al., 2023;
Carlini et al., 2024) aim to induce harmful responses from models. However, the key distinction lies
in their outputs: targeted adversarial attacks produce adversary-specified, predetermined responses,
whereas jailbreak attacks elicit non-predetermined responses. We will further elaborate on this dis-

1For simplicity, we will refer to image-based adversarial attacks as “adversarial attacks” in the remainder of
this paper, distinguishing them from text-based adversarial attacks.
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Figure 1: (a) Existing methods generate targeted adversarial attacks guided by the target labels. (b)
Our AnyAttack is a self-supervised attack method that does not require any labels. The dashed lines
highlight the key differences between the two approaches.

tinction in Section 2. As VLMs become increasingly accessible to the public, facilitating the rapid
proliferation of downstream applications, this vulnerability poses a significant threat to the reliabil-
ity and security of VLMs in real-world scenarios. Therefore, exploring new targeted attack methods
tailored to VLMs is crucial to address these vulnerabilities. However, existing targeted attack meth-
ods on VLMs present challenges due to the reliance on target labels for supervision, which limits
the scalability of the training process. For example, it is impractical to expect a generator trained on
ImageNet (Russakovsky et al., 2015) to produce effective adversarial noise for VLMs.

To address this limitation, we propose a novel self-supervised learning framework called AnyAt-
tack, which utilizes the original image itself as supervision, allowing any image to serve as a target
for the deployment of targeted adversarial attacks. Figure 1 illustrates the differences between
our framework and the existing methods. Drawing inspiration from popular contrastive learning
techniques (Chen et al., 2020; He et al., 2020; Radford et al., 2021; Li et al., 2023), we introduce
a contrastive loss to allow training a generator on the large-scale dataset to generate targeted ad-
versarial noise. This encourages the generated noise to emulate the original image itself (positive
pairs) in the embedding space while differentiating from other images (negative pairs). The unsuper-
vised nature of our method enables large-scale pre-training of our generator on the LAION-400M
dataset (Schuhmann et al., 2021), allowing for the generation of effective adversarial noise. Bene-
fiting from this large-scale pre-training and exposure to a broader spectrum of images, our method
shows powerful transferability across a wide range of VLMs. To the best of our knowledge, this is
the first time such a large-scale dataset has been employed to train a generator for the generation
of targeted adversarial noise. Notably, the generator can produce adversarial images with any given
image, imposing no restrictions on the image itself, thereby introducing an unprecedented security
risk to the entire community.

Furthermore, to enable adaptation to specific domains and multimodal tasks, we fine-tune the
pre-trained generator on downstream datasets for adapting downstream vision-language tasks. To
demonstrate the effectiveness of our approach, we conduct extensive experiments on 5 target VLMs
(CLIP (Radford et al., 2021), BLIP (Li et al., 2022), BLIP2 (Li et al., 2023), InstructBLIP (Dai et al.,
2023), and MiniGPT-4 (Zhu et al., 2024)), across 3 multimodal tasks (image-text retrieval, multi-
modal classification, and image captioning). We also evaluate our method on commercial VLMs,
including Google’s Gemini, Claude’s Sonnet, and Microsoft’s Copilot.

In summary, our main contributions are:

• We propose AnyAttack, a novel self-supervised framework for generating targeted adver-
sarial attacks on VLMs without the need for target labels, allowing any image to be used
as a target for the attack.

• We introduce a contrastive loss that facilitates the training of the generator for adversarial
noise using unlabeled, large-scale datasets. This makes our AnyAttack framework scal-
able, effectively overcoming the limitations of previous methods.

• We demonstrate the effectiveness of our AnyAttack on five mainstream open-source VLMs
across three multimodal tasks. Additionally, we successfully transfer our attack to three
commercial VLMs. These results offer valuable insights into the vulnerabilities of state-
of-the-art models in real-world applications.
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2 RELATED WORK

Targeted Adversarial Attacks A number of works have been proposed to enhance the effective-
ness and transferability of targeted adversarial attacks against vision models. Input augmentation
techniques like image translation (Dong et al., 2019), cropping (Wei et al., 2023), mixup (Wang
et al., 2021; Liu & Lyu, 2024), and resizing (Xie et al., 2019), have been employed to increase the
diversity of adversarial inputs, thereby improving their transferability across different target mod-
els. Additionally, adversarial fine-tuning and model enhancement techniques have been explored
to bolster the attack capabilities of surrogate models (Springer et al., 2021; Zhang et al., 2023; Wu
et al., 2024). These methods typically involve retraining the surrogate models with a mix of clean
and adversarial examples to improve their robustness against future attacks. Furthermore, optimiza-
tion techniques have evolved to stabilize the update processes during adversarial training. Methods
such as adaptive learning rates and gradient clipping have been integrated to ensure more consistent
updates and enhance the overall performance of the adversarial attacks (Dong et al., 2018; Wang &
He, 2021; Lin et al., 2023). These advancements collectively contribute to the development of more
effective and transferable adversarial attacks in the realm of vision models.

Jailbreak Attacks on VLMs VLMs have revolutionized DNNs by leveraging large-scale pre-
training on diverse image-text datasets. These models learn to integrate visual and textual informa-
tion effectively, enabling superb performance across a wide range of tasks. Broadly, VLMs can be
categorized into two types: the first offers multimodal functionalities built on large language models
(LLMs), complemented by visual models, such as BLIP2 (Li et al., 2023), InstructBLIP (Dai et al.,
2023), and MiniGPT-4 (Zhu et al., 2024). The second type provides a more balanced approach,
bridging textual and visual modalities efficiently, as seen in models like CLIP (Radford et al., 2021),
ALIGN (Jia et al., 2021), and BLIP (Li et al., 2022). Recent advancements in VLMs have spurred
parallel research into their vulnerabilities, with jailbreaks and adversarial attacks emerging as dis-
tinct threat vectors. Multimodal jailbreaks primarily exploit cross-modal interaction vulnerabilities
in VLMs, with the intention of influencing LLMs (Zou et al., 2023). These attacks manipulate in-
puts of text (Wu et al., 2023), images (Carlini et al., 2024; Gong et al., 2023; Qi et al., 2024; Niu
et al., 2024), or both simultaneously (Ying et al., 2024; Wang et al., 2024), aiming to elicit harmful
but non-predefined responses. In contrast, image-based adversarial attacks focus on manipulating
the image encoder of VLMs, typically leaving the LLM component largely undisturbed. The objec-
tive is to induce adversary-specified, predetermined responses through precise visual manipulations.
Understanding these differences is crucial for explaining our methodology.

Adversarial Attacks on VLMs Adversarial research on VLMs is relatively limited compared to
the extensive studies on vision models, with the majority of existing attacks focusing primarily on
untargeted attacks. Co-Attack (Zhang et al., 2022) was among the first to perform white-box untar-
geted attacks on several VLMs. Following this, more approaches have been proposed to enhance
adversarial transferability for black-box untargeted attacks (Lu et al., 2023; Zhou et al., 2023; Yin
et al., 2024; Xu et al., 2024). Cross-Prompt Attack (Luo et al., 2024) investigates a novel setup
for adversarial transferability based on the prompts of language models. AttackVLM (Zhao et al.,
2024) is the most closely related work, using a combination of text inputs and popular text-to-image
models to generate guided images for creating targeted adversarial images. Although their approach
shares a similar objective with our work, our method distinguishes itself by being self-supervised
and independent of any text-based guidance.

3 PROPOSED ATTACK

In this section, we first present the preliminaries on CLIP and targeted adversarial attacks and then
introduce our proposed AnyAttack and its two phases (i.e., pre-training and fine-tuning).

3.1 PROBLEM FORMULATION

Threat Model This work focuses on transfer-based black-box attacks, where the adversary gener-
ates an adversarial image x′ using a fully accessible pre-trained surrogate model fs. The adversary
has no knowledge of the target VLMs ft, including its architecture and parameters, nor can they
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Table 1: The supervision and formulation of different targeted adversarial attack strategies. The first
two rely on explicit target supervision (label or image), whereas our AnyAttack is unsupervised.

Strategy Formulation
Target label supervision minL(fs(x+ δ), fs(yt)), s.t. yt ̸= y
Target image supervision minL(fs(x+ δ), fs(xt)), s.t. yt ̸= y

AnyAttack (ours) minL(fs(δ + xr), fs(x)), s.t. xr ̸= x

leverage the outputs of ft to reconstruct adversarial images. The adversary’s objective is to cause
the target VLM ft to incorrectly match the adversarial image x′ with the target text description yt.

We begin by formulating the problem of targeted adversarial attacks. Let fs represent a pre-trained
surrogate model, and D = {(x, y)} denote the image dataset, where x is the original image and y
is the corresponding label (description). The attacker’s objective is to craft an adversarial example
x′ = x + δ that misleads the target model ft into predicting a predefined target label yt. In the
context of VLMs, this objective requires that x′ aligns with yt as a valid image-text pair. The
process of generating targeted adversarial images typically involves finding a perturbation δ using
the surrogate model fs. Existing strategies can be approached through two primary strategies: target
label supervision and target image supervision.

The first approach utilizes the target label yt as supervision, directing the embedding of the adver-
sarial image x′ to align with that of yt, as demonstrated in AttackVLM-it Zhao et al. (2024). The
second approach employs the target image xt, which corresponds to yt, as supervision to encourage
the embedding of x′ to replicate that of xt. This is illustrated in AttackVLM-ii (Zhao et al., 2024)
and certain image-based attacks (Wei et al., 2023; Wu et al., 2024). Both methods depend on ex-
plicit target supervision, as summarized in Table 1. In these approaches, L denotes a distance-based
loss function, such as Euclidean distance or cosine similarity. In contrast, our method, AnyAttack,
employs the input image itself to guide the attack and thus is unsupervised. In this context, xr is a
random image that is unrelated to x, while the adversarial noise δ is designed to align with the origi-
nal image x within the surrogate model’s embedding space. In summary, existing methods generate
adversarial noise that mimics other images, whereas our approach produces adversarial noise that
closely resembles the original image itself.

3.2 ANYATTACK

Framework Overview Our proposed framework, AnyAttack, employs a two-stage training
paradigm: pre-training and fine-tuning. Figure 2 provides a framework overview of AnyAttack.

In the pre-training stage, we train a decoder F , to produce adversarial noise δ on large-scale datasets
Dp. Given a batch of images x, we extract their embeddings using a frozen image encoder E. These
normalized embeddings z are then fed into the decoder F , which generates adversarial noise δ cor-
responding to the images x. To enhance generalization and computational efficiency, we introduce a
K-augmentation strategy that creates multiple shuffled versions of the original images within each
mini-batch. During this process, adversarial noise is added to the shuffled original images (unre-
lated images) to produce the adversarial images. After passing through E, we employ a contrastive
loss to maximize the cosine similarity between positive sample pairs (the i-th elements of the ad-
versarial and original embeddings) while minimizing the similarity between negative sample pairs
(the remaining elements). This approach trains the decoder F to ensure that the perturbed images
resemble the original images in the embedding space of encoder E, while distinguishing them from
the shuffled versions.

In the fine-tuning stage, we adapt the pre-trained decoder F to a specific downstream dataset Df .
The frozen encoder E continues to provide embeddings that guide the generation of adversarial
noise δ. We use an unrelated random image xr from an external dataset De as the clean image to
synthesize the adversarial image xr + δ. Unlike the pre-training stage, where only the encoder is
utilized as a surrogate model, we introduce auxiliary models during the fine-tuning stage to enhance
transferability. We tailor various fine-tuning strategies based on the requirements of each task.
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Figure 2: An overview of the proposed AnyAttack.

Pre-training Stage The pre-training phase of AnyAttack aims to train the generator on large-scale
datasets, enabling it to handle a diverse array of input images as potential targets. Given a batch of
n images x ∈ Rn×H×W×3 from the large-scale training dataset Dp, we employ the CLIP ViT-
B/32 image encoder, which is frozen during training, as the encoder E, to obtain the normalized
embeddings E(x) = z ∈ Rn×d corresponding to the original images x, where d represents the
embedding dimension (i.e., 512 for CLIP ViT-B/32). Subsequently, we deploy an initialized decoder
F , which maps the embeddings z to adversarial noise D(z) = δ ∈ Rn×H×W×3 corresponding to
the original images x. We expect the generated noises δ to serve as adversarial noise representative
of the original images x. Our goal is for the generated noises δ, when added to random images xr,
to be interpreted by the encoder E as the original images x, i.e., E(xr + δ) = E(x).

However, when the number of random images is smaller than the training dataset, the generated
noises δ may overfit to this limited set, leading to poor generalization for F . To address this, we
propose the K-augmentation strategy, which expands the set of random images to match the size
of the training dataset Dp. This strategy increases the number of sample pairs within each batch by
a factor of K, thereby improving computational efficiency. Specially, K-augmentation duplicates
both adversarial noises δ and the original images x K times, forming K mini-batches. For each
mini-batch, the order of the adversarial noises remain consistent, while the order of the original
images is shuffled within the mini-batch, referred to as shuffled images. These shuffled images
are then added to the corresponding adversarial noise, resulting in adversarial images x′. Next,
the adversarial images are fed into F to produce adversarial embeddings z(adv), which are then
used for subsequent calculations against the original embeddings z. We introduce a contrastive loss
that maximizes the cosine similarity between positive sample pairs, defined by the i-th elements of
adversarial and original embeddings in each mini-batch, while minimizing the similarity between the
negative pairs, which consist of all other elements. This setup creates n positive pairs and n(n− 1)
negative pairs in every mini-batch, with gradients accumulated to update F :

LCon = − 1

n

n∑
i=1

log
exp

(
zi · z(adv)i /τ(t)

)
∑n

j=1 exp
(
zi · z(adv)j /τ(t)

) , (1)

where zi and z
(adv)
i are the ℓ2-normalized embeddings of the i-th sample from original images x and

adversarial images x′. τ(t) is the temperature at step t, enabling the model to dynamically adjust
the hardness of negative samples during training. To facilitate learning and convergence in early
training, we set a relatively large initial temperature τ0 at the beginning of training and gradually
decrease it, reaching the final temperature τfinal after a certain number of steps T :

τ(t) = τ0

(
τfinal

τ0

) t
T

= τ0 exp (−λt) . (2)
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3.2.1 FINE-TUNING STAGE

In the fine-tuning stage, we refine the pre-trained decoder F on downstream vision-language datasets
using task-specific objective functions, facilitating its adaptation to particular domains and multi-
modal tasks. The motivation for fine-tuning arises from scenarios where well-defined multimodal
tasks and in-domain images are available. Given a batch of n images x ∈ Rn×H×W×3 from the
downstream dataset Df , the encoder E remains frozen and outputs the embeddings z, which are then
fed into the decoder F to generate the noise δ. We randomly select images from an external dataset
De as unrelated images xr, which are then added to the generated noise δ to create adversarial im-
ages. To improve transferability, we incorporate auxiliary models alongside the encoder E, forming
an ensemble surrogate. Drawing on research in ensemble learning for adversarial attacks (Liu et al.,
2017), we select auxiliary models based on model diversity, as greater differences between mod-
els are known to improve complementarity. This ensures that both adversarial and original images
maintain consistency across the embedding spaces of multiple models.

Depending on the downstream tasks, we employ two different fine-tuning objectives. The first
strategy is tailored for the image-text retrieval task, which imposes stricter requirements for distin-
guishing between similar samples. It demands robust retrieval performance in both directions: from
z(adv) to z and from z to z(adv). This motivates the adoption of a bidirectional InfoNCE loss:

LBi =
1

2n

n∑
i=1

(
− log

exp(zi · z(adv)i /τ)∑n
j=1 exp(zi · z

(adv)
j /τ)

− log
exp(z

(adv)
i · zi/τ)∑n

j=1 exp(z
(adv)
i · zj/τ)

)
. (3)

The second strategy is suited for general tasks, such as image captioning, multimodal classification,
and other broad vision-language applications. It requires z(adv)i to match zi, so we employ cosine
similarity to align z

(adv)
i with zi, denoting this objective as LCos.

4 EXPERIMENTS

In this section, we evaluate the performance of our proposed attack across multiple datasets, tasks,
and VLMs. We evaluate the effectiveness of targeted adversarial attacks first in image-text retrieval
tasks, then multimodal classification tasks, and finally image captioning tasks. Additionally, we
analyze the performance of targeted adversarial images on commercial VLMs.

4.1 EXPERIMENTAL SETUP

Baselines We first employed the state-of-the-art (SOTA) targeted adversarial attack for VLMs,
referred to as AttackVLM (Zhao et al., 2024). This method includes two variations: AttackVLM-ii
and AttackVLM-it, which are based on different attack objectives. Both methods utilize the CLIP
ViT-B/32 image encoder as the surrogate model, consistent with our approach. Additionally, we
incorporated two targeted adversarial attacks designed for visual classification models: SU (Wei
et al., 2023) and SASD-WS (Wu et al., 2024). Since the original cross-entropy loss used in these
methods is not suitable for vision-language tasks, we modified them to employ cosine loss and mean
squared error (MSE) loss to match targeted images. These modified methods are denoted as SU-
Cos/SASD-WS-Cos and SU-MSE/SASD-WS-MSE, respectively. For the SU attack, the surrogate
model is configurable, and we set it to align with our proposed method, namely, CLIP ViT-B/32. For
the SASD-WS attack, we utilized the officially released weights, as its surrogate model includes a
self-enhancement component. We denote our proposed methods as AnyAttack-Cos, AnyAttack-Bi,
AnyAttack-Cos w/ Aux, and AnyAttack-Bi w/ Aux. These represent AnyAttack fine-tuned with
LCos, fine-tuned with LBi, fine-tuned with LCos using auxiliary models, and fine-tuned with LBi
using auxiliary models, respectively.

Datasets, Models, and Tasks For the downstream datasets, we utilize the MSCOCO, Flickr30K,
and SNLI-VE datasets. We employ a variety of target models, including CLIP, BLIP, BLIP2, In-
structBLIP, and MiniGPT-4. The downstream tasks we focus on are image-text retrieval, multimodal
classification, and image captioning. For each task, we selected the top 1,000 images. Additionally,
following the methodology outlined in (Zhao et al., 2024), we used the top 1,000 images from the
ImageNet-1K validation set as clean (unrelated) images to generate adversarial examples.
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Table 2: The retrieval performances on the MSCOCO dataset under different attacks. TR@1,
TR@5, and TR@10 measures text retrieval performance, while IR@1, IR@5, and IR@10 measures
image retrieval performance. R@Mean is the average of all retrieval metrics. Our proposed methods
are italicized, the best results are highlighted in bold, and the second-best results are underlined.

Attack Method MSCOCO

TR@1 TR@5 TR@10 IR@1 IR@5 IR@10 R@Mean

V
iT

-B
/1

6

AttackVLM-ii 0.4 1.0 1.4 0.24 1.08 2.16 1.05
AttackVLM-it 0.2 1.4 1.8 0.16 1.16 2.12 1.14
SASD-WS-Cos 6.0 17.0 24.8 9.08 24.39 34.55 19.30
SASD-WS-MSE 4.8 18.4 25.6 8.20 25.87 35.15 19.67
SU-Cos 6.8 20.4 27.8 11.11 25.70 33.34 20.86
SU-MSE 6.8 20.6 27.0 10.83 25.10 32.62 20.49

AnyAttack-Cos 8.6 21.2 29.6 10.80 27.59 37.50 22.55
AnyAttack-Bi 12.2 26.2 33.8 12.63 31.71 40.86 26.23
AnyAttack-Cos w/ Aux 8.4 24.8 33.0 11.59 32.10 44.98 25.81
AnyAttack-Bi w/ Aux 14.8 36.8 48.0 17.59 42.02 56.05 35.88

V
iT

-L
/1

4

AttackVLM-ii 0.2 1.0 1.6 0.24 0.60 1.32 0.83
AttackVLM-it 0.4 0.8 1.4 0.12 0.76 1.48 0.83
SASD-WS-Cos 3.8 11.6 18.8 7.20 18.43 26.35 14.36
SASD-WS-MSE 5.4 14.6 20.6 6.00 18.23 26.47 15.22
SU-Cos 3.0 10.4 13.2 6.19 14.99 20.07 11.31
SU-MSE 3.4 11.2 17.4 6.63 15.27 19.79 12.28

AnyAttack-Cos 3.8 14.0 22.8 7.36 20.71 27.55 16.04
AnyAttack-Bi 4.8 16.0 23.6 8.20 22.31 29.11 17.34
AnyAttack-Cos w/ Aux 9.4 24.6 37.0 11.51 32.62 48.18 27.22
AnyAttack-Bi w/ Aux 12.0 34.0 47.4 15.67 39.34 53.54 33.66

V
iT

-L
/1

4
×

33
6

AttackVLM-ii 0.2 0.6 1.6 0.16 1.12 2.04 0.95
AttackVLM-it 0.2 0.6 1.8 0.32 0.96 1.76 0.94
SASD-WS-Cos 2.8 10.8 16.4 6.52 18.31 26.19 13.50
SASD-WS-MSE 4.4 13.6 19.2 6.72 18.23 25.71 14.64
SU-Cos 2.4 8.0 11.2 4.88 13.79 18.39 9.78
SU-MSE 3.6 8.2 13.2 6.40 14.51 19.19 10.85

AnyAttack-Cos 4.6 11.0 16.6 5.96 17.67 24.23 13.34
AnyAttack-Bi 3.6 14.4 19.0 7.64 19.79 26.83 15.21
AnyAttack-Cos w/ Aux 9.0 23.2 37.2 11.68 34.03 47.62 27.12
AnyAttack-Bi w/ Aux 12.0 33.2 46.8 14.79 39.22 53.06 33.18

Metric In this work, we examine perturbations constrained by the ℓ∞ norm, ensuring that the per-
turbation δ satisfies the condition ∥δ∥∞ ≤ ϵ, where ϵ defines the maximum allowable magnitude of
the perturbation. We use the attack success rate (ASR) as the primary evaluation metric to assess
the performance of targeted adversarial attacks. The calculation of ASR varies slightly depend-
ing on the specific task. For instance, in image-text retrieval tasks, ASR represents the recall rate
between adversarial images and their corresponding ground-truth text descriptions. In multimodal
classification tasks, ASR refers to the accuracy of correctly classifying pairs of ”adversarial image
and ground-truth description.” Essentially, ASR is calculated by replacing clean images with their
adversarial counterparts and then computing the relevant task-specific evaluation metric.

Implementation Details We pre-trained the decoder for 520,000 steps on the LAION-400M
dataset (Schuhmann et al., 2021), using a batch size of 600 per GPU on three NVIDIA A100 80GB
GPUs. The optimizer used was AdamW, with an initial learning rate of 1×10−4, which was adjusted
using cosine annealing. For the downstream datasets, we fine-tuned the decoder for 20 epochs using
the same optimizer, initial learning rate, and cosine annealing schedule. We deployed two auxiliary
models: the first is a ViT-B/16 trained from scratch on ImageNet-1K, utilizing official weights from
torchvision, and the second is the EVA model (Fang et al., 2023; 2024), a ViT-L/14 model that em-
ploys masked image modeling and has been fine-tuned on ImageNet-1K. The maximum perturbation
ϵ for δ was set to 16

255 , and K was set to 5. In the pre-training stage, the initial temperature τ0 was

7
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set to 1, the final temperature τfinal was set to 0.07, and the total steps T were set to 10,000. In the
fine-tuning stage, the temperature τ was fixed at 0.07. More details can be found in the Appendix.

4.2 EVALUATION ON IMAGE-TEXT RETRIEVAL

In this subsection, we compare the performance of our method against baseline approaches on the
image-text retrieval task. Table 2 presents the results on the MSCOCO dataset, while results on the
Flickr30K dataset are detailed in the Appendix. The following key observations can be made:

• Performance of AnyAttack-Bi w/ Auxiliary: This variant achieves significantly superior per-
formance compared to all baselines, surpassing the best-performing baseline by 15.02%, 18.44%,
and 18.54% on ViT-B/16, ViT-B/32, and ViT-L/14, respectively. All AnyAttack methods consis-
tently deliver competitive results, outperforming most baselines. This highlights the effectiveness
of our proposed method.

• Effectiveness of the Auxiliary Module: The Auxiliary module demonstrates its effectiveness,
providing improvements of 6.455%, 13.75%, and 15.875% on ViT-B/16, ViT-B/32, and ViT-L/14,
respectively, when comparing AnyAttack w/ Auxiliary to AnyAttack.

• Advantages of Bidirectional InfoNCE Loss: The bidirectional InfoNCE loss LBi shows clear
advantages for retrieval tasks, with AnyAttack-Bi consistently outperforming AnyAttack-Cos.

4.3 EVALUATION ON MULTIMODAL CLASSIFICATION

Table 3: Attack performance compari-
son on the SNLI-VE dataset for multi-
modal classification.

Attack Method Accuracy

AttackVLM-ii 6.5
AttackVLM-it 6.3
SASD-WS-Cos 24.3
SASD-WS-MSE 24.8
SU-Cos 13.7
SU-MSE 13.6

AnyAttack-Cos 17.5
AnyAttack-Cos w/ Aux 44.8

Here, we compare the performance of our attack with the
baselines on the multimodal classification task. Table 3
presents the results on the SNLI-VE dataset. Our method,
AnyAttack-Cos w/ Auxiliary, achieves the highest per-
formance, surpassing the strongest baseline, SASD-WS-
MSE, by 20.0%. This underscores the effectiveness of
our attack in multimodal classification tasks.

4.4 EVALUATION ON IMAGE CAPTIONING

Here, we evaluate the performance of our attack on the
image captioning task using the MSCOCO dataset. The
VLMs take adversarial images as input and generate text
descriptions, which are then assessed against the ground-
truth captions using standard metrics. Table 4 presents the
results across four VLMs: InstructBLIP, BLIP2, BLIP,
and MiniGPT-4. Our attack AnyAttack-Cos w/ Auxiliary consistently demonstrates superior perfor-
mance across all evaluation metrics, outperforming the baseline attacks on each VLM.

4.5 TRANSFER TO COMMERCIAL VLMS

Here, we transfer the targeted adversarial images generated by the pre-trained decoder (referred
to as AnyAttack-Pre) to three commercial VLMs, including Claude’s Sonnet, Microsoft’s Copilot,
and Google’s Gemini. We utilized the publicly available web interfaces of these models. Figure 3
illustrates the example responses of the three commercial models, with more examples are provided
in the Appendix. No prior conversation context or constraints were applied; the only prompt used
was ”Describe this image.” The portions of the VLM responses highlighted in red correspond to the
target images, showcasing the effectiveness of our attack.

4.6 FURTHER ANALYSIS

Ablation Study We perform an ablation study on the MSCOCO dataset for the image-text retrieval
task to evaluate the impact of three key components in our approach: 1) Training approach: Pre-
trained, fine-tuned, or trained from scratch. 2) Auxiliary models: With or without auxiliary model
integration. 3) Fine-tuning objective: Cosine similarity loss (LCos) vs. bidirectional contrastive
loss (LBi).

8
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Table 4: Attack performance comparison on the MSCOCO dataset for image captioning task.

Model Attack Method SPICE BLEU-1 BLEU-4 METEOR ROUGE-L CIDEr

In
st

ru
ct

B
L

IP

AttackVLM-ii 1.4 38.9 5.4 8.7 28.6 3.4
AttackVLM-it 1.3 39.1 5.4 8.7 28.8 3.3
SASD-WS-Cos 3.4 43.9 7.2 10.5 32.2 10.9
SASD-WS-MSE 3.2 44.6 7.0 10.8 32.4 11.8
SU-Cos 1.9 40.7 6.0 9.3 29.9 5.3
SU-MSE 1.9 40.9 6.5 9.5 29.9 6.0

AnyAttack-Cos 2.3 41.5 5.9 9.5 30.2 7.0
AnyAttack-Cos w/ Aux 4.7 46.5 7.5 12.2 33.6 20.3

B
L

IP
2

AttackVLM-ii 1.2 39.6 5.3 8.7 29.0 3.6
AttackVLM-it 1.2 39.6 5.4 8.7 29.3 3.5
SASD-WS-Cos 2.6 43.0 6.3 10.2 32.0 9.3
SASD-WS-MSE 2.8 42.8 6.5 10.2 31.7 9.5
SU-Cos 1.6 40.9 5.6 9.2 30.1 4.7
SU-MSE 1.6 40.8 5.9 9.2 30.1 5.0

AnyAttack-Cos 1.8 41.3 5.2 9.6 30.9 5.6
AnyAttack-Cos w/ Aux 3.3 44.2 6.0 11.0 32.4 13.3

B
L

IP

AttackVLM-ii 1.3 39.8 5.0 8.8 29.9 3.4
AttackVLM-it 1.2 39.7 4.8 8.7 29.7 3.2
SASD-WS-Cos 3.3 43.8 6.9 10.7 32.3 11.9
SASD-WS-MSE 3.4 43.8 6.9 10.8 32.3 12.4
SU-Cos 2.6 43.0 6.5 10.1 31.8 8.7
SU-MSE 2.6 42.4 6.4 9.9 31.6 8.4

AnyAttack-Cos 2.2 41.6 6.0 9.5 31.1 6.1
AnyAttack-Cos w/ Aux 3.4 44.4 7.1 11.1 32.8 13.0

M
in

i-
G

PT
4

AttackVLM-ii 1.6 29.5 2.3 9.3 24.3 1.6
AttackVLM-it 1.5 29.2 2.3 9.4 24.5 1.5
SASD-WS-Cos 2.8 30.5 2.4 10.9 25.2 2.6
SASD-WS-MSE 3.1 30.5 2.9 10.9 25.7 2.8
SU-Cos 2.0 29.5 2.9 9.9 24.8 1.9
SU-MSE 2.2 30.3 2.9 9.9 25.1 2.2

AnyAttack-Cos 2.5 30.5 2.4 10.3 25.2 1.9
AnyAttack-Cos w/ Aux 4.6 32.5 4.0 12.4 27.3 5.3

The results, summarized in Figure 4, reveal the following: 1) Training approach: Fine-
tuning a pre-trained model achieves the highest performance, while training from scratch
yields significantly worse results, indicating that pre-training is critical for task adaptation.
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Figure 5: Efficiency Analysis: Memory Usage vs Time Con-
sumption.

2) Auxiliary models: The inclu-
sion of auxiliary models consistently
improves performance, highlighting
their role in enhancing transferability.
3) Fine-tuning objective: The bidi-
rectional contrastive loss (LBi) con-
sistently outperforms the cosine sim-
ilarity loss (LCos), demonstrating its
effectiveness in improving the align-
ment of image and text embeddings.

Efficiency Analysis In this subsec-
tion, we compare the efficiency of
our method with SU, SASD, and
AttackVLM. Figure 5 presents the
results for generating 1,000 adver-
sarial images on a single NVIDIA
A100 80GB GPU with a batch size
of 250, showing both memory usage
and time consumption. The results
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Describe this image

This image appears to be a composite or 

layered digital artwork combining multiple 

elements:

1. The background consists of a collage of 

repetitive text that seems to be related to 

cattle or beef. Words like "Angus" and what 

looks like "beef" are visible in a tiled pattern.

2. Superimposed on this background is an 

image of a bull or cow. The animal is 

rendered in a reddish-brown color, standing 

in profile facing left.

…

The combination of these elements creates 

an intriguing, almost mystical representation 

that seems to blend concepts of cattle 

farming or beef production with a more 

spiritual or totemic imagery suggested by the 

glowing antler shape. 

Describe this image

The image you provided 

is a vibrant digital 

artwork featuring a 

glowing bird, possibly a 

phoenix, in flight. The 

bird is depicted in warm 

colors like orange and 

yellow, giving it a fiery 

appearance. 

Surrounding the central 

figure are various 

animals, including what 

seem to be bison or 

buffalo, in brown tones. 

…

Describe this image

The image depicts a translucent, 

ethereal figure of a horse superimposed 

on a background of intricate, ancient-

looking symbols and patterns. The 

horse's outline is faintly visible, with its 

head turned slightly to the right. The 

background seems to be a collection of 

various animal figures, including horses, 

cows, and possibly birds.

…

Claude Sonnet Microsoft Copilot Google Gemini

target image

Figure 3: Example responses from 3 commercial VLMs to targeted attacks generated by our method.
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Figure 4: Performance comparison between different configurations of AnyAttack for the image-
text retrieval task on MSCOCO. The plot shows the comparative performance of models initialized
from scratch, pre-trained, and fine-tuned, alongside the impact of auxiliary models and different
fine-tuning objectives on retrieval tasks.

demonstrate that our approach significantly outperforms the baselines in both computational speed
and memory efficiency.

5 CONCLUSION

In this paper, we introduced AnyAttack, a novel self-supervised framework for generating targeted
adversarial attacks on VLMs. Our approach overcomes the scalability limitations of previous meth-
ods by enabling the use of any image to serve as a target for attack target without label supervision.
Through extensive experiments, we demonstrated the effectiveness of AnyAttack across multiple
VLMs and vision-language tasks, revealing significant vulnerabilities in state-of-the-art models.
Notably, our method showed considerable transferability, even to commercial VLMs, highlighting
the broad implications of our findings.

These results underscore the urgent need for robust defense mechanisms in VLM systems. As VLMs
become increasingly prevalent in real-world applications, our work opens new avenues for research
in VLM security, particularly considering that this is the first time pre-training has been conducted
on a large-scale dataset like LAION-400M. This emphasizes the critical importance of addressing
these challenges. Future work should focus on developing resilient VLMs and exploring potential
mitigation strategies against such targeted attacks.
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A APPENDIX

In this appendix, we describe more implementation details and additional experiment results.

A.1 IMPLEMENTATION DETAILS

Table 5: Configuration details of VLMs.

Model Configuration
BLIP2 caption coco opt2.7b
InstructBLIP vicuna-7b-v1.1
Mini-GPT4 minigpt4 llama2 7b

In this section, we provide additional details regarding the experimental setup. For AttackVLM, we
utilized the official code2, while for SU and SASD-WS, we employed the TransferAttack tool3. For

2https://github.com/yunqing-me/AttackVLM.
3https://github.com/Trustworthy-AI-Group/TransferAttack.
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Table 6: Comparison of retrieval performance on the Flickr30k dataset. TR@1, TR@5, and TR@10
represent text retrieval, while IR@1, IR@5, and IR@10 represent image retrieval. R@Mean is the
average of all retrieval metrics. Our proposed methods are italicized, the best results are highlighted
in bold, and the second-best results are underlined.

Method Flickr30k

TR@1 TR@5 TR@10 IR@1 IR@5 IR@10 R@Mean

V
iT

-B
/1

6

AttackVLM-ii 0.2 1.8 2.4 1.00 2.00 2.80 1.70
AttackVLM-it 0.4 1.6 2.6 0.20 1.60 3.00 1.57
SASD-WS-Cos 4.4 12.6 19.8 7.00 17.20 25.20 14.37
SASD-WS-MSE 4.2 12.2 18.0 5.20 16.00 23.00 13.10
SU-Cos 5.0 17.2 25.2 8.40 20.20 27.00 17.17
SU-MSE 5.8 15.8 24.2 9.40 21.60 30.20 17.83

AnyAttack-Cos 7.0 18.8 24.8 11.40 25.40 33.00 20.07
AnyAttack-Bi 8.8 22.4 30.0 11.80 27.20 37.20 22.90
AnyAttack-Cos w/ Aux 8.8 24.4 35.6 15.40 31.60 40.40 26.03
AnyAttack-Bi w/ Aux 14.6 32.2 44.2 19.00 36.60 45.00 31.93

V
iT

-L
/1

4

AttackVLM-ii 0.4 1.0 2.6 0.60 1.20 1.80 1.27
AttackVLM-it 0.6 0.8 2.8 0.60 1.20 2.40 1.40
SASD-WS-Cos 1.8 9.2 13.0 3.40 11.40 17.40 9.37
SASD-WS-MSE 3.0 7.8 15.8 4.00 10.60 17.60 9.80
SU-Cos 2.0 8.4 14.2 5.20 13.80 19.60 10.53
SU-MSE 2.0 7.6 12.8 4.00 12.80 15.60 9.13

AnyAttack-Cos 4.6 11.8 18.2 10.60 20.20 25.60 15.17
AnyAttack-Bi 5.4 15.8 21.8 10.20 22.40 29.40 17.50
AnyAttack-Cos w/ Aux 7.8 22.8 33.0 13.80 29.20 38.40 24.16
AnyAttack-Bi w/ Aux 12.4 30.6 41.0 15.20 34.60 44.80 29.77

V
iT

-L
/1

4
×

33
6

AttackVLM-ii 0.4 0.8 2.4 0.40 1.60 2.00 1.27
AttackVLM-it 0.6 1.0 2.4 0.00 1.60 2.20 1.30
SASD-WS-Cos 3.0 8.4 13.8 4.40 14.00 19.20 10.47
SASD-WS-MSE 3.0 9.0 14.4 3.60 11.60 19.00 10.10
SU-Cos 2.6 7.4 10.6 5.20 11.60 15.80 8.87
SU-MSE 3.0 8.0 12.2 5.60 11.80 17.40 9.67

AnyAttack-Cos 4.6 10.0 14.6 8.00 17.40 22.60 12.87
AnyAttack-Bi 4.2 10.8 17.4 8.20 19.00 26.20 14.30
AnyAttack-Cos w/ Aux 8.0 20.2 30.4 13.80 30.40 38.40 21.87
AnyAttack-Bi w/ Aux 9.8 26.0 34.2 16.20 34.60 45.00 27.63

VLMs integrated with LLMs, we used the LAVIS library4 and the MiniGPT-4 repository5. More
details are provided in Table 5. Regarding MiniGPT-4, it tends to generate detailed responses, even
when the prompt “Describe this image in one short sentence only”. Occasionally, it outputs multiple
sentences, which affects its scoring in the image captioning task.

A.2 ADDITIONAL EXPERIMENT RESULTS

Additional Results on Image-text Retrieval We also report the retrieval performance of our
method and the baseline methods on the Flickr30k dataset, with results shown in Table 6. The
conclusions are consistent with those obtained from the MSCOCO dataset.

Additional Results on Image Captioning We present additional examples of the Image Caption-
ing task in Figures 6, 7, and 8. The visualized results further demonstrate the effectiveness of
our approach. Interestingly, MiniGPT-4 models (including MiniGPT-v2) tend to generate longer
responses. While this behavior slightly affects their quantitative performance on image captioning
metrics (as shown in Table 4), the qualitative results suggest that their output remains quite effective.

4https://github.com/salesforce/LAVIS.
5https://github.com/Vision-CAIR/MiniGPT-4.

14

https://github.com/salesforce/LAVIS.
https://github.com/Vision-CAIR/MiniGPT-4.


756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2025

Describe this image in one short 

sentence only

A woman is standing on a tennis 

court, holding a racket and looking 

up at an image of a bird in the sky.

Mini-GPT4

Describe this image in one short 

sentence only

The image features a tennis court with a green 

tennis ball on it, and two tennis players standing 

near each other with their rackets ready to hit the 

ball. One player is a woman with an odd, cartoonish 

appearance, possibly depicted as an echidna or owl, 

holding a racket in each hand. She appears to be a 

strange mix of realistic human and animal features.

Mini-GPTv2

a blurry image of a baseball 

player holding a bat.

BLIP

A picture of

a man holding a tennis racket 

next to a bird.

BLIP2

A woman holding a tennis racket 

next to a bird.

InstructBLIP

target image

A photo of A short image caption.

Figure 6: Visual examples of the image captioning task (Example 1).

Describe this image in one 

short sentence only

This image depicts a group of 

animals, including a zebra, gazelle, 

and antelope, grazing on a green 

grassy plain.

Describe this image in one short 

sentence only

This image features a zebra, 

antelope and elephant in the same 

frame, all roaming around a forest 

area.

a bird and a zebra standing next 

to each other.

A picture of

an image of a bird and a zebra 

next to each other.
A picture of a zebra and a sting 

ray.

target image

A photo of A short image caption.

Mini-GPT4

BLIP BLIP2 InstructBLIP

Mini-GPTv2

Figure 7: Visual examples of the image captioning task (Example 2).

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2025

Describe this image in one 

short sentence only

This is an image of a train station 

with people standing in front of it, 

looking at the tracks and signage.

Describe this image in one 

short sentence only

The digital image is a colorful poster 

showcasing train travel system. It 

features a train, the flag and a 

green background.

a digital painting of a bird on a train 

track.

A picture of

a man standing in front of a train 

station.
A picture of a train station with 

people in it.

target image

A photo of A short image caption.

Mini-GPT4

BLIP BLIP2 InstructBLIP

Mini-GPTv2

Figure 8: Visual examples of the image captioning task (Example 3).

Describe this image

This image appears to be a composite or 

layered digital artwork combining multiple 

elements:

1. The background consists of a collage of 

repetitive text that seems to be related to cattle 

or beef. Words like "Angus" and what looks 

like "beef" are visible in a tiled pattern.

2. Superimposed on this background is an 

image of a bull or cow. The animal is rendered 

in a reddish-brown color, standing in profile 

facing left.

3. The most prominent element is a large, 

ethereal white shape that resembles antlers or 

horns. This shape is semi-transparent and has 

a glowing, ghostly quality to it. It arches over 

the bovine figure, creating a striking contrast 

against the busy text background.

4. The overall color scheme is dominated by 

warm tones - reds, oranges, and browns - with 

the stark white of the antler-like shape providing 

a dramatic focal point.

The combination of these elements creates an 

intriguing, almost mystical representation that 

seems to blend concepts of cattle farming or 

beef production with a more spiritual or 

totemic imagery suggested by the glowing 

antler shape. The layering effect gives the 

image depth and a dreamlike quality.

Describe this image

The image you provided is 

a vibrant digital artwork 

featuring a glowing bird, 

possibly a phoenix, in flight. 

The bird is depicted in 

warm colors like orange 

and yellow, giving it a fiery 

appearance. 

Surrounding the central 

figure are various animals, 

including what seem to be 

bison or buffalo, in 

brown tones. 

The background is filled 

with abstract designs and 

patterns that resemble 

ancient hieroglyphics or 

script, adding a layer of 

complexity and mystique 

to the artwork. The overall 

effect is one of dynamic 

energy, blending 

naturalistic and mythical 

themes.

Is there anything specific 

you’d like to know or 

discuss about this image?

Describe this image

The image depicts a 

translucent, ethereal figure of 

a horse superimposed on a 

background of intricate, 

ancient-looking symbols and 

patterns. The horse's outline 

is faintly visible, with its head 

turned slightly to the right. 

The background seems to be 

a collection of various animal 

figures, including horses, 

cows, and possibly birds, all 

rendered in a similar 

translucent style. The overall 

atmosphere of the image is 

mysterious and dreamlike, 

with a sense of timelessness 

and ancient wisdom.

Claude Sonnet Microsoft Copilot Google Gemini

target image

Figure 9: Responses from three commercial VLMs to our targeted adversarial image (Example 1).

Additional Results on Commercial VLMs To further demonstrate the effectiveness of our
method, we present additional examples in Figures 9, 10, and 11, where we transfer our attack
to commercial VLMs, including Claude’s Sonnet, Microsoft’s Copilot, and Google’s Gemini. The
adversarial images generated by our pre-trained decoder were uploaded to these models using their
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Describe this image

This image is a surreal and somewhat unsettling 

composite of multiple elements layered together:

1. The most prominent feature is a large, detailed 

close-up of a bird's head, possibly a heron or 

similar long-beaked water bird. Its eye is clearly 

visible and its beak extends prominently across 

the image.

2. Superimposed over this is the image of a 

bathroom, with a visible toilet in the lower right 

corner.

3. There's text visible in the upper left that appears 

to read "Restrooms" and "Toilet Spare Room," 

though it's partially obscured and distorted.

4. The overall color palette is muted, with tones of 

gray, pale pink, and light blue-green.

5. The composition has a dream-like or 

hallucinatory quality, with the bird's head seeming 

to emerge from or blend into the bathroom scene.

6. There are multiple layers of transparency and 

overlay, creating a complex visual texture.

7. The juxtaposition of the natural (the bird) with 

the man-made (the bathroom fixtures) creates an 

odd and somewhat disconcerting atmosphere.

This image appears to be a deliberate artistic 

composition, possibly exploring themes of nature 

versus civilization, or perhaps commenting on the 

strange intersections of wildlife and human spaces. 

The overall effect is quite bizarre and thought-

provoking.

Describe this image

The image you shared is 

quite intriguing! It 

features a fish with 

prominent eyes and 

mouth, superimposed 

over an image of a toilet. 

In the background, there 

are faint traces of text 

and graphics that 

resemble a menu or 

signboard with words like 

“Tolli Sea Room” and 

“Fish & Chips.” The 

layering of these 

elements creates an 

abstract, surreal visual 

effect.

Is there something 

specific about this image 

that caught your attention 

or that you’d like to know 

more about?

Describe this image

This image shows a bird, likely a 

heron, preying on a fish.

The bird has its beak open wide, with 

the fish partially visible inside. The fish 

appears to be struggling, and its tail is 

visible outside the bird's mouth. The 

background of the image is blurry and 

contains other images, including a 

toilet and some text in a foreign 

language.

It's unclear what the connection is 

between the bird, the fish, and the 

other elements in the background. The 

image seems to be a combination of 

different images that have been 

digitally altered and superimposed on 

each other.

Claude Sonnet Microsoft Copilot Google Gemini

target image

Figure 10: Responses from three commercial VLMs to our targeted adversarial image (Example 2).

publicly available web interfaces. No prior context or constraints were provided, and the only prompt
used was “Describe this image”.
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Describe this image

This image is a surreal and whimsical composition 

that blends several disparate elements:

1. The central and most prominent feature is a 

large orange goldfish or koi. It's rendered in vivid 

detail, with its eye and scales clearly visible.

2. The fish appears to be "swimming" above what 

looks like several pizza pies. The pizzas are seen 

from above, arranged in a row.

3. The background suggests an indoor setting, 

possibly a restaurant or cafe. There are faint 

outlines of what could be tables or other furniture.

4. At the top of the image, there's text visible that 

reads "RESTAURANT" and what appears to be 

"PIZZA FOOD PIZZERIA" though it's partially 

obscured.

5. The overall color palette is dominated by the 

bright orange of the fish, contrasting with cooler 

blues and grays in the background.

6. The composition creates an interesting 

juxtaposition between the aquatic (the fish) and 

the culinary (the pizzas), resulting in a surreal and 

somewhat humorous scene.

This image appears to be a creative digital 

composition, possibly commenting on the idea of 

"fish and chips" but replacing chips with pizza, or 

perhaps just playfully combining unrelated 

elements for artistic effect. The result is a visually 

striking and thought-provoking piece that 

challenges normal perceptions of space and 

context.

Describe this image

The image features a goldfish 

superimposed on a background 

that appears to be a collage of 

various elements. The most 

prominent element in the 

background is text that reads “Le 

Restaurant” in stylized script, 

followed by “Pizza Pasta Pizza” in 

bold letters. There are also faint 

images of people sitting at tables, 

suggesting the setting might be a 

dining area or restaurant interior. 

The goldfish is orange with white 

patterns and is centered in the 

image, giving it prominence. This 

creates an interesting juxtaposition 

between the aquatic creature and 

the human environment of 

dining, which could be relevant or 

interesting for concepts related to 

surrealism or contrasting 

environments.

Is there something specific about 

this image that caught your 

attention or that you’d like to know 

more about?

Describe this image

This image shows a goldfish 

swimming in a tank with pizza in 

the background.The goldfish is 

orange and white and has large, 

bulging eyes. The pizza is 

arranged on a table in the 

background, and there are 

people sitting at the table. The 

image has a blurry and distorted 

appearance, and the colors are 

bright and saturated.It's unclear 

what the connection is between 

the goldfish and the pizza. The 

image seems to be a 

combination of different images 

that have been digitally altered 

and superimposed on each other.

Claude Sonnet Microsoft Copilot Google Gemini

target image

Figure 11: Responses from three commercial VLMs to our targeted adversarial image (Example 3).

18


	Introduction
	Related Work
	Proposed Attack
	Problem Formulation
	AnyAttack
	Fine-tuning Stage


	Experiments
	Experimental Setup
	Evaluation on Image-Text Retrieval
	Evaluation on Multimodal Classification
	Evaluation on Image Captioning
	Transfer to Commercial VLMs
	Further Analysis

	Conclusion
	Appendix
	Implementation Details
	Additional Experiment Results


