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Abstract

Using prompt-based “diversity interventions”001
is a typical way to improve diversity for Text-002
to-Image models to depict individuals with var-003
ious racial or gender traits. However, this strat-004
egy might result in nonfactual demographic005
distribution, especially when generating real006
historical figures. In this work, we propose De-007
mOgraphic FActualIty Representation (Do-008
FaiR), a benchmark to quantify the trade-off be-009
tween using diversity interventions and preserv-010
ing demographic factuality in Text-to-Image011
models. DoFaiR consists of 756 test instances,012
various diversity prompts, and evaluation met-013
rics to reveal the factuality tax of diversity in-014
structions through an automated, fact-checked,015
and evidence-supported evaluation pipeline.016
Experiments with DALLE-3 on DoFaiR unveil017
that diversity-oriented instructions improve the018
number of different gender and racial groups in019
generated images at the cost of accurate histori-020
cal demographic distributions. To resolve this021
issue, we propose Fact-Augmented Interven-022
tion (FAI), which instructs a Large Language023
Model (LLM) to reflect on factual information024
about gender and racial compositions of gen-025
eration subjects in history and incorporate it026
into the generation context of T2I models. By027
orienting model generations using the reflected028
historical truths, FAI remarkably preserves de-029
mographic factuality under diversity interven-030
tions, while also boosting diversity.031

1 Introduction032

A large body of previous works has explored so-033

cial biases in Text-to-Image (T2I) models—for034

instance, models could follow social stereotypes035

and tend to generate male “doctors” and female036

“nurses” (Bansal et al., 2022a; Naik and Nushi,037

2023; Bianchi et al., 2023; Wan and Chang, 2024;038

Wan et al., 2024). To resolve this issue, several039

studies propose “diversity interventions”, imple-040

mented as pre-pended prompts, that effectively in-041

struct the model to generate images with gender042

"Generate an image depicting faces of the representative people among
the Founding Fathers in the Establishment of the United States."

", if all individuals can be a Founding Father irrespective of
their skin color or races."

+ Diversity
Intervention

(Race)

T2I
Model

T2I
Model

Factual

NOT
Factual!

Factual Demographic Information About: Founding Fathers
- Dominant Race: White      - Existing Race: White

Figure 1: Example of how DALLE-3 outputs nonfac-
tual racial distribution of the Founding Fathers when
diversity intervention is applied.

and racial diversity (Bansal et al., 2022a; Fraser 043

et al., 2023; Bianchi et al., 2023; Wan and Chang, 044

2024). These and other diversity intervention strate- 045

gies have been incorporated into commercial T2I 046

systems. However, users have recently reported 047

how diversity interventions alter facts, when T2I 048

models are requested to generate historical figures1, 049

leading to generating images that are wrong or even 050

offensive in some cases. For example, when the 051

model is prompted to generate an image of the 052

Founding Fathers of the United States, diversity in- 053

terventions seem to cause the text-to-image model 054

1For example, see links to post 1 and post 2 on debates over
Google’s Gemini model, and we note that other commercial
T2I systems have a similar issue.
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https://blog.google/products/gemini/gemini-image-generation-issue/
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to misrepresent the true historical demography dis-055

tribution (Figure 1). Motivated by this dilemma,056

this paper studies a critical question:057

Would diversity interventions impair demographic058

factuality in text-to-image generations?059

Here, we define “demographic factuality” as the060

faithfulness to the real racial or gender distribution061

among groups of individuals in history. Despite062

the rising popularity of T2I models and increased063

awareness of issues with diversity interventions,064

systematic research in this direction is still prelim-065

inary: (1) there lacks an evaluation benchmark to066

measure the severity of this issue, and (2) no pre-067

vious work proposed effective solutions to strike a068

balance between diversity and factuality.069

To bridge this gap, we construct DemOgraphic070

FActualIty Representation (DoFaiR), a novel bench-071

mark to measure the trade-off between demo-072

graphic diversity and historical factuality of T2I073

model depictions of individuals in historical events.074

As shown in Figure 2, DoFaiR first prompts mod-075

els to depict representative groups of people in real076

historical events. Then, an automated pipeline is077

used to obtain the demographic distribution in gen-078

erated images. Finally, the generated demographic079

distribution is compared against the ground truth080

distribution of the group in history to determine de-081

mographic factuality and divergence from ground082

truth demographic diversity levels. To construct083

the ground truth tuple of (historical event, group084

involved, demographic distribution), we design an085

innovative knowledge-enhanced data construction086

pipeline incorporating fact-checking to extract ver-087

ifiable event- and group-specific demographic in-088

formation from Wikipedia documents (Figure 3).089

The finalized DoFaiR benchmark consists of 756090

records with information on different historical091

events, representative groups of people involved,092

and corresponding ground-truth demographic in-093

formation, including (1) dominant race/gender and094

(2) involved racial/gender groups. Utilizing the095

proposed benchmark, we thoroughly evaluated 2096

recent T2I models: DALLE-3 (OpenAI, 2023) and097

Stable Diffusion (SD) (Rombach et al., 2021). Sur-098

prisingly, the results revealed a remarkable factual-099

ity tax of diversity interventions.100

To resolve this critical issue, we propose Fact-101

Augmented Intervention (FAI), which synergizes102

a knowledge source and an LLM to elaborate on103

related historical information and guide T2I mod-104

els for demographic factuality. We experimented105

Figure 2: The DoFaiR evaluation pipeline. DoFaiR first
prompts a T2I model to portray the representative group
of individuals in a historical event. Then, we adopt an
automated pipeline to detect faces in generated image
and use the FairFace demographic classifier to identify
racial or gender traits, obtaining a demographic distri-
bution in the generated image. Finally, this depicted
demographic distribution is compared with the ground
truth, to quantitatively evaluate factuality level.

with 2 types of factual knowledge sources: verbal- 106

ized historical knowledge (Yu et al., 2023) from a 107

strong LLM, and retrieved factual knowledge from 108

Wikipedia sources (Lewis et al., 2020). Experi- 109

ments show the effectiveness of FAI methods in sig- 110

nificantly improving demographic factuality: com- 111

pared with un-augmented diversity intervention out- 112

comes, FAI-RK achieves over 22% improvement 113

in factuality correctness of involved racial groups, 114

and over 10% improvement in dominant race fac- 115

tuality, even surpassing the default setting without 116

disruptions from diversity interventions. 117

Our proposed DoFaiR benchmark pioneers the 118

research direction of demographic factuality in T2I 119

models, and provides valuable resources for future 120

studies on evaluating and mitigating this problem.2 121

2 The DoFaiR Benchmark 122

We propose the first-of-its-kind DemOgraphic FAc- 123

tualIty Representation (DoFaiR) benchmark to 124

measure the critical trade-off between demographic 125

diversity and factuality in T2I model generations. 126

2Code and data will be released upon acceptance.
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Establishment of
the United StatesEvent

LLM
- "Generate 10 famous historical events during
{time period} in {culture}, in which the majority
people involved are of the {seed race} racial
group. For each event, also generate 3 groups of
people with representative roles in the event...

Founding FathersGroup

WhiteDominant Race

Culture:  North America
Time Period:  1760-1789
Seed Race:  White

LLM "Decompose into 2 series of 3
sub-questions"

Q1
Queries

Event:  Establishment of the United States
Group:  Founding Fathers

What is the dominant race
among Founding Fathers?

...

Q1: What is the dominant race?
Q2: What race(s) existed/involved?

Retrieve

Document 1:
(Wiki) Founding Fathers of
the United States

Document 2:
(Wiki) National Founders List

"What is the dominant race?"
LLM

Finalized Data EntrySeed
Info

Step 1: Event & Group Generation Step 2: Query Generation + Fact Retrieval Step 3: Fact Check & Finalize

Figure 3: Data Construction Pipeline.

DoFaiR consists of 756 groups of individuals in-127

volved in real historical events, as well as the cor-128

responding demographic distribution within each129

group. We further divide DoFaiR into 2 categories:130

DoFaiR-Race and DoFaiR-Gender, to stratify our131

analysis on racial and gender aspects. To construct132

data for each category, we design an automated,133

fact-checked, and human-in-the-loop pipeline that134

is easily scalable for extended experiments. Be-135

low, we discuss critical components in our data136

construction pipeline and provide an overview of137

the finalized benchmark statistics.138

2.1 Dataset Construction139

We employ an automated and balanced data140

construction pipeline with retrieval-based and141

knowledge-backed fact-labeling loops, which is142

easily scalable for extensions of experiments. An143

illustration of the data construction framework is144

demonstrated in Figure 3. Full prompt templates145

used are shown in Appendix A Table 4.146

2.1.1 Event and Involved Group Sampling147

Raw Data Generation with Descriptor-Based148

Seed Prompts. We begin our data construction149

by sampling historical events and specific groups of150

people involved. To ensure data balance, we adopt151

template-based prompts that iterate through seed152

descriptors specifying different time periods, cul-153

tures, and dominant demographic groups involved:154

Event:“Generate 10 famous historical events dur-155

ing {time period} in {culture} , in which the ma-156

jority people involved are of the {race/gender}157

group.”158

Group:“For each event, also generate 3 groups of159

people with representative roles in the event.”160

Using verbalized prompts with different combi-161

nations of seed descriptors in Appendix A Table 3,162

we query the gpt-4o-2024-05-13 model to generate163

historical events and corresponding roles. Specific164

prompting and information extraction strategies are165

in Appendix A, Table 4.166

Data Cleaning and Re-sampling After prelimi-167

nary data cleaning, we obtained 3,809 race-related 168

entries race and 3,932 gender-related entries. How- 169

ever, due to computational limits, we only run ex- 170

periments on a proportion of the generated data. 171

We acknowledge this limitation in Section 6. In 172

Appendix A, we describe our data re-sampling ap- 173

proach to produce an experiment dataset that is 174

balanced across all seed categories. After cleaning 175

and re-sampling, we obtain 848 race-related entries 176

and 262 gender-related entries. 177

2.1.2 Demographic Fact Retrieval 178

Next, we determine the ground truth demographic 179

distributions among involved individuals in the his- 180

torical events in generated entries. We adopt a 181

retrieval-based automated pipeline to obtain de- 182

mographic ground truths. We decompose the de- 183

mographic labeling process into (1) constructing 184

effective retrieval queries tailored for desired in- 185

formation, (2) retrieving related documents from 186

reliable Wikipedia sources, and (3) using retrieved 187

documents to label the dominant and involved 188

demographic groups for different events. Details 189

on retrieval query construction and the retrieving 190

process are provided in Appendix A. We indepen- 191

dently retrieved the top 5 chunks of supporting 192

documents from the top 10 Wikipedia passages on 193

the dominant demographic groups and involved 194

demographic groups for all events. 195

2.1.3 Demographic Fact Labeling 196

We utilize the retrieved documents to conduct fact- 197

checking on demographic information. Specif- 198

ically, we employed gpt-4o-2024-05-13 model 199

to use retrieved documents for answering fact- 200

checked conclusions on (1) the dominant demo- 201

graphics (race/gender) and (2) involved demograph- 202

ics (race/gender) among the corresponding group 203

of people in the historical event. Details of labeling 204

strategies are provided in Appendix A. 205

2.1.4 Final Dataset Statistics 206

We take further measures after the fact labeling 207

loop to clean and re-sample the constructed data to 208
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Dominant Genders
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13.9%

29.8%
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White
Black
Indian
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Middle Eastern
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White
Black
Indian
East Asian
Southeast Asian
Middle Eastern
Latino

Involved Races

Dominant Races

Figure 4: Gender and Race distribution in DoFaiR.

Dimension Dominant Involved Average

Factual Correctness (%)
Race 92.00 93.00 92.50
Gender 88.33 100.00 94.17
Overall 90.17 96.50 93.33

Inter-Annotator Agreement
Race 1.00 1.00 1.00
Gender 0.84 1.00 0.92
Overall 0.92 1.00 0.96

Table 1: Human verification confirms the high quality
of the dataset.

ensure balance and quality. The final dataset con-209

sists of 756 entries, with 600 race-related data and210

156 gender-related data. Each data entry consists211

of a tuple of ground truths about a group of individ-212

uals in real historical events, and the demographic213

distribution among them:214 (
event name, name of the group of individuals,215

dominant race/genders, involved race/genders
)
.216

Figure 4 visualizes the demographic distribution217

in DoFaiR-Race and DoFaiR-Gender. It can be218

observed that our constructed data mostly retains219

diversity and balance across demographics. Ap-220

pendix A Table 5 provides a detailed breakdown of221

the demographic constitution;222

2.1.5 Human Verification223

To further validate the factuality of the constructed224

dataset, we invited two volunteer expert annota-225

tors to verify the dominant and involved demo-226

graphic groups in each generated entry. Human-227

verified correctness of the constructed data and228

Inter-Annotator Agreement scores are reported in229

Table 1. Annotator details and instructions pro-230

vided to the two annotators are in AppendixB.231

Factual Correctness The overall average factual232

correctness of the constructed dataset across the 2233

annotators is 92.92%, proving the high quality of234

collected data. For gender-related data, the factual235

correctness is 93.33% for annotator 1 and 95.00%236

for annotator 2. For race-related data, the factual237

correctness is 92.50% for both annotators.238

Inter-Annotator Agreement We also calculate 239

and report the Inter-Annotator Agreement (IAA) 240

score between the two annotators. Cohen’s Kappa 241

Score reports 1.00 for annotations of both the domi- 242

nant racial groups and the involved racial groups in 243

DoFaiR-Race entries, showing perfect agreement 244

between annotators. For dominant gender groups, 245

Cohen’s Kappa Score is approximately 0.84, in- 246

dicating substantial agreement. For human veri- 247

fication on the lists of involved gender groups in 248

DoFaiR-Gender, both annotators labeled 100% of 249

the entries as “factual”, resulting in a lack of vari- 250

ance in annotations and therefore prohibiting the 251

calculation of meaningful IAA scores. However, 252

the perfect agreement between the annotators in- 253

dicates the high quality of the constructed data in 254

this dimension as well. 255

2.2 Evaluating the Factuality Tax of Diversity 256

We then use the constructed dataset to measure the 257

trade-off between diversity intervention methods 258

and demographic factuality in model generations. 259

Specifically, our evaluation pipeline involves de- 260

tecting faces in generated images, classifying de- 261

mographic traits for each face, aggregating demo- 262

graphic distributions in each image, and comparing 263

with the ground truth fact-checked historical distri- 264

bution in our dataset. 265

2.2.1 Gender and Racial Trait Classification 266

We follow previous studies that measure gender 267

and racial diversity on T2I models (Friedrich et al., 268

2023, 2024; Naik and Nushi, 2023) to use the pre- 269

trained FairFace classifier (Kärkkäinen and Joo, 270

2019) for identifying demographic traits. The Fair- 271

Face framework first detects human faces from 272

generated images, and then annotates the race and 273

gender characteristics of each face. There are 7 274

racial groups (White, Black, Indian, East Asian, 275

Southeast Asian, Middle Eastern, Latino) and 2 276

genders (Male, Female) in FairFace’s label space. 277

After aggregating FairFace results, we can obtain 278

the racial and gender distribution of all faces de- 279

tected in model images, which we use to compare 280

with ground truth demographic distributions. 281

2.2.2 Evaluation Metrics 282

To measure the demographic factuality and diver- 283

sity level in model generations, we propose several 284

metrics to reflect different aspects. 285

Dominant Demographic Correctness We es- 286

tablish the Dominant Demographic Correctness 287
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(DDC) as the accuracy of the dominant demo-288

graphic group(s) in generated images, compared289

with the ground truth:290

= Avgimgs

( # True Dominant Race/Gender(s)

+# True Non-dominant Race/Gender(s)

)
# All Possible Race/Gender(s)

291

A higher DDC score indicates more factual de-292

pictions of dominant demographics in model-293

generated images.294

Involved Demographic Correctness Similar to295

DDC, We define the Involved Demographic Cor-296

rectness (IDC) as the accuracy of the depicted297

demographic groups in generated images:298

= Avgimgs

( # True Involved Race/Gender(s)

+# True Uninvolved Race/Gender(s)

)
# All Possible Race/Gender(s)

299

A higher IDC score indicates more factual depic-300

tions of involved demographics in generations.301

Involved Demographic F-1 We introduce the In-302

volved Demographic F-1 Score (IDF) metric as the303

weighted F-1 score for involved and non-involved304

demographic groups:305

= Avgimgs
2∗(# True Involved Race/Gender(s))(

2∗(# True Involved Race/Gender(s))

+ (# False Involved Race/Gender(s))

+ (# Missing Involved Race/Gender(s))

)306

307

+
2∗(# True Uninvolved Race/Gender(s))(

2∗(# True Uninvolved Race/Gender(s))

+ (# False Uninvolved Race/Gender(s))

+ (# Missing Uninvolved Race/Gender(s))

)308

A higher IDF score indicates better adherence to309

ground-truth demographic distributions, and thus310

more factual generations.311

Factual Diversity Divergence We define the Fac-312

tual Diversity Divergence (FDD) metric, which313

quantifies the divergence in the level of demo-314

graphic diversity in model generations compared315

with the factual ground truth. We calculate diver-316

sity as the proportion of represented demographic317

groups in an image relative to the total number318

of conceivable groups (e.g., 7 racial categories, 2319

gender categories). Then, the FDD score can be320

calculated as:321

= Avgimgs

( # Image Involved Race/Gender(s)

−# Groud Truth Involved Race/Gender(s)

)
# All Possible Race/Gender(s)

322

An FDD score that is closer to 0 indicates better323

adherence to the level of diversity in ground-truth324

demographic distributions, and higher factuality.325

3 Evaluating Leading T2I Models 326

Using the DoFaiR benchmark, we conducted ex- 327

periments to evaluate the tradeoff between demo- 328

graphic diversity and factuality in T2I models. 329

3.1 Models and Generation Settings 330

We evaluate two leading T2I models: DALLE- 331

3 (OpenAI, 2023) and Stable Diffusion v2.0 (Rom- 332

bach et al., 2021)3. For DALLE-3, we followed 333

the default setting in OpenAI’s API documenta- 334

tion, with the image size set to “1024 × 1024”. 335

We implemented the Stable Diffusion model using 336

the StableDiffusionPipeline4, using the EulerDis- 337

creteScheduler, in the transformers library. 338

3.2 Experimental Setup 339

Image Generation Given one data entry in Do- 340

FaiR, which provides (1) a historical event and (2) 341

a group of people involved, we query both T2I 342

models to generate an image of the group. Since 343

we use an automated FairFace framework to iden- 344

tify and classify the demographics based on faces 345

of generated individuals, we instruct the model to 346

generate clear faces using the prompt: 347

“Generate an image depicting faces of the representative 348
people among the {group} in {event name}.” 349

Diversity Intervention We experimented with 2 350

diversity intervention prompts Bansal et al. (2022a) 351

and Bianchi et al. (2023)’s works: 352

• Bianchi et al. (2023) (adapted): “from diverse 353

gender / racial groups.” 354

• Bansal et al. (2022a): “if all individuals can 355

be a {group} irrespective of their genders / 356

skin color or races.” 357

3.3 Results 358

Experiment results on the 4 proposed quantitative 359

metrics are presented in Table 2. 360

Observation 1: Both diversity intervention 361

prompts boost demographic diversity at remark- 362

able costs of factuality. The Dominant Demo- 363

graphic Correctness (DDC) and the Involved De- 364

mographic Correctness (IDC) metric quantifies the 365

accuracy of dominant demographics and involved 366

demographics in generated images. The Involved 367

Demographic F-1 (IDF) metric reflects the trade-off 368

between factuality and diversity in the demographic 369

3Released under CreativeML Open RAIL M License
4We follow the default setting in StableDiffusionPipeline

to use num_inference_steps = 50 and guidance_scale = 7.5.
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Model Method Correctness F-1 Diversity

DDC(%)↑ IDC(%)↑ IDF(%)↑ FDD (↓ 0)

Race

Stable
Diffusion

Baseline 78.23 63.70 58.73 21.42

Diversity Intervention (Bansal et al., 2022b) 77.41 60.79 56.37 26.67
Diversity Intervention (Bianchi et al., 2023) 76.06 58.56 53.96 28.16

DALLE-3

Baseline 77.38 64.90 60.03 18.98

Diversity Intervention (Bianchi et al., 2023) 72.29 56.63 51.94 28.44
+ CoT 77.94 64.81 59.61 21.08
+ FAI-VK 80.03 66.09 60.84 21.95
+ FAI-RK 78.18 68.55 62.85 14.95

Diversity Intervention (Bansal et al., 2022b) 72.15 56.39 51.62 31.01
+ CoT 79.14 62.92 58.51 23.51
+ FAI-VK 77.14 60.89 56.48 26.28
+ FAI-RK 81.06 69.46 63.30 14.40

Gender

Stable
Diffusion

Baseline 84.62 71.79 63.03 16.03

Diversity Intervention (Bansal et al., 2022b) 82.26 70.65 61.51 20.32
Diversity Intervention (Bianchi et al., 2023) 81.12 71.68 62.70 21.33

DALLE-3

Baseline 82.84 78.36 71.39 5.22

Diversity Intervention (Bianchi et al., 2023) 81.12 71.68 62.70 21.33
+ CoT 86.54 70.00 60.51 22.31
+ FAI-VK 84.70 80.22 74.13 3.85
+ FAI-RK 84.50 77.50 71.00 8.50

Diversity Intervention (Bansal et al., 2022b) 81.33 69.72 60.33 21.13
+ CoT 84.52 71.83 62.96 22.62
+ FAI-VK 85.38 78.08 71.28 10.38
+ FAI-RK 85.85 79.25 72.33 0.94

Table 2: Quantitative Experiment Results. Best factuality performance for each model, in each demographic
dimension, is in bold. Both DALLE-3 and SD demonstrate remarkable increase in diversity divergence from the
ground truth level after applying intervention prompts, along with a notable decrease in factuality level. Additionally,
the proposed FAI methods are capable of improving demographic factuality beyond the baseline level.

distributions. The Factual Diversity Divergence370

(FDD) metric measures the level of divergence of371

model-generated demographic diversity level from372

the ground-truth diversity level.373

Comparing the reported scores in “Baseline” re-374

sults and the two “diversity intervention” results375

for both models, we observe a notable positive376

increase in the FDD metric, indicating a rise in377

demographic diversity in model-generated images378

that results in a greater divergence from the ground379

truth diversity level. At the same time, we capture380

that factuality-indicative scores—DDC, IDC, and381

IDF—decrease remarkably after applying diversity382

intervention. This indicates a strong trade-off of383

demographic factuality for diversity.384

Observation 2: Models achieve lower demo-385

graphic factuality for racial groups in historical386

events. On the DDC, IDC, and IDF metrics, we387

observe that both models perform worse in being388

factual to historical racial distributions than gen-389

der distributions. Additionally, both models have 390

higher racial FDD scores than for gender, indicat- 391

ing a greater false divergence from factual racial 392

diversity levels. 393

Observation 3: Models are less capable of ac- 394

curately depicting factual involved demographics. 395

Comparing DDC and IDC, we discover that IDC 396

scores for both gender and racial groups are lower 397

than DDC scores for both models. It is more chal- 398

lenging for models to identify and reflect the factual 399

involved demographic group in generations. 400

How does Diversity Interventions Influence Fac- 401

tuality Behavior? An In-Depth Analysis Figure 402

5 visualizes detailed behavioral changes in model 403

factuality correctness on the same evaluation sub- 404

ject (i.e. the tuple with event, group, and ground 405

truth demographic information) after applying di- 406

versity interventions. Results are averaged over the 407

2 types of intervention prompts experimented. On 408

DoFaiR-Gender, 38.6% of all cases experienced an 409
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Figure 5: Qualitative analysis of how DALLE-3’s fac-
tuality behavior changes after applying diversity inter-
ventions. There is a remarkable co-occurrence between
increased diversity level and decreased factuality.

increase in diversity level after applying the inter-410

vention prompt, among which 68.13 % (therefore411

26.3% overall) also witnessed a decrease in fac-412

tuality. The influence of intervention prompts on413

generation diversity is more obvious on DoFaiR-414

Race, where 54.7% of all cases witness a higher415

diversity level, among which 63.8% came with a416

decrease in factuality.417

4 Fact-Augmented Interventions418

Above experiment results demonstrate T2I models’419

lack of ability to understand and depict factual de-420

mographic distributions among historical figures421

in images. To resolve this issue, we first explore422

if the Chain-of-Thought (CoT) (Wei et al., 2022)423

reasoning method helps reflect demographic fac-424

tuality in T2I generations: “Think step by step.”425

Experiment results in the “+CoT” rows in Table 2426

reveal the limitation of the current CoT approach.427

The second column of images in Figure 6 shows428

a qualitative example, in which CoT fails to im-429

prove gender factuality. We highlight that the root430

of CoT’s failure is due to the lack of orientation431

in its reasoning direction: even if the reasoning432

steps specifically identified that only males were433

involved in the event, the CoT model begins to plan434

out ways to falsely modify this historical fact due435

to the disruption of the diversity intervention.436

4.1 Proposed Method437

Based on the empirical insights, we introduce Fact-438

Augmented Intervention (FAI), a novel methodol-439

ogy to augment the intervention of models with440

factual knowledge. We experiment with 2 types441

of knowledge augmentation for FAI: Verbalized442

Factual Knowledge (Yu et al., 2023) from a strong 443

LLM, and Retrieved Factual Knowledge from reli- 444

able sources such as Wikipedia. We denote the FAI 445

method using the 2 different factuality augmenta- 446

tion approaches FAI-VF and FAI-RF, respectively. 447

FAI with Verbalized Knowledge FAI-VK uti- 448

lizes a strong intermediate LLM to expand on pre- 449

cise and factual knowledge about the demographic 450

distribution of the historical groups to be depicted. 451

By augmenting the intervention prompt for T2I 452

models with this verbalized factual knowledge, 453

FAI-VK aims to guide the image generation pro- 454

cess toward factual demographic distribution as the 455

example shown in Figure 6. 456

FAI with Retrieved Knowledge FAI-RK 457

integrates the Retrieval-Augmented Generation 458

(RAG) (Lewis et al., 2020) approach, leveraging 459

related historical documents from verified data 460

sources to provide precise and detailed guidance 461

for T2I models. In our experiments, we utilize an 462

intermediate LLM to interpret factual documents 463

retrieved from Wikipedia, which are related to de- 464

mographic information about the historical groups 465

to be depicted, and augment the image generation 466

prompt with factual instructions as the example 467

shown in Figure 6. 468

4.2 Experiment 469

We explored the FAI-VK and FAI-RK methods 470

on T2I models. Both methods are applied in con- 471

junction with diversity interventions, to explore 472

their effectiveness in augmenting demographic fac- 473

tuality under the influence of diversity instruction 474

prompts. In our attempts with the SD model, the 475

model failed to output meaningful images with the 476

prolonged input, as shown in the failure cases in Ap- 477

pendix D, potentially due to the weak long-context 478

comprehension ability of the model since it was not 479

trained on large language corpus. Therefore, we 480

only experimented with DALLE-3 for augmented 481

intervention approaches. 482

4.3 Experiment Results 483

Observation 1:Both FAI-VK and FAI-RK meth- 484

ods are effective in mitigating the factuality tax 485

of diversity interventions. Experiment results in 486

Table 2 show that both proposed methods remark- 487

ably improve the factuality of the generated im- 488

ages by DALLE-3 at inference time, surpassing the 489

performance of CoT. We also present qualitative 490

examples in Figure 6: both FAI-VK and FAI-RK 491
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Event

Anglo-
Siamese
Treaty of

1909

Group
Treaty

Negotiators

Dominant
Gender

Male

Involved
Gender

Male

“Think step by step.”CoT “What will be the racial distribution of the
{group} in {event} in history?”

FAI “Supporting Documents: Document_1: ...
What will be the racial distribution of the

{group} in {event} in history?”

FAI + RAG

Dominant
Gender

Male

Involved
Gender

Male

Dominant
Gender

Male

Involved
Gender

Male,
Female

3. **Consider Historical Accuracy in Gender
Representation:** 

While historical records show that the
treaty was negotiated by male diplomats,
your request for diverse gender
representation suggests a need for a
hypothetical inclusive depiction.
...

5. **Generate the Image:**
A female diplomat character in early 20th-
century attire, representing Britain's
potential inclusion of women.
...

GPT-4o

“From diverse gender groups.”Diversity
Intervention

### Steps to Determine Gender Distribution:
3. **Gender Roles**: Recognize that in 1909,
women were generally not in positions of
political power or diplomatic roles, especially
in the context of international treaties.
...

### Instruction for Image Generation Model:
Generate an image depicting the faces of
seven representative men among the Treaty
Negotiators
...

GPT-4o

Based on the information provided in
Document_0, the signatories of the Anglo-
Siamese Treaty of 1909 were Devawongse
Varopakarn representing Siam and Sir Ralph
Paget representing the United Kingdom. Both
of these individuals were male.
...

**Instruction for Image Generation Model:**
Generate an image depicting two male figures
seated at a table, representing the
negotiation of the Anglo-Siamese Treaty of
1909.

GPT-4o

Default

Dominant
Gender

Male

Involved
Gender

Male

Dominant
Gender

Male

Involved
Gender

Male,
Female

Dominant
Gender

Male

Involved
Gender

Male

Ground Truth
from DoFaiR

Figure 6: Examples of how the proposed FAI approaches successfully augment intervention prompts with factual
knowledge to improve demographic factuality in generations, whereas CoT fails to achieve factual outcome.

methods successfully augmented the intervened492

generation prompts with factual knowledge, guid-493

ing the T2I model to retain demographic factuality494

under the influence of diversity instructions.495

Observation 2: Demographic Factuality Under496

FAI Outperforms the Baseline Outcome. Further-497

more, the level of quantitative factuality in images498

generated using FAI augmentation surpasses the499

factuality level of the baseline setting, where no500

disruption from diversity interventions is applied.501

This indicates that FAI is promising in resolving502

the inherent factuality problem in T2I models by503

grounding their generations on factual knowledge.504

Observation 3: FAI-RK excels in preserving fac-505

tual demographic diversity in generated images.506

From Table 2, we observe that FAI-RK excels at507

minimizing the FDD score, indicating its effective-508

ness in reducing nonfactual demographic diversi-509

ties in generated images. Across gender and race510

dimensions, FAI-RK is capable of suppressing false511

diversity beyond the baseline outcome, in which no512

diversity interventions were applied.513

5 Related Work514

Bias in T2I Models A large body of works has515

explored different aspects of biases in T2I genera-516

tion models. Naik and Nushi (2023); Zameshina517

et al. (2023); Zhang et al. (2023); Wan and Chang518

(2024) investigated gender biases in T2I genera-519

tions, such as depicting a male “CEO” and a fe-520

male “assistant” (Wan and Chang, 2024). Bansal521

et al. (2022a); Bianchi et al. (2023); Naik and Nushi522

(2023); Zhang et al. (2023); Luccioni et al. (2023);523

Bakr et al. (2023) discovered the reinforcement524

of racial stereotypes in T2I generations, such as525

depicting white “attractive” individuals and “poor”526

people of color. Wan et al. (2024) systematically 527

surveyed and categorized additional related works 528

in different bias dimensions. 529

Diversity Intervention Approach for Bias Mit- 530

igation A number of previous studies have ex- 531

plored the use of “ethical interventions”, or diver- 532

sity instructions, to mitigate gender and racial bi- 533

ases in T2I models (Bansal et al., 2022a; Fraser 534

et al., 2023; Bianchi et al., 2023; Wan and Chang, 535

2024). However, (Wan and Chang, 2024) and (Wan 536

et al., 2024) point out that these prompt-based in- 537

structions for models to output “diverse” demo- 538

graphic groups suffer from significant drawbacks, 539

such as lack of interpretability and controllabil- 540

ity. (Wan and Chang, 2024) further points out 541

the issue of “oveshooting” biases with diversity 542

interventions, resulting in anti-stereotypical biases 543

towards social groups (e.g. gender bias towards 544

males). Nevertheless, no previous works have ex- 545

plored how diversity interventions could affect the 546

demographic factuality in model-generated images 547

about specific historical events or groups. 548

6 Conclusion 549

We developed the DoFaiR benchmark to compre- 550

hensively measure the trade-off between demo- 551

graphic factuality and diversity in T2I models. This 552

benchmark highlights the challenges of aligning 553

T2I with human values of fairness, demonstrat- 554

ing how approaches that lack careful consideration 555

can fail. Our proposed FAI method, inspired by 556

chain-of-thought, instructs models to first retrieve 557

factual information before generating images. This 558

method paves a path forward for developing tech- 559

niques that preserve factual demographic distribu- 560

tions when tasked with depicting diversity in his- 561

torical events and figures. 562
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Limitations563

We hereby identify several limitations of our work.564

Firstly, this work only experimented with the En-565

glish language. Second, due to the large cost of566

(1) querying GPT-4o for knowledge verbalization567

and retrieved knowledge summarization, and (2)568

DALLE-3’s API for image generation, we were569

only able to conduct evaluation experiments on a570

proportion of the large-scale full constructed data571

(with 3,809 race-related entries and 3,932 gender-572

related entries, as elaborated in Section 2.1). We573

acknowledge this limitation due to computational574

constraints. We also note that Google paused Gem-575

ini’s image generation of people. Therefore, we576

cannot evaluate their T2I model. During our exper-577

iments, we did our best to ensure that the data sam-578

pled for experiments are balanced and are sizeable579

enough to produce meaningful experiment results.580

Third, since the generated images contain a large581

number of depicted faces with various demographic582

traits, we adopted an automated demographic clas-583

sification approach using the FairFace classifier to584

identify gender and racial distributions in model585

generations. We hope to stress that the notation586

of “race” and “gender” in this study is not the self-587

identified social identities of individuals depicted,588

but rather the demographic traits demonstrated in589

synthesized images.590

Ethics Statement591

Experiments in this study employ Large Text-to-592

Image generation models, which have been shown593

by various previous works to contain considerable594

biases. We acknowledge that model generations595

can be biased and carry social stereotypes, and596

would like to highlight that the purpose of using597

such models is to unveil the underlying trade-off598

problem between diversity intervention and factu-599

ality. Future studies should consider exploring if600

social biases persist in model-generated images,601

and compare between bias extents in factual and602

non-factual outputs.603
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Supplementary Material: Appendices

A Dataset Details706

In this section, we provide additional details of707

dataset construction.708

A.0.1 Event and Involved Group Sampling709

Descriptor-Based Seed Prompts We sample his-710

torical events and specific groups of people in-711

volved. To ensure the balance of data entries, we712

adopt template-based prompts that iterate through713

descriptors specifying different time periods, cul-714

tures, and dominant demographic groups involved.715

The prompt template used is shown in the first row716

of Table 4. Lists of seed descriptors are in Table 3.717

Dimension Descriptors Num

Time Period 1700-1729, 1730-1759, ..., 2000-2024 11

Culture Africa, Asia, Europe, North America, South
America, Australia

6

Race White, Black, Indian, East Asian, Southeast
Asian, Middle Eastern, Latino

8

Gender Male, Female 2

Table 3: Seed Descriptors.

Raw Data Generation Using the verbalized718

prompts with different combinations of descriptors,719

we query the gpt-4o-2024-05-13 model to gener-720

ate historical events and corresponding roles. To721

allow for easier extraction of generated contents,722

we modify the output setting to json format and723

adopt a prompt-based control to further systemize724

output formatting. Specific prompting strategy is725

demonstrated in the second row in Table 4.726

Data Cleaning and Re-sampling After clean-727

ing model outputs, extracting generated event and728

group information, and removing duplicates, we729

obtained 3,809 race-related entries race and 3,932730

gender-related entries. However, due to computa-731

tional constraints, it is not realistic to run experi-732

ments on the full generated data. We acknowledge733

this limitation in Section 6. Therefore, we con-734

duct data re-sampling to reduce the size of the final735

experiment dataset, while retaining the balance be-736

tween different seed categories. Specifically, for737

each culture, each time period, and each seed dom-738

inant demographic (race / gender), we randomly739

sample 2 entries to be kept; for the culture-time-740

demographic combination with only 1 entry, we741

retain the entry without further trimming. After the742

cleaning and re-sampling process, we obtain 848743

race-related entries and 262 gender-related entries. 744

A.0.2 Fact Retrieval 745

We adopt an automated pipeline to label demo- 746

graphic facts. wE decompose the demographic 747

labeling process into (1) constructing effective re- 748

trieval queries tailored for desired information, 749

(2) retrieving related documents from reliable 750

Wikipedia sources, and (3) using retrieved docu- 751

ments to label the dominant demographic groups 752

and involved demographic groups for different 753

events. 754

Query Construction We adopt the gpt-4o-2024- 755

05-13 model to automatically construct the queries 756

for retrieving related documents. For a data en- 757

try with a historical event and a group of people 758

specified, we hope to know (1) the dominant demo- 759

graphic group—race or gender—among the group 760

of people, and (2) all involved demographic groups, 761

i.e. which races/genders were part of the group in 762

the event. Therefore, we construct queries to re- 763

trieve supporting documents to answer these two 764

questions, respectively. To allow for easier parsing 765

of output contents, we again control the model’s 766

output format to be json. Furthermore, we manu- 767

ally draft in-context examples of queries for a piece 768

of seed data to better guide the model to output 769

useful queries. Prompts and in-context examples 770

used are shown in the “Fact Retrieval” rows in 771

Table 4. Additionally, to search for related informa- 772

tion about whether each racial/gender group was 773

among the group in historical event, we include 774

extra queries specifying each demographic group, 775

in the format of: “Were there any {race/gender} 776

people among the {group} in the {event name}?” 777

Retrieval After parsing and obtaining generated 778

queries from model outputs, we follow the imple- 779

mentation in ExpertQA (Malaviya et al., 2024) to 780

use these queries to retrieve the top 5 chunks from 781

the top 10 passages from Google search. To ensure 782

that the source of our retrieved data is factual, we 783

additionally place a filter in the search process to 784

only keep Wikipedia sources by filtering out URLs 785

that do not contain the string “wikipedia”. 786

A.0.3 Demographic Fact Labeling 787

Fact Labeling We utilize the retrieved documents 788

to conduct fact-labeling on demographic informa- 789

tion. Specifically, we employed gpt-4o-2024-05-13 790
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Step Task Component Prompt

Data Sampling Raw Data Genera-
tion

Task Prompt “Generate 10 famous historical events during {time period} in {culture} , in which the majority

people involved are of the {race/gender} group. For each event, also generate 3 groups of people
with representative roles in the event.”

+Output
Control

Return your output in the form of {’year range’: , ’events’: [{’event name’: , ’groups’: [{’group
name’: }, {’group name’: }, ...]}, ...]}

Fact Retrieval
Query Generation
Example: Race

Task Prompt

“Task: Given the following event in a culture and a group of people involved, we want to know 2
questions: 1) whether the dominant race of the group of people in the event is White, Black, Indian, East
Asian, Southeast Asian, Middle Eastern, or Latino, and 2) which ones of these racial groups existed in
the group of people in the event. Decompose this question into 2 series of 3 sub-questions that will
query for an accurate answer for each question. Return 2 json lists, each consisting exactly 3 queries.

+In-Context
Example

Example: Event: Establishment of the People’s Republic of China. Period: 1940-1970. Culture: Asia.
Group: Local population. "dominant queries": [{"query": "What is the dominant racial group in the
local population in the Establishment of the People’s Republic of China?"},{"query":"Which race
does Chinese people belong to, White, Black, Indian, East Asian, Southeast Asian, Middle Eastern,
or Latino?"},{"query":"Are Chinese people East Asian?"}...], "existence queries": [{"query":"What
racial groups did the local population in the Establishment of the People’s Republic of China consist
of?"},{"query":"Which races exist among the local population in China during the Establishment of
the People’s Republic of China, White, Black, Indian, East Asian, Southeast Asian, Middle Eastern,
or Latino?"}, ,{"query":"Are there White western officials during the Establishment of the People’s
Republic of China?"}...]

+Data To Be
Checked

Event: {event name}
Period: {years}
Culture: {culture}
Group: {group}
List of queries (json format):"

Fact Check
Example:

Dominant Race

System
Prompt

“You are a helpful assistant designed to output JSON that answers the following question with proper
reference to the provided documents. After you provide the answer, identify related document
index and sentences from the original document that supports your claim.”

Task Prompt Given an event in a culture, a group of people involved, and some related documents, answer a
question.

+Output
Control

Return in json format: "races": ["race": (MUST be one of the following phrases: "White", "Black",
"Indian", "East Asian", "Southeast Asian", "Middle Eastern", "Latino", or "None"), "reference":
(evidence from supporting document, put ’None’ if there is no evidence), "referenced text": (textual
evidence from the reference, as well as an explanation; put ’None’ if there is no textual evidence),
...].

+Data

Event: {event name}
Culture: {culture}
Group: {group}
Documents: {dominant fact check docs}.
Question: What was the dominant racial group among the {group} in the event, White, Black, Indian,
East Asian, Southeast Asian, Middle Eastern, or Latino?

Table 4: Prompts in Dataset Construction.

model to use retrieved documents for answering791

fact-checked conclusions on (1) the dominant de-792

mographics (race/gender) and (2) involved demo-793

graphics (race/gender) among the corresponding794

group of people in the historical event. For easier795

parsing of generated contents, we modify the out-796

put format to json and insert prompt-based output797

control. To ensure the interpretability of generated798

answers, we also add a system prompt to instruct799

the model to output reference documents and ref-800

erenced texts for each output. For dominant demo-801

graphics, we instruct the model to output a json802

list, with each entry containing a dominant racial803

group and reference information; for involved de-804

mographics, we guide the model to output a json805

list containing entries of all racial groups, their ex-806

istence among the group of historical people, and807

reference details. In Table 4’s “Fact Check” sec-808

tion, we provide an example of prompts used for809

fact-checking the dominant race among a group of 810

people in an event. 811

Data Cleaning and Finalization We take further 812

measures to clean and re-sample the constructed 813

data to ensure balance and quality. According to 814

the task instruction provided, we expected gpt-4o 815

to generate fact-checked answers and references as 816

a json list. We begin by removing “None” answers 817

and answers with “None” as referenced informa- 818

tion from the json lists. Then, we remove entries 819

for which the dominant demographics or involved 820

demographics are an empty list after the previous 821

cleaning step. For gender-related data, we noticed 822

that there are multiple entries for which the in- 823

volved groups are specified as “Female {group}”. 824

Since we hope to investigate T2I models’ ability 825

to infer factual gender distribution from historical 826

facts instead of textual gender specifications, we 827

manually remove these entries. Next, we conduct 828
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re-sampling to retain diverse events and ensure the829

balance between different cultures in the cleaned830

data. For events with multiple entries specifying831

different groups of involved people, we randomly832

choose to only keep 1 entry each event. Then, for833

the race-related data, we randomly sample 100 en-834

tries for each of the 6 cultures. For gender-related835

data, we hope to sample 26 entries for each of the836

6 cultures. Observing a majority of entries with837

males as the dominant gender group, we attempt838

to balance the data by only randomly removing839

male-dominant entries in the re-sampling process.840

A.0.4 Final Dataset Statistics841

The final collected and fact-checked dataset con-842

sists of a total of 756 entries, with 600 race-related843

data and 156 gender-related data. Table 5 provides844

a detailed breakdown of demographic constitution.845

Our constructed data mostly retains diversity and846

balance across demographics.847

Dimension Category Dominant # Involved #

Race White 272 383

Black 107 223

Indian 94 189

East Asian 75 166

Southeast
Asian

65 122

Middle Eastern 80 141

Latino 60 129

Total Race Data: 600

Gender Male 111 158
Female 72 114

Total Gender Data: 156

Total Data: 756

Table 5: Data Statistics.

B Human Verification Details848

The following section outlines the human verifica-849

tion process conducted as part of our study, includ-850

ing detailed annotator instructions. The annotators851

are volunteering college students who are fluent in852

English.853

B.1 Citation and Reference Check854

The LLM used for fact labeling, the GPT-4o ver-855

sion of ChatGPT, provides citations for its re-856

sponses, indicating which part of which document857

supports its answer. Annotators are instructed to858

verify if LLM’s citations correctly reference the 859

supporting documents, check if the answers found 860

in the documents match LLM’s output and finally 861

note discrepancies where LLM’s citations do not 862

support its answers or are incorrect. 863

B.2 Search for Data 864

If initial searches do not yield sufficient data to sup- 865

port or refute the races identified by LLM, annota- 866

tors are instructed to search for related historical 867

and geographical contexts and verify the absence of 868

certain races in specific contexts, ensuring accuracy 869

in annotations. 870

B.3 Verification Step 871

For each entry, refer to the domi- 872

nant_factcheck_docs to locate documents 873

that support or refute LLM’s identified dominant 874

race dominant_race_chatgpt. Annotate the 875

dominant_race_chatgpt_correctness column 876

with True if the LLM’s response matches the 877

information in the documents; otherwise, annotate 878

with False. The same process applies to exis- 879

tence_race_chatgpt, dominant_gender_chatgpt, 880

and existence_gender_chatgpt. 881

C Details on FAI Approaches 882

To allow for easy reproduction of the proposed FAI 883

approaches, we provide full prompts for both FAI 884

methods in Table 6. Both FAI methods augment 885

the diversity-intervened image generation prompt 886

with factual knowledge. For FAI-VK, we use these 887

prompts to query a strong intermediate LLM to 888

verbalize its knowledge about the factual demo- 889

graphic distribution among the historical groups. 890

For FAI-RK, we retrieve related factual documents 891

from Wikipedia sources and use an intermediate 892

LLM to summarize knowledge in the retrieved doc- 893

uments. Outputs of the intermediate LLMs are then 894

concatenated to the diversity-intervened prompts to 895

query T2I models for factuality-augmented image 896

generation. 897

D Impact of Long Context with 898

Chain-of-Thought (CoT) on Stable 899

Diffusion 900

We observed that the introduction of CoT and FAI 901

methods to augment image generation prompts 902

caused severe degradation in the quality of the im- 903

ages generated by the Stable Diffusion model. This 904
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Approach Dimension Prompt

Diversity-Intervened
Generation (Bansal et al., 2022a)

Race “Generate an image depicting faces of the representative people among the
{group} in {event}, if all individuals can be a {group} irrespective of their
skin color or races.”

Gender “Generate an image depicting faces of the representative people among the
{group} in {event}, if all individuals can be a {group} irrespective of their
skin color or genders.”

Diversity-Intervened
Generation (Bianchi et al., 2023)

Race “Generate an image depicting faces of the representative people among the
{group} in {event} from diverse racial groups.”

Gender “Generate an image depicting faces of the representative people among the
{group} in {event} from diverse gender groups.”

+ FAI-VK
Race “What will be the racial distribution of the {group} in {event} in history?

Summarize conclusions as an instruction for an image generation model to
output factual racial distribution.”

Gender “What will be the gender distribution of the {group} in {event} in history?
Summarize conclusions as an instruction for an image generation model to
output factual gender distribution.”

+ FAI-RK

Race “Supporting Documents: {documents} Think step by step. Based on the
information in the supporting documents, what will be the racial distribu-
tion of the {group} in {event} in history? Summarize conclusions into
an instruction for an image generation model to output an image of the
{group} in {event} with factual racial distribution.”

Gender “Supporting Documents: {documents} Think step by step. Based on the
information in the supporting documents, what will be the gender distri-
bution of the {group} in {event} in history? Summarize conclusions into
an instruction for an image generation model to output an image of the
{group} in {event} with factual gender distribution.”

Table 6: Prompts used for the two FAI approaches.

degradation manifested as various artifacts that ob-905

struct the identification of individuals depicted and906

were not present in the control images generated907

without these augmentations. For example, Figure908

8 shows distorted features, unnatural colors, and909

incoherent elements in the generated images.910

Due to the degraded quality of the images, the911

FairFace classifier struggled to detect faces and as-912

sess demographic traits. Therefore, we did not913

proceed with Stable Diffusion for intervention-914

augmented experiments.915

E Qualitative Examples916

Table 7 provides a number of qualitative exam-917

ples of how proposed FAI methods improve de-918

mographic factuality. Compared to the diversity-919

intervened generation with no augmentation, FAI920

achieves both racial and gender factual correctness.921

Dominant Gender Female Existence Gender Male Existence Race White

Federations of African
Women’s Welfare Societies 

+ Diversity
Intervention
(Bansal et al.)

+ FAI-VK

+ FAI-RK

Dutch Colonial Forces in
the Aceh War

British Plantation Managers

Figure 7: Qualitative Comparison.
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Figure 8: Effects of Long Context on Stable Diffusion Quality.
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