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Abstract

Given a Banach space E consisting of functions, we ask whether there exists a reproducing kernel Hilbert
space H with bounded kernel such that £ C H. More generally, we consider the question, whether for a given
Banach space consisting of functions F' with Y C F', there exists an intermediate reproducing kernel Hilbert
space E C H C F. We provide both sufficient and necessary conditions for this to hold. Moreover, we
show that for typical classes of function spaces described by smoothness there is a strong dependence on the
underlying dimension: the smoothness s required for the space E needs to grow proportional to the dimension
d in order to allow for an intermediate reproducing kernel Hilbert space H.
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1 Introduction

Reproducing kernel Hilbert spaces (RKHSs) are a powerful concept in various branches of mathematics and
applications such as numerical analysis [42, [10], stochastics [7]], signal processing [[17] analysis [30, 2| [18], 3],
and machine learning [31} (9} [39] 26]. In many of these applications, understanding RKHSs is central task and
the choice of suitable RKHSs is essential in numerous algorithms.

Given an RKHS H on some underlying space X, properties of its kernel & or its elements f € H can often
be described in terms of a surrounding space F', that is, by an inclusion H C F'. For example, it is well-known
that the kernel & is bounded, if and only if H C (. (X) holds, where ., (X) denotes the Banach space of
all bounded functions f : X — R equipped with the usual supremum norm. Bounded kernels do not only
play a central role in the statistical analysis of kernel-based learning algorithms, e.g. [39]], but they are also



key for kernel mean embeddings, see e.g. [36, 40]. Moreover, the kernel is bounded and continuous, if and
only if H C Cy(X), where Cy,(X) denotes the space of all bounded, continuous functions f : X — R, and
generalizations of such inclusions to higher notion of smoothness are, of course, possible.

In machine learning applications one is usually interested in sufficiently large RKHSs. Here, one way
to describe the “size” of an RKHS H is by means of denseness in a surrounding space F. For example, a
continuous kernel on some compact metric space X is said to be universal [37], if H C C(X) is dense, where
C(X) denotes the space of all continuous functions f : X — R. Several papers have investigated universal
kernels, see e.g. [22] 35, 132} 40] and the various references mentioned therein. In addition, recall that basic
learning guarantees, such as universal consistency, can be established for kernel-based learning algorithms if
universal kernels are used, see e.g. [39]]. Moreover, universal kernels are very closely related to characteristic
kernels, which play a central role for identifying probability distributions [36} 35]], e.g. with the help of kernel-
based non-parametric two-sample tests [[16}[15]].

Of course, the size of an RKHS H could also be described by specifying a “lower bound” on H, that is,
a set, or vector space, of functions E it is supposed to contain. This is the focus of this paper. Namely, we
consider the question:

Question. Given two Banach spaces E C F of functions X — R, does there exist an RKHS H on X with
ECHCF? (D

Here, the Banach space of functions (BSF) F' encodes additional properties an RKHS H with £ C H is
supposed to satisfy. If no additional properties are needed, negative answers can thus be formulated by saying
that is impossible for all BSFs F' with £ C F'. For example, if X is an uncountable, compact metric
space such as X = [0,1]%, then [38] has recently shown that for the BSF E := C(X) Question (I) has a
negative answer for all BSFs F'. Besides [38], however, Question @ has, to the best of our knowledge, not been
considered in the literature, yet. Nonetheless, having positive or negative answers to this question may have
various applications as we will discuss later in this introduction.

Let us now briefly summarize the results we obtain in this paper. Here, it seems fair to mention that for the
greatest part of this paper we investigate Question (1)) under the additional assumption that the point evaluations
on E and F' are continuous. This additional assumption is, however, at best a mild restriction as it is satisfied
for practically all BSFs, and by definition, for all RKHSs. Moreover, it turns out that under this additional
assumption the inclusion maps id : £ — H and id : H — F are automatically continuous, see Lemma 23]
which in turn opens the door for tools from functional analysis. Accordingly, we can freely switch between ()
and £ — H — I, and in particular we will do so in this introduction.

Now, in the abstract setting of generic BSFs E and F', we show, among other results:

* Question has a positive answer if and only if the inclusion map id : £ — F' is 2-factorable, that is
there exist an (abstract) Hilbert space H and bounded linear operators U : E — H and V : H — V with
id = V o U, such that we have

see[Theorem 6] Of course, the inclusion (T)) gives such a factorization, but the converse requires an explicit
construction of a suitable RKHS.



* Question (I) has a positive answer if id : £ — F' is 2-summing, see e.g. [11 Ch. 2] for a definition and
key properties, or if F is of type 2 and F' is of cotype 2, see Here we note that these sufficient
conditions can be derived from general results on 2-factorable operators, see e.g. [28]] and [[11]].

* If Question (1)) has a positive answer, then id : £ — F has both type 2 and cotype 2, see|Corollary 9
For concrete families of spaces, we provide negative and often also positive results in the following cases:

* For the spaces E = Holj (X) of bounded, a-Holder continuous functions on some metric space, where
a € (0,1], we show in that a positive answer to Question (I) with F' = ¢, (X) implies
a strong upper bound on the covering, or packing numbers of X. As a consequence, for the open, k-
dimensional cube X := (0,1)* and o < k/2 no positive answer is possible, while for o € (k/2,1)
we have a positive answer, see In particular, for k& > 3, none of the spaces H61*((0, 1)’“)
can be embedded into an RKHS, while for & = 1 such an embedding is possible for all & € (1/2,1)
using a fractional Sobolev space H = H¥((0,1)) for u € (1/2, ). Moreover, in this case the inclusion
Hol' ((0,1)) < HB1'¢((0,1)), which holds for all 0 < & < 1/2, shows that H51' ((0, 1)) can also be
embedded into the RKHS H((0, 1)) with bounded kernel for any v € (1/2,1).

» For Sobolev spaces E and F of integer (mixed) smoothness on some bounded domain X C R? we show
that if Question (I)) has a positive answer, then the difference of the involved smoothness parameters needs
to be sufficiently large, see [Theorem 4] and [Theorem 15} In the case of Sobolev spaces this difference
needs to grow linearly with the dimension d, while for Sobolev spaces with mixed smoothness, this is not
the case.

« For Sobolev-Slobodeckij spaces E and F on some bounded domain X C R? we provide positive and
negative results that match to each other modulo some limit cases. In a nutshell, positive results are
possible if and only if the difference of the involved smoothness parameters is sufficiently large compared
to d, see[Theorem 20| for details. The same is true if we consider ' = /o, (X), instead.

* The results for Sobolev-Slobodeckij spaces can be extended to spaces E and F' from the Besov or Triebel-

Lizorkin family of spaces, see[Theorem 21|and [Theorem 22}

Here we note that our negative answers to Question (I)) are always derived by showing that the inclusion map
id : F — F fails to have type 2 or cotype 2. On the other hand, we always construct positive results by
employing well-known embedding theorems for the involved spaces. Moreover, in some cases our positive and
negative results complement each other (modulo some limit cases), and therefore our type 2/cotype 2 technique
is at least sometimes sharp. In these cases, we further see (modulo limit cases) that @) has a positive answer, if
and only if one already knows an RKHS H from the literature.

Let us finally illustrate the potential impact of positive and negative answers to Question (T). Here, our first
example considers kernel-based learning algorithms, see e.g. [9} [39]. For such learning algorithms, standard
(and fixed) RKHSs are sometimes viewed to be too small. To be specific, while the Gaussian kernel with width
v is known to be universal for every single value of +, it is also known that from a quantitative perspective
it only slowly approximates non-C'°°-functions, see e.g. [34]]. For this reason one either lets v depend on the
sample (size), see e.g. [13]], or considers e.g. so-called hyper-RKHS, see [25} [20]]. Rather than employing such
approaches, one could, however, also look for e.g. tailored RKHSs: Namely, if we have a space E of target
functions for which we like to construct a kernel-based algorithm with “good” learning behaviour, an RKHS H
with E C H C F can be desirable. Indeed, E C H ensures a good approximation error during the analysis of
the resulting algorithm, while H C F' can provide a strong eigenvalue or entropy number decay, see e.g. [39,




Lem. 7.21 and Thm. 6.26] for the cases H C (o, (X) or H C C*(X), which in turn leads to a small estimation
error.

Here we note that recently, BSFs have attracted interest in the machine learning community since neural
networks define particular forms of such spaces, see e.g. [6] and the references mentioned therein. In addition,
[5) Sec. 2.3] compares the differences between neural network specific BSFs E and related (but unfortunately
smaller) RKHSs H in some detail. We provide sufficient requirements for the corresponding integral reproduc-
ing kernel Banach spaces E to be included in an RKHS H in[Section 4.4]

Another possible application are so-called integral probability metrics, see e.g. [23]] and the references men-
tioned therein. Given a measurable space (X,.A) and a set F of measurable functions X — R, these metrics
are defined as

1 (P,Q) = sup\/xfdP—/deQ\

fer

for all probability measures P and () on (X, .A) for which the integrals do exist. For example, if 7 = B, _(x)
is the unit ball in the space L, (X) of all bounded measurable functions X — R equipped with the supremum
norm, then v equals the metric obtained from the total variation norm. In addition, if (X, d) is a separable
metric space equipped with the Borel o-algebra and F is the unit ball in the space Hé')lcll(X ) of all bounded
Lipschitz functions, then x is known as the Dudley metric, which metrizes the weak convergence of probability
measures, see e.g. [12, Theorem 11.3.3]. Furthermore, if F is the set of all Lipschitz continuous functions with
Lipschitz constant < 1 and (X, d) is a bounded metric space, then the famous Kantorovich-Rubinstein theorem
shows that v~ equals the Wasserstein 1-distance, see e.g. [12, Theorem 11.8.2]. Finally, if F is the unit ball By
of an RKHS H with bounded, measurable kernel, then £ is called H-maximum mean discrepancy (MMD), see
[L6]. Moreover, it can be shown that having a bounded and measurable kernel is also necessary for the MMD
to be defined for all probability measures on (X, .A), see e.g. [36, Prop. 2] in combination with [39, Lem. 4.23].
Finally, recall that, unlike many other integral probability metrics, MMDs can be both expressed in closed form
and estimated from data, see e.g. [[15]].

This raises the question of how powerful MMDs are compared to the general class of integral probability
metrics. To discuss this question, let us fix an RKHS H with bounded measurable kernel. Then vp,, (P, Q)
exists for all probability measures P and () on X and we have

By (P, Q) < [lid: H = Loo(X)[| - [P = Qv -

Consequently, if an empirical estimate ensures that vz, (P, @) is “large” with high probability, then P and Q
are “rather distinct” in the sense of the total variation norm. However, if yp,, (P, Q) > 0 is “small”, then we
cannot guarantee that || P — Q|| is sufficiently small by the inequality above, see also [40] for a rigorous
negative result in this direction. To overcome this issue, the current MMD literature focuses on characteristic
kernels, that is, on kernels for which vz, (P, Q) = 0 implies P = Q. To obtain a more quantitative result,
assume that we have a BSF I with unit ball Bg and £ — H. Then the inequality above can be extended to

lid: B — H| ™" 45, (P,Q) < 75,4 (P.Q) < [lid: H = Loo(X)] - [P~ Qllv -

Consequently, vp,, (P,Q) > 0 is “small”, then P and @ are “similar” in the sense of the integral probability
metric vg,. Depending on the space E, the integral probability metric g, might have a clear and intuitive
meaning, but it might be difficult or even infeasible to estimate vz, from data. In this case, MMDs may still be
helpful. Indeed, if we have RKHSs H; and Hs with H; — E < Hy < L (X), then

lid: Hy = B ™" 5, (P,Q) < 75, (P,Q) < ||id : E = Ha|| - 5y, (P, Q)



holds for all probability measures P and Q on X. Consequently, if we know from data that yp,, (P, Q) is
large with high probability, then, with the same probability, P and () are rather distinct in the sense of vz, .
Conversely, if we know from data that v, (P, Q) is small with high probability, then with the same probability,
P and @ are rather similar in the sense of v, . In other words, using H; and Hy we may gain a two-sided
quantitative control over yp, .

In view of this discussion let us now illustrate the consequences of our findings for MMDs. To this end, let
X := (0,1)*. If k = 1, we have already noted above that we have the inclusions

HG1'((0,1)) € Hy((0,1)) € Loo((0,1))

for all w € (1/2,1). Consequently, we have MMDs that provide upper bounds for the Dudley metric, while
RKHS H with sufficiently smooth kernel satisfy H C Hol'((0, 1)), that is, they provide lower bounds for the
Dudley metric. On the other hand, in the case £ > 3, the well-established inclusions between Besov spaces do
not provide a fractional Sobolev space between Hol'((0,1)%) and £..((0,1)*), and our results now show that
there is actually no RKHS H with Hol'((0,1)*) € H C £.((0,1)*). As a consequence, we do not obtain an
MMD-based upper bound of the Dudley metric as soon as the dimension satisfies ¥ > 3, while a lower bound
is still possible by using sufficiently smooth kernels.

The examples on learning algorithms and integral probability metrics can be generalized. Namely, if we
wish to design an algorithm that deals with functions f € E via their point evaluations, then having an RKHS
H with E C H could have significant algorithmic advantages: Indeed, the “kernel trick” [31] can simplify
the computation of inner products in H, which in turn makes it possible to use inner products in the algorithm
design by interpreting a function f € E as an element of H. Similarly, if no such H exists, then we know that
no such algorithmic short-cut is possible.

The rest of this paper is organized as follows: In Section 2] we recall some notion and technical tools used
in this paper. In addition, most of the notation is fixed. Section [3|presents all our results in the abstract setting
and Section [4] contains all results related to concrete spaces. In addition, we discuss our general approach for
deriving negative results for two simple families of spaces. Finally, all proofs can be found in Section 3]

2 Preliminaries

Given a number s € R, we write |s] := max{k € Z | k < s} and (s); = max{0, s}, (s)- = max{0, —s}.
In the following, F and F' denote Banach spaces with norms || - ||z and || - || r and closed unit balls B and
Br, respectively. Moreover, E’ and F’ denote their dual spaces. In the case E C F, we write E < F, if the
corresponding inclusion map is continuous.
In this work, we are mostly interested in Banach spaces consisting of functions. The following definition
introduces these spaces formally.

Definition 1. Let X # (). Then a Banach space E is called a Banach space of functions (BSF) on X, if all its
elements are functions mapping from X to R. Moreover, we say that E is a proper BSF, if for all x € X, the
evaluation functional

0. : E—R
f= flz)

is continuous. A proper BSF with a Hilbert space norm is called reproducing kernel Hilbert space (RKHS).



In the literature, Banach spaces of functions are also called reproducing kernel Banach spaces. These spaces
have been recently gained interest for the analysis of neural networks, see e.g. [6].

The usual sequence spaces cg and £, for p € [1, o] are all proper BSFs. Moreover, the space of R-valued,
bounded continuous functions C°(X) on some metric space X is also a proper BSF, while the usual Lebesgue
spaces on e.g. the unit interval, that is, L, ([0, 1]), fail to be a BSF. Finally, the space ¢, (X) of all bounded
functions f : X — R equipped with the supremum norm is also a proper BSF.

Note that in all proper BSFs E on X norm-convergence implies pointwise convergence, that is, if (f,) C E
is a sequence converging to some f € F in the sense of || f,, — f||g — 0, then f,,(x) — f(x) forallz € X.

RKHSs have been studied in great detail in the literature. For basic information we refer to e.g. [39, Chapter
4]. For reproducing kernel Hilbert spaces H on X, the corresponding (reproducing) kernel £ : X x X — R can
be defined by

k(z,2") = (6,00 ) 11/ z,2' € X.

It is well-known that various properties of the functions in H can be characterized by properties of k. For
example, all functions f € H are bounded if and only if the kernel k is bounded, see e.g. [39, Lem. 4.23].
Consequently, if we have a proper BSF E and we seek a surrounding RKHS H with bounded kernel, we can
express this equivalently as

ECHC/I(X). (2)

Note that in this case, the inclusion maps are automatically continuous, see Lemma

Many results of this paper rely on the type and cotype of operators and spaces. For this reason, let us quickly
recall these notions. To this end, we fix a Banach space E and some n > 1. Then we define a norm on the
n-fold product space E™ by

n 2\ 1/2
Izl = (Plleil) Ti,... a0y € E,
=1

which we sometimes call the sequence norm. Moreover, let ¢ = (g;) be a Rademacher sequence, that is, a
sequence of 1.i.d. random variables fulfilling P(¢; = 1) = P(e; = —1) = 1/2. Then

||($17"'axn)||Rad"(E) 2=]EHZ€¢$Z‘HE, T1,...,T, €K 3)
i=1

defines another norm on E", which we sometimes call the Rademacher norm. Here we note that in the literature
one also considers p-norms on the right hand side, but due to Kahane’s inequality, see e.g. [11, Thm. 11.1], the
resulting norms are equivalent to (3) with constants independent of n.

Now, the basic idea of type and cotype is to compare sequence norms and Rademacher norms uniformly in
n. Namely, for an operator A € L(E, F') we define

||(Afl}'1, ey Axn)”Radn(F)

| Alltype, = sup 4)
pes neN (@1, 2n)llep (m)
(1,080 ) EE™\{0}
and we say that A is of type 2 if || A|¢ype, < 00. Analogously, we write
||(Al’1, ey A.’En)”[n F
[ Allcotype, = sup 2(F) (&)

neN ”(xla"'axn)”Rad"(E)
(21,0,n) EE™\ {0}



and we say that A is of cotype 2, if || Al|cotype, < 00. It is straightforward to verify that || - |[¢ype, defines a
norm on the space of all type 2 operators A € L(E, F) and an analogous statement is true for || - [|lcotype, ON
the space of all cotype 2 operators A € L(E, F'). Moreover, if if we have Banach spaces Ey and Fy, as well as
bounded linear operator S : Ey — F and T : F' — Fp, then some simple calculations show the following two
inequalities, which describe an ideal property of type and cotype 2 operators:

[ TAS |ltype, < TNl Allsype, S]] (6)
||TAS||cotypeg < HT””AHCOWP%HSW (7)

Finally, we say that a Banach space E is of type 2 or of cotype 2, if the identity map idg : £ — F is of type 2,
respectively cotype 2. In this respect we also need to recall that Hilbert spaces H are of both type 2 and cotype
2. For more information on type and cotype we refer to [L1, Chapter 11].

Let (X, d) be a metric space. Then, we denote the closed ball of radius J with center x € X by B(z,9).
Moreover, given a § > 0, a sequence x1,. .., %, € X is called a 6-packing in X, if d(x;,x;) > ¢ holds for any
i # j. The packing numbers of X are defined as

NP2k (5, X) := NP**(8, X) := sup{n € N| there exists a 6-packing z1,...,z, € X}

forall § > 0. It is well known that for bounded X C R? with non-empty interior there exist constants 0 < ¢ < C'
such that

0™ < NP*R(X,8) < Co, 5 e (0,1]. (8)

3 General Results

In this section we present several results investigating the situation £ C H C F, where E and F' are proper
BSFs on X and H is an RKHS on X. In particular, we derive both sufficient and necessary conditions for the
existence of such an RKHS H. We begin with a simple characterization in the case that F is a closed subspace
of F'. In a nutshell it shows that in this case, no work for finding an RKHS H is required.

Proposition 2. Let F' be a proper BSF on X and E be a closed subspace of F. Then E is a proper BSF and
the following statements are equivalent:

i) There exists an RKHS H with E C H C F.
ii) E is isomorphic to a Hilbert space.
Moreover, in this case we have EE — H < F.

Since neither ¢( nor ¢, are isomorphic to a Hilbert space we immediately conclude by (2) and Proposition
With F = { that there exists no RKHS H with bounded kernel such that ¢ C H or ¢, C H. Similarly, if
(X, d) is a compact metric space such that £ := C'(X) is infinite dimensional, then this space is not isomorphic
to a Hilbert space, and by considering F' := ¢, (X) in Proposition [2} we conclude that there is no RKHS H
with bounded kernel and C(X) C H.

Given a proper BSF E on X and a non-empty subset Y C X, we can consider the restricted functions
fiy Y — Rforall f € E. The set E}y of such restrictions is again a BSF, see Lemma [24| for a formal
statement. Moreover, we note that the restriction H v of an RKHS H on X with kernel k is again an RKHS.



Its kernel is given by restricting k to Y x Y/, that is by kjy y. This is a direct consequence of the fundamental
theorem of RKHS, see [39, Thm. 4.21] and [39, Ex. 4.4].

The following proposition shows that inclusions & C F' are preserved when applying the same restriction
operator to both spaces E and F'.

Proposition 3. Let E and F' be proper BSFs on X with E C F. Then for all non-empty Y C X we have
E|y — F“y
with ||id : Ejy — Fy| <|lid: E — F]|.

To illustrate Proposition [3] we assume that we have two proper BSF E and F on X with E C F and we
seek an RKHS H with £ C H C F'. If there exists such an H, then PropositionE]ensures

Ey < Hjy < Fly, 9

and in addition, H % is an RKHS. In other words, if we find a non-empty Y C X, for which there is no RKHS

H onY with E|y CHC ﬂy, then there is also no RKHS H on X with E C H C F. As a consequence, we
only need to consider our Question () on subsets Y that we can suitably control.
The following definition is crucial for deriving both positive and negative answers to our Question ().

Definition 4. Let E, F' be Banach spaces and A : E — F be a bounded linear operator. We say that A is
2-factorable if there exist a Hilbert space H and bounded linear operators U : E — H andV : H — F such
the following 2-factorization of A holds:

\UJ V . (10)

Moreover, we define || Al|, = inf||U||||V||, where the infimum runs over all 2-factorizations of A.

It can be shown that || - ||,, defines an operator ideal norm, see [11, Thm. 7.1 in combination with p. 155]
for details. Namely, if we have Banach spaces Fy and Fj; and bounded linear operators S : Ey — FE and
T : F — Fy, and a 2-factorable operator A : E — F, then TAS : Ey — Fj is also 2-factorable and we have

ITAS |, < ITIH1All 151

With this observation, we almost immediately obtain the following lemma, which will play a central role in our
analysis.

Lemma 5. Let E, F' be Banach spaces and A : E — F be a bounded linear operator. If A is 2-factorable, then
it is both of type 2 and cotype 2.

Note that if we have BSFs E and F' and an RKHS H with E <— H < F, then the inclusionmapid : £ — F
is obviously 2-factorable. The following theorem shows that the converse implication is also true.

Theorem 6. Let E' and F' be BFSs on some set X with E — F'. Then this inclusion map is 2-factorable if and
only if there exists an RKHS H over X such that

EFECHCF.

In this case we also have E — H — F.



In the following, we will derive both sufficient and necessary conditions that are in many cases easier to
check than an abstract 2-factorization. In particular, our sufficient conditions make it possible to avoid an explicit
construction of a 2-factorization, while our necessary conditions can be used to show that such a construction is
impossible. We begin with two sufficient conditions.

Theorem 7. Let E and F' be BFSs on some set X with E C F. Then there exists an RKHS H over X such that
E—H<—F

if one of the following two conditions are satisfied:
i) The inclusion map id : E — F' is 2-summing.
ii) E is of type 2 and F is of cotype 2.

In view of i) recall that 2-summing, or more generally, p-summing operators have been extensively investi-
gated in the literature, see e.g. [11]. In particular, is is known that for certain pairs of Banach spaces F and F/,
every bounded linear operator A : £ — F'is 2-summing. Indeed, if, for example E is a £1-space and F' is a
Lo-space, see e.g. [11} p. 60] for a definition, then one can show with the help of Grothendieck’s inequality that
every bounded linear operator A : ¥ — F'is 1-summing, see e.g. [11}, Thm. 3.1], and therefore also 2-summing,
see e.g. [11, Thm. 2.8]. Moreover, every Hilbert space is an L-space, and since the 2-summing operators form
an operator ideal, we directly obtain the following result, which shows that i) of is sharp in some
cases.

Lemma 8. Let E and F be BFSs on some set X with E C F. If E is an Lq-space and there exists an RKHS H
over X with E C H C F, then the inclusion map id : E — F is 2-summing.

We note that a similar result holds, if F is an £.,-space thanks to another application of Grothendieck’s
inequality, see e.g. [11, Thm. 3.7]. In addition, if E is a subspace of an £,-space for some p € [1, 2], then every
bounded linear A : & — F that is ¢g-summing for some ¢ > 2 is also 2-summing. For such E, we can thus
replace i) of by the g-summability of id : E — F. Similarly, if E is an £,,-space for some p € [2, o]
and 1/q > 1/2 — 1/p, then every g-summing operator A : £ — F' is 2-factorizing, see e.g. [L1, p. 168].

The assumption in ii) of can be slightly relaxed. Indeed, if both £’ and F have cotype 2 and
one of these spaces has the so-called approximation property, then [27], see also [28, Thm. 4.1] has shown that
every bounded linear operator A : & — F' is 2-factorable. Here we also refer to [28, Thm. 8.17] for another
relaxation. Moreover, [28, Thm. 3.4] shows that every operator A that has a factorization A = VU, where U is
of type 2 and V is of cotype 2, is 2-factorable, and since Hilbert spaces are of type 2 and cotype 2, the converse
implication is obviously also true, using the ideal property of type 2 and cotype 2. In this direction we also
note that [19] has found examples of Banach spaces E and F such that neither £’ nor F' have cotype 2, but
every bounded linear operator A : E — F is 2-factorable. However, these spaces are not BSFs. In addition, the
embeddings /1 — {5 — {., show that these (co)type 2 assumptions on £ and F’ are in general not necessary for
a positive answer to our Question (I)). Moreover, our results on Holder spaces, see[Theorem 12]and [Theorem 22}
show that in the absence of (co)type 2 assumptions on E and F' both positive and negative results are possible
even for natural embeddings within the same scale of spaces. In contrast, the following straightforward corollary
shows that the type 2 and cotype 2 of id : E — F is a necessary condition for E C H C F.

Corollary 9. Let E and F' be BFSs on some set X with E C F. If there exists an RKHS H over X with
E C H C F, then the inclusion map id : E — F is of both type 2 and cotype 2.



4 Applications to Various Concrete Spaces

We have seen in Theorem [6]that our Question (T)) is characterized by the 2-factorability of the embedding £ —
F'. In this section, we thus investigate the 2-factorability of embeddings Ey < Fjs in various parameterized
families of spaces of “functions”, establishing both positive and negative results. The positive results explicitly
state 2-factorizations given sufficiently well-behaved parameters 6, 6’, which we straightforwardly derive from
known embedding theorems. Negative results are derived from investigating type 2 and cotype 2, which are

required for 2-factorability as stated in

4.1 Warm-up: /,-spaces and L, -spaces

In this subsection, we quickly investigate inclusions between £,-spaces, respectively L,-spaces. Here, our
focus lies on explaining the common strategy for deriving negative results rather than on deriving particularly
interesting new results. This common strategy will then applied to more interesting scenarios in the subsequent
subsections.

We begin with the most simple example of a family of spaces for which we investigate 2-factorability,
namely £,-spaces. Recall that these spaces are proper BSFs, and hence the following lemma also precisely
answers our Question (I for this family of BSFs.

Lemma 10. Let 1 < p < g < 0. Then the embedding
by, = L,
is 2-factorable if and only if p < 2 < q. In this case it 2-factorizes over the RKHS {5 by {, — ly — £,

Proof. Clearly, we only need to show that p < 2 < ¢ is a necessary requirement for 2-factorability. To this end,

letey, es, ... € £, be the sequence of unit vectors. For n > 1 we then have
n
Iexs - en)llRadn(6) = Benraal| ) eieil, = n'/?
i=1
and

n 1/2
2
lerssenlllgen = (Plleally,)  =n'7
=1

Now, if £, < £ is 2-factorable, then it is of type 2 by [Lemma 5| and hence we obtain

o P n €1,...,€ n
= tilmey = sup drenetnlae el e
(@1,...,0 ) €L2\{0} ||(CU17 cee 7$n)||Rad"(ep) H(elwnaen)HRad”(lp)

for all n > 1. Since ||€;, — £4]|type, < 00, this implies p < 2. Using €, = £4]|cotype, < 00 We analogously
obtain g > 2. O

The next lemma investigates L,-spaces, where for the sake of simplicity we only consider the domain [0, 14
and the Lebesgue measure. Here we note that these spaces are, of course, not BSFs, but the common strategy
becomes more visible than in the previous example.
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Lemma 11. Let Q == [0,1]? and 1 < q < p < oc. Then, the embedding L,(Q) — L,(Q) is 2-factorable if
and only if ¢ < 2 < p. In this case we have L,(Y) — La(Q) < Ly (D).

Proof. Again, we only need to show that 2-factorability implies p > 2 > ¢. To this end, let » € N and m := n9.

Moreover, let Ay, ..., A,, be the partition of [0, 1] into m cubes of side length 1/n. Then, we obtain

m
[(Lays-- s La, )l IRadm (L, 2) = Es~RadHZ eilla,] 1

i=1

Lp(Q) —

and

m 1/2
2 —
[(Lays- s Ta)lep iz, @) = <§ N1, Lq(ﬁ)) — pdt/2-1/a)

i=1

Now, if L, () < Lq(€2) is 2-factorable, then it is of type 2 by[Lemma 5} and hence we obtain

1@ays-- D)l 2@ _ aaje-1/9
(Lays-- 5 La,)lIRadm (L, ()

HLP(Q) — Lq(Q)”tyPCz > ||

for all n > 1. Since || L,(2) <> Lg(2)|ltype, < 00, this implies ¢ < 2. Analogously, we obtain p > 2 using
1Lp(82) = Lyg(D)|cotype, < 00 H

It is easy to generalize to atom-free finite measure spaces (£2, ). Since is mostly

stated to illustrate our common proof strategy, we omit the details.

4.2 Spaces of Holder Continuous Functions

Let (X, d) be a bounded metric space. In this section, we establish necessary requirements for the existence of
an RKHS H on X that can be squeezed in between two fixed Holder spaces over (X, d), that is

Ho1S (X) — H < Hol5 (X)),

where 0 < § < a < 1. Here, our result will show that the existence of such an RKHS H implies an upper
asymptotic bound on the growth of the packing numbers NgaCk(X ,0) of (X, d). Moreover, we obtain a similar
result if we replace Hfjlg (X) by £ (X).

Let us begin by recalling the definition of these spaces. To this end, we denote the a-Holder norm of a
function f : X — R by

| fllmae = maX{ sup M7supf(x)|} ) (11)

r#yeX reX

where a € (0,1]. Clearly, we have || f||ms1 < oo if and only if f is both a-Hélder continuous and bounded.
Moreover, we define the Holder spaces by

HoIG (X) ={f: X = R | ||fllmaig < oo}.
It is well-known and easy to verify that (H6I5(X), || - |lmsie) is a Banach space. In addition, since Holder

spaces consist of bounded functions, we can quickly check that H61G (X) — Hélg (X) holds for all 0 < 5 <

11



a < 1. Moreover, another routine check shows that it is also a proper BSE. By the existence of an
intermediate RKHS H is therefore equivalent to the 2-factorability of an embedding Ho615 (X) — Hélg (X).

Finally, let us recall that the diameter of a metric space (X, d) is diam X := sup ;c y d(s,t) > 0. With
these preparations our result reads as follows.

Theorem 12. Let (X, d) be a metric space and 0 < 8 < o < 1. If X is connected and there exists an RKHS H
over X with

HoIG (X) < H < Hol%(X), (12)
then there exists a constant C > 0 such that for all 0 < § < min{1, diam X } we have
NP*(X,5) < Co~Ha=h) (13)
Moreover, if there exists an RKHS H over X such that
HolG (X) — H — loo(X), (14
then there exists a constant C' > 0, such that (13) holds for 3 := 0 and all 0 < § < min{1, diam X }.

Let us consider a bounded X C R? with non-empty interior. By and the packing number
bound (8) we conclude that there is no RKHS H satisfying (12) if « — 8 < d/2. Moreover, there is no RKHS
H satisfying (T4) if « < d/2. Hence, (1) is infeasible for d > 2 within the family of Holder spaces. We
observe that the difference of the smoothness between the Holder spaces in (I2)) needs to grow proportional to
the underlying dimension in order to enable (T)).

In[Section 4.5] (26) will generalize Holder spaces over X, allowing arbitrarily large non-integer smoothness.
In[Theorem 21| we will show that if « — 3 > d/2, then there exists an intermediate RKHS H such that we have

Hol*(X) — H — Hol’(X)
and in[Theorem 22| we will show that for & > d/2 there exists an intermediate RKHS H such that
Hol*(X) < H < C°(X)

holds. Hence, the bounds derived in are tight up to the border cases a — 8 = d/2, respectively
a = d/2. For general metric spaces (X, d) however, we do not know any condition that implies the existence
of an RKHS H satisfying (12) or (T4).

The requirement that X is a bounded subset of R? is crucial to obtain positive answers to (), as the following
theorem shows.

Theorem 13. Let Q@ C R? be open and unbounded. Then there exists no RKHS H on § with bounded kernel
such that C>=(Q2) C H.

By C*°(£2) we denote the space of smooth functions, given by the norm || f || oo () = SuPaeng [|0a f/|oo-

4.3 Spaces of (Generalized) Mixed Smoothness

In this section we investigate our Question[I]for a scale of spaces that generalize both classical Sobolev spaces
and Sobolev spaces of mixed smoothness, see e.g. 1], respectively [33]]. Since some of these spaces are not BSFs,

12



we will focus on the 2-factorability of embeddings between such spaces, where we recall that by
2-factorability is equivalent to our initial Question [I]if the involved spaces are BSFs.

To introduce these spaces, we fix a finite, non-empty set A of multi-indices, i.e. A C NZ. Then we say that
A is coherent, if for all « € A and 8 € N& with 8 < « we have 8 € A, where 3 < « denotes the usual
element-wise partial order. Moreover, we write |[A|; = max{|a|, : & € A}, where |a|; = a1 + - + g
denotes the sum of the entries of v € Ng.

Given a bounded domain Q C R? and a coherent A C Ng, we now define the set of A-times weakly
differentiable functions by

WA

aux

(Q) = {f € Lo(Q) | the weak derivative J,, f exists forall a« € A}, (15)

where Lo(2) denotes the space of all measurable f : Q@ — R. Moreover, we define the Sobolev space of
generalized mixed smoothness A as

WPZA(Q) = {f € Wdﬁx(ﬂ) : ”fHWI;“(Q) < OO},
where the mixed Sobolev norm of f is given by

1fllwa@) = sup 10a fllL, ) (16)

Note that for s € Ny and A := {a € N& : |a|, < s} the spaces W;‘(Q) equal the classical Sobolev spaces
H;(Q) of integer smoothness s modulo an equivalent norm. Here we note that both our initial Question and
2-factorability are invariant with respect to equivalent norms, and therefore these small differences between
WA(Q) and H3(€2) do not affect our results. Finally note that we obviously have [A|, = s.

If, for a fixed s € Ny, we define A := {a € N§ : a1,...,cq < s}, then Wm¥(Q) == W;‘(Q) equals a
Sobolev space of mixed smoothness s, where again the latter spaces may have an equivalent norm. Note that
for such A we have |A|; = sd.

In the following we provide necessary parameter requirements for 2-factorability of embeddings between
Sobolev spaces of generalized mixed smoothness.

Theorem 14. Let Q C R? be a bounded domain, A, B C Ng be coherent sets, and 1 < py1,ps < 00 such
that the embedding W\ (Q) — W (Q) exists. We write s = |A|, and t = |B|,, and further assume that

s —t > d(1/p1 — 1/p2) holds. If the embedding Wt (Q) — W5 (Q) is 2-factorable, then we have

s—t>(dfpy—d/2)s +(d/2—d/ps)s . (17)

Recall that for classical Sobolev spaces H,; (£2) and Hf)z (2) of integer smoothness with s > ¢, it is asserted
in [29, p. 82, Remark], see also the discussion in [I} p. 108ff], that the embedding H, Q) — H]t)2 (Q) exists
if and only if s — t > d/p1 — d/p2. Moreover, recall that for these spaces we have H3(Q) = W;(2), where
A = {a € N¢ : |a|;, < s}. Since this gives |[A]; = s, shows that if Hy (Q) < H, (Q) is
2-factorable then holds.

In contrast, if we consider Sobolev spaces of mixed smoothness s respectively ¢ as introduced above, then
the 2-factorability of the embedding W[fl’mi"(Q) — szémi"(Q) implies

s—t=(1/p1—1/2)4 +(1/2=1/p2)+

since the considered coherent sets A and B are of size | A|; = sd and | B|; = td. Note that compared to classical
Sobolev spaces, the dimension no longer appears in the necessary condition.

13



The next theorem investigates the case in which W£(Q) is replaced by £, (2), that is we consider
W;‘(Q) — oo (€2), where the embedding is understood in the usual sense of Sobolev’s embedding theorem.

Informally speaking this complements with the case with B = {0} and py = oc.

Theorem 15. Letr Q C R< be a bounded domain, A C Ng be a coherent set, and 1 < p < 00 such that the
embedding WI;A(Q) — Uoo (2) exists. We define s == |A|, and assume s > d/p. If there exists an RKHS H with
WPA(Q) C H C L5 (Q), then we have

s> (d/p—d/2)y +d/2.

We can generalize [Theorem 14]to mixed fractional smoothness in the style of Slobodeckij spaces, which we
will use in|Section 5.2.4} A space W;‘ (2) of mixed fractional smoothness is given by an integration index p > 1
and a coherent set of mixed smoothness A. The elements («, ) of A consist of a multi-index o € N& which
ensures the coherent structure of A, and a parameter 6 € [0, 1) that refines the smoothness of the derivative 0,
to a fractional smoothness as in (39). Defining |A|, := max{|a|; + 0 | (a,0) € A} we obtain analogously to

Theorem 14| that for an embedding W31 () < W (Q) the inequality
|Aly = |Bly = (d/p1 — d/2)4 + (d/2 —d/p2)+

is a necessary requirement for 2-factorability. For Slobodeckij spaces this result is sharp, as we will show in
[Theorem 20

4.4 Embedding Integral Reproducing Kernel Banach Spaces into RKHSs

Consider a single hidden layer neural network f : R? — R with n hidden neurons, that is, f is of the form
f@) =Y aio((@,w) +by),
i=1

where o : R — R is an activation function, w; € R? are weight vectors and b; € R are biases. This network’s
outputs can be interpreted as integrals by observing that for the discrete signed measure

1= 0ibu, b
i=1

on R the identity
f@) = [ ol 1), ) du, )

holds for all 2 € RY, where we write (w,b) € RI*! for the vector obtained by appending b € R to w € RY.
This perspective motivates the theory of integral reproducing kernel Banach spaces (IRKBS), which can be
used to describe such networks and their limits, see e.g. [6, Section 3.5].

In this section we investigate Question (I)) for IRKBS, which are a certain class of proper BSF. Let us begin
by recalling the definition of IRKBS.

14



Definition 16. Ler (X, A) be a measurable space, ¥ : X x X — R be a measurable function, and M be
a Banach space of finite signed measures on X. We call a bounded and measurable function 8 : X — Ra
normalizing function of U, if

sup|W(z,y)B(y)| < oo (18)
yeX
holds for all x € X. In this case, we define f, v g : X — R by

fuaa@) = [ V)5 duty). vex (19)
b's
foreach i € M. Then the set Exq w3 = {fu,w3 | p € M} equipped with the norm

Hfu”EM,‘p,B = inf{”V”M lveM, f, = fu.}

is called an integral reproducing kernel Banach space.

In the following, M (X) denotes the space of finite signed measures on X equipped with the total variation
(TV) norm. The next result, which is a variant of [6, Prop. 3.3], shows that under natural conditions Exq,v g
becomes a proper BSF.

Proposition 17. Let X be a measurable space, ¥ : X x X — R be a measurable function and 5 : X — R
be a normalizing function of ¥. Let M be a Banach space of finite signed measures on X with M — M(X).
Then, (Enm,vp, -1 g, , ,) is @ proper BSE.

In the following, we would like to reduce our considerations to the case 8 = 1 without loosing generality.
To explain this, let (X, .A) be a measurable space, 5 : X — R be bounded and measurable, and M be a Banach
space of signed measures on X. For u € M, we define a new finite, signed measure Sy on X by

B)(4) = [ B duty). dcA
A
Moreover, we write SM = {Su | u € M} and

el gpg = mf{[[v]l o | v € M, = Br}.

It can be quickly verified, that (8M, [|[|5,,) is a Banach space of finite signed measures. Moreover, the
embedding M — M|(X) and the boundedness of 8 : X — R imply SM < M(X). Under the assumptions

of we further have
Juwp = fopwa (20)

and also

i g, = B Lae |7 € M Frit = o} = (Wl | € M, S = Fonen)
= inf{||Bvl gpq | Fovwr = fouw1}
= fsuwillpyp g, @D
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In other words, (20) and (ZT)) make it possible to work with the constant normalizing function S = 1 by adapting
the considered Banach space of signed measures.

Having introduced IRKBSs, our next goal is to investigate under which assumptions these spaces can be
embedded into an RKHS. To this end, we assume that ¥ : X x X — R is a symmetric function that can be
written as a difference of two kernels k1 and k5 on X, that is

U="FkK —k.

In the literature, this is known as a positive decomposition of ¥ and it is discussed in e.g. [8] and the references
mentioned therein. Moreover, positively decomposable functions are the foundation of reproducing kernel Krein
spaces (RKKSs), a generalization of RKHSs, see e.g. [24]].

The following lemma investigates Question (I)) for IRKBS E 4y 1 in cases where W is positively decom-
posable.

Lemma 18. Let X be a measurable space and M be a Banach space of finite signed measures on X with
M — M(X). Moreover, let k1, ko be measurable kernels on X with RKHSs Hy, H, such that U := k1 — ko
is bounded. Then, the IRKBS En w1 is a proper BSF. If, in addition, we have

Hy,Hy C Lq(p) (22)
Sforall p € M, then the RKHS H = H, + Hs of the kernel k := ki + ko fulfils
EM,\I/,I — H.

An easy way to check (22)) is provided by [39, Thm. 4.26], which shows that if & is a measurable kernel on
X with RKHS H and p is a finite signed measure on X with

kil = /X VE@ @) dlul(z) < oo,

where || := py — p— denotes the total variation of y, then H C £4 () follows.
To adapt this to our situation, we first note that is obviously equivalent to Hy + Hy C Lq(p) for all
w € M. Since kq + k2 is the kernel of Hy + Ho, we thus see that (22) is satisfied if

/ VEi(z,2) + ko (2, z) du(z) < 00, nwe M. (23)
bl

For example, if k; and ks are bounded, (23)) holds, and thus also (22). As a consequence, we then have the
embeddings Enqw1 — Hi + Ho — loo(X).

To illustrate and its crucial assumption (22) in a concrete setting, we fix a real sequence (\;);>o
and consider the power series

=0

as well as their convergence radii R and R_. Moreover, we write R := min{R, R_} and assume R > 0.
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For X C B(0,V/R) we define k1, ks : X x X — Rby ki (2,y) = o ((z,y)) and ko (z,y) == o_({z, ).
Then, k1 and k9 are continuous and [39, Lemma 4.8.] shows that k1 and k5 are kernels on X since all coefficients
are non-negative. We further define ¥ : X x X — Rby ¥ := k; — ko, that s,

U(z,y) =D Ni{z.y), z,y€X.
=0

Let us assume for simplicity that ¥ is bounded, so that we may choose 5 = 1 as a normalizing function of .

Then, shows that the IRKBS F v(x),w,1 is a proper BSF. To obtain a positive answer to Question
(1) from it remains to check (22). Here we first note that the sufficient condition (23) for (22) reads

as

o0

YOl € Law), e M.

=0

Unfortunately, this condition is not necessary. To derive a necessary condition, we first note that (22)) implies
ki(-,z) € Ly(p) forall z € X, p € M, and i = 1, 2. In our situation, the latter reads as

oo

SNl () € La(p) (24)

=0

forall z € X and u € M.
Finally, the following example shows that the condition (T8) ensuring that Erq v 1 is a proper BSF is in
general substantially weaker than the condition (22)) ensuring a surrounding RKHS.

Example 19. Ler X = R%, o : R — R be given by

() = cos(t) = Y (1) .
=0

and ¥ : X x X — R be given by ¥ (z,y) = o({(z,y)). Then, V is bounded and for M := M(X) we know
by that the IRKBS E w1 is a proper BSE. Moreover, our discussion above shows that a positive
decomposition of U is given by the kernels

t4i t4i+2

ki (z,y) = Z () and ko(z,y) = Z TEk

=0 ’ =0

By (24) we thus see that we need at least
cosh({ ) € L1(n)

forall p € M,z € X inorder to apply[Lemma T8} Consequently, we can only find an RKHS H with E w1 <
H with the help of[Lemma 18} if we substantially reduce the space M of considered measures.
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4.5 Triebel-Besov-Lizorkin spaces

In this section we consider Triebel-Lizorkin spaces and Besov spaces. To quickly introduce those spaces, let
us fix a bounded domain Q C R? with smooth boundary [29, Sect. 2.4.1, Def. 1]. We denote Triebel-Lizorkin
spaces by F; (), where s > 0 is the smoothness, p € [1,00) is the integration index, and q € [1,00] is the
fein index. Moreover, Besov spaces are denoted as B, ,(§2) where s > 0 and p, g € [1, 00].

In the following, we say that X (€2) is a Besov-Triebel-Lizorkin space, if either X () = F}; ,(Q) with
p<ooor Xy ()= B;  (Q)withp € [1, oq].

Recall from e.g. [29, Sect. 2.2.4] that for s > d/p, the spaces F; (€2) and B ,(€2) can be continuously
embedded into C°(2) and consequently, they are proper BSFs. Nonetheless, we will also investigate the case
s < d/p, where we can still sharply answer the question of 2-factorability. Finally, some additional embedding
theorems for Besov-Triebel-Lizorkin spaces are recalled in

Many well known function spaces are special cases of Besov-Triebel-Lizorkin spaces [41, Prop. 2.3.5],
especially the following identities hold up to norm-equivalence:

The fractional Sobolev spaces (), which are sometimes also referred to as Bessel potential spaces, can
be identified via

Hy(Q) = F; (), s> 0,p € (1,00). (25)
Here we recall that H5 () is a Hilbert space which can be quickly inferred from their definition with the help
of the Fourier transformation, see e.g. [29, p. 13]. Combining this with the above mentioned embedding into
C(92), the spaces Hy () are RKHSs whenever s > d/2.

For s > 0 with s ¢ N, the Holder spaces H61?(€2) of | s|-times differentiable, bounded functions, for which
all these derivatives are bounded and the derivatives of order | s| are s — | s|-Holder continuous, can be identified
via

HGI* () = B3, oo (). (26)

Note that for s € (0, 1), these spaces coincide with the Holder spaces discussed in In contrast to
[Section 4.2] however, we can now also deal with smoothness s > 1.

For s > 0 and p € [1, o0), the Slobodeckij spaces W7 (€2), whose definition is recalled in|Section 5.2.4) can
be identified via

W (Q) = F2,(Q), 27)

p,q

2, ifseNandp>1,
where ¢ = .
p, ifs¢N.

Besov spaces and Triebel-Lizorkin spaces coincide when their integration and fein index are equal, that is
By () = F; (), p < oo (28)

This is the only scenario in which Besov spaces and Triebel-Lizorkin spaces are equal, see [41} 2.3.9].
Our first result in this section investigates 2-factorability of embeddings between Slobodeckij spaces. Mod-
ulo limiting cases, it provides a characterization.

Theorem 20. Let Q C R? be a bounded domain with smooth boundary, and let 0 < t < s < oo and
1<p1,p2 <oo. Ifs €N, letp; > 1andift € Ny, let po > 1. Furthermore, let s —t > d(1/p1 — 1/p2) hold.
Then, the embedding W3 () — W} () exists and the following statements hold true:
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i) Sufficient requirement. If s —t > (d/p1 —d/2); + (d/2 —d/p2)+ , then the embedding 2-factorizes as
Wy () = H3(Q) — W[, () (29)

forany w € (t+ (/2 — d/ps)1 5 — (dfp1 — d/2) ).

ii) Necessary requirement. If the embedding W (€) < W;z () is 2-factorable, then we have
s—t>(d/pr—d/2) +(d/2—d/p2)+.

a result showing that Slobodeckij spaces are “dense” in the Besov-Triebel-Lizorkin spaces in a
suitable way, allows analyzing 2-factorability of embeddings of Besov-Triebel-Lizorkin spaces based on[Theo-]
yielding a central result which is our strongest answer to (T)).

Theorem 21. Let Q C RY be a smooth bounded domain and let 0 < t < s. Let X5 () and Y;! . (Q) be

P11 P2,q2
spacesﬂ of Triebel-Lizorkin type F,; ,(Q2) or of Besov type B, (). If both spaces are of Triebel-Lizorkin type,
assume s —t > d/p1 — d/pa, and otherwise let s —t > d/p1 — d/pa. Then, the embedding

X;1,Q1 (Q) = }/Ptz,CIz (Q)
exists and the following statements hold true:
i) Sufficient requirement. If s —t > (d/p1 —d/2)1 + (d/2 — d/p2)+ , then the embedding 2-factorizes as

X5 (Q) = HY(Q) =Y  (Q) (30)

P1,91 P2,92

foranyu € (t+ (d/2 — d/p2)+,s — (d/p1 — d/2)+ ). If both spaces are of Triebel Lizorkin type, then
the 2-factorization in (30) even exists for all u € [t + (d/2 — d/p2)+ ,s — (d/p1 — d/2)+ ]\ {s,t}.

ii) Necessary requirement. Ift > 0 and the embedding X, . () ng’ 1 () is 2-factorable, then we
have

s—t=>(d/pr—d/2)+ +(d/2—d/p2)+.

Finally, we answer Question (I for F' = ¢, (f2), characterizing of the existence of an encompassing RKHS
H consisting of bounded functions for Besov-Triebel-Lizorkin spaces modulo border cases.

Theorem 22. Let Q@ C R? be a smooth bounded domain and let s > 0. Let X, 4(82) be a space of Triebel-
Lizorkin type Fy ,(2) or of Besov type B, (). Let s > d/p. Then, the embedding

s 0
X, 4(8) = C°(Q)
exists and the following statements hold true:
i) Sufficient requirement. If s > (d/p — d/2)+ + d/2, then the embedding 2-factorizes as
X5 ,(Q) = HY(Q) — C°(Q)
foranyu € (d/2,s — (d/p —d/2)+ ).

'Mixed cases, such as for example X5, . (Q) = BS, ,, (@) and Y}, . (Q) = F}, . (), are possible.
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ii) Necessary requirement. If the embedding X () — C°(R2) is 2-factorable, then we have
s> (d/p—d/2); +d/2.

i) shows that over a bounded smooth domain 2 C R?, we find a space E consisting of suf-
ficiently smooth functions of finite smoothness such that for F' = C°() our Question (T) allows a positive
answer. This is a strong contrast to an unbounded domain 2 C R?, where shows that (T)) is not
even feasible for E = C°(Q) C (- (2) = F, which stresses the necessity of the boundedness assumption.

5 Proofs

5.1 Proofs for Section

For the following results recall that a BSF E on a set X is called proper if the point evaluation 6, : £ — R, f —

f(z) is continuous for all z € X, see

Lemma 23. Let F' be a proper BSF on X and E be a BSF on X with E C F. Then the following statements
are equivalent:

i) E is proper.
ii) We have E — F..
In this case we further have ||, ||g: < ||id: E — F|| - |07 forall x € X.

Proof of Lemma 23} ii) = i). We write ¢ := ||id : E — F|| and fix an # € X. Then we have Bg C ¢Bp, and
hence we obtain

0z]|zr = sup |5wf| < sup ‘6wf| = C Sup ‘5wf| = CH51||F’7
f€BE f€cBr fEBp

and in particular 6, : £ — R is continuous.

i) = ii). We will apply the Closed Graph Theorem, see e.g. [21, Theorem 1.6.11]. To this end let us fix a
sequence (f,) C E with f,, — fin E and f,, — g in F. This yields both f,, — f pointwise and f,, — ¢
pointwise, and hence we conclude f = g, thatis id f = g. The Closed Graph Theorem then gives the continuity
ofid: ¥ — F. O

Proof of Proposition[2; Let us write || f||z == ||f||r forall f € E. Then (E, || - || g) is complete since E C F
is closed, and consequently E is a BSF on X. Moreover, we obviously have &/ — F’, and hence E is proper by
Lemma23]

i) = ii). Since F, H, and F are proper BSFs an application of Lemma[23yields E < H < F. Our next
goal is to show that F is a closed subspace of H. To this end, let us fix a sequence (f,,) C E and an f € H with
Ifn — fllzr — 0. Since H — F, we then have || f,, — f||7 — 0, and in particular, (f,,) is a Cauchy sequence
with respect to || - ||p. However, we have || f||g = || f||F for all f € E, and therefore (f,) is also a Cauchy
sequence in E. Since (E, || - | g) is complete, there thus exists a g € E with || f,, — g||z — 0. Moreover, since
both H and E are proper, we additionally have f,,(x) — f(z) and f,,(z) — g(z) for all z € X, and therefore
f =g. This shows f € F.

Finally, since E is a closed subspace of H, we see that (F, || - ||z) is a Hilbert space, and in particular
complete. In addition, E < H shows thatid : (E,| - ||g) — (E,|| - || &) is continuous, and obviously, it is
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also bijective. The Open Mapping Theorem then guarantees that the inverse is also continuous, see e.g. [21}
Cor. 1.6.6].

ii) = i). If E is isomorphic to a Hilbert space, we can define a Hilbert space norm on FE that is equivalent to
|l - |z. Then E equipped with this Hilbert space norm is an RKHS H that satisfies £ = H. O

Lemma 24. Let E be a proper BSF on X andY C X be non-empty. Then

Ey = {f‘nyEE}

equipped with the norm

I9llmy = f{|[flls : f € Eand fiy =g}, g€ By
is a proper BSF on'Y with
10yl &,y ) < 0yllEr yevy. (31
Moreover, the restriction operator - |y : E — E\y is linear and continuous with || - |y : E — Ejy|| < 1.

Proof of Lemma @]: Obviously, Ejy is a vector space consisting of functions ¥ — R and the restriction
operator is linear.
To verify that || - ||z, is a norm, we first note that || - ||z, > 0 and 0], = 0 are obvious. Moreover, if

g € Ejy satisfies ||g||g,, = O, then there exists a sequence (f(™) c E with f|(;) =gand | f™| — 0. The
latter gives f(")(x) — 0 for all # € X, and hence we find

a(y) = [ () = 1™ () =0, yevy.

This shows g = 0. In addition, the homogeneity follows from
laglle, =mf{|fle : f€ Eand fiy = ag} =f{|laflls : fe Eand fiy = g} =algls, -
To verify the triangle inequality, we fix some g1, g2 € E}y-. Since forall (), f(2) € E with fl(ﬂi/) = g; we have
(fY + f3)y = g1 + g2 we then obtain
los + gallz, < (/D + Ol £ € Band 1 = g1}
<inf{[[f D)+ |f@|p : fO € Eand £{) = g;}
= llgilley + llg2llzy -

Let us now show that restriction operator - |y : £ — E)y is continuous. To this end, we fix an f € E. Then
we easily find

Ifiv ey =mt{Ifle : feEand fiy = fiy}, < I f]e-

and hence we have the desired continuity with || - |y : B — Ejy || < 1.
Next, we show that the norm is complete. To this end, let (g,,) C E|y be a sequence with

o0
Z ||g7l||E\Y < 00.
n=1
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By a well-known characterization of complete normed spaces, see e.g. [21, Thm. 1.3.9], it suffices to show that
S0 | gn converges in Ejy. To this end, we choose f(™) € E with fl(;}) =gnand |[f™ |5 < ||gnllg, +n72
for all n > 1. This gives

S lle < oo,
n=1

and since F is complete, we see with the help of [21, Thm. 1.3.9] that f = ZZO=1 f(") exists with convergence
in E. Using the already established continuity of the restriction operator - |y : £ — FEjy we conclude that

(3o0), = (o) =t (S5 =t S =3 o,
n=1 Y n=1 Y n=1 n=1

where the convergence in the last three expressions take place in F|y by the continuity of the restriction operator.
Finally, to check that £}y is proper, we fixany € Y. For g € E}y and an f € E with f|y = g we then
obtain

0ygl = 19| = [fiy (W) = 16, f1 < W0yl - I flle

and by taking the infimum over all f € E with fly = g we then see that [6,9] < [|0y[|r - |9, - The latter
also shows (31). O

Proof of PropositionE]: We first show that F|y- C Fjy. To this end, we fix some g € E|y. Then there exists an
f € E with fjy = g. We then know that f € F, which in turn implies g = f|y € F|y. Moreover, we find

lgllzy = f{lIfllr : f € Fand fiy =g} <|fllr < |id: E— FI|- | fl&,
and by taking the infimum over all f € E with fjy = g we then find ||g||r, < [|id: E— F| - |gllg,. O

Proof of Lemma 5} Let us fix a 2-factorization (I0). Then we can expand this to

F-4d.F

o v

H 24, g

Since H is of type 2, so is id g7, and therefore () shows that A is of type 2, too. Analogously, we find that A is
of cotype 2. O

Proof of If we have an RKHS H with E C H C F, then Lemma[23|shows E < Hy — F, and
this in turn directly provides a 2-factorization. To show the converse, assume a 2-factorization

E—1Y L F

N

We define the feature map ¢ : X — Hj by

$(x) = V"1,
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where d,, p € F’ denotes the evaluation functional at z acting on F and V* : F/ — Hy is the adjoint operator
of V that is uniquely determined by

(V*f’,h>H0:<f’,Vh)F,’F, h € Hy, f' € F'.
The corresponding kernel £ : X x X — Riis

k(z,3") = (6(z), 6(2")) g,
and by [39, Thm. 4.21] its RKHS is given by

H = {{h,¢()) g, | h € Ho} . (32)

Our next goal is to show H = ran V. To this end, we first observe that for h € Hy and x € X we have
<h, ¢(I)>HO = <ha V*(Sar,F>HO = <V*5:C,Fa h>H0 = <5x,Fa Vh>F/,F = (Vh)(x) .

Now, if choose an f € H, then by there exists an h € Hy with f = (h, &(+)) ;7 , and hence our observation
yields f = Vh € ran V. Conversely, if we fix an f € ranV, then there exists an h € Hy with Vh = f, and
our observation gives f = (h, ¢(-))y, € H by (32). We conclude that H = ran V', which in particular implies
HCF.

To establish £ C H, we simply observe that the 2-factorization together with = ranV yields £ =
VUE CranV = H. O

Proof of Theorem i) By Pietsch’s factorization theorem, see e.g. [L1, Cor. 2.16], we know thatid : £ — F
is 2-factorable, and hence the assertion follows by Theorem [6]

ii) By Kwapien’s theorem, see e.g. [11, Thm. 12.19], we know that id : £ — F' is 2-factorable, and
therefore the assertion again follows by Theorem [6] O

Proof of Corollary@]: By Theorem@]we know that id : £ — F'is 2-factorable, and hence the assertion follows
by Lemma ] O

5.2 Proofs for [Section 4
5.2.1 Proofs for[Section 4.2

Before we present the proofs of we recall that given a metric space (X, d) and some « € (0, 1], the
map d* : X x X — [0, 00) is another metric on X, which generates the same topology as d does. Moreover,
an f : X — R is a-Hoélder continuous with respect to d, if and only if f is 1-Ho6lder continuous with respect to
d®, and we have

I/ lserg = 1 e, - (33)

Finally, an elementary calculation shows N>*( X, §) = NP**(X §/¢) for all § > 0.

We construct suitable functions with disjoint support, for which in this section a cotype 2 argument yields
the results. To this end, consider, for fixed center ¢ € X, radius 6 > 0, and o € (0, 1] the bump function
ft.5,a + X — R defined by

froa(s) = (0 —d*(t,s))+ , s€X. (34)

Now, the basic idea is to consider centers ¢, . . . , t,, and a radius 4, for which the corresponding functions f, 5o
have disjoint support, since in this case the Rademacher norms can be suitably controlled as the following result
shows.
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Proposition 25. Ler (X, d) be a metric space and 0 < 8 < a < 1. Moreover, letty, ..., t, € X and0 < § < 1.
Then the following statements hold true for the bump functions fy, 5 o defined in (34):

i) We have supp fi, 5.0 C B(t;, 0Y/) and || f+, 5.0|l00 = 0.
ii) If d*(t;, t;) > 30 holds for all i # j, then, forall ey, ... e, € {—1,1}, we have

n
H Z Eifti,&a
=1

<1.
HB1S

iii) If there exist s1, ..., s, € X with d(s;,t;) = 61/, then || fr, 5.4 || yyp = 6P/ foralli =1,...,n.
d
Proof of[Proposition 23] i) The construction of ft, 5 gives {fi, 5.« # 0} C B(t;, 81/, and since the latter
ball is closed, we obtain the first assertion. The second assertion is trivial.

ii) To emphasize the role of the metric in the definition of the bump function, we write ft, 5a.d = ft;.5,a
for a moment. By switching to the metric d* we then have f, 5 0.4 = ft,.5,1,d«. Consequently,[Eq. (33)[shows

n
H § Eifti,ﬁ,oc
i=1

n n
= E g'ftvéadH ZHE 5iftv61d“‘
o H 1J 14,0, o 150,51,
Hold =1 Hold =1

Holl,
Without loss of generality, it thus suffices to investigate the case o = 1 for
n
f = Z 5ift7¢,5,1 .
i=1
Here we first note that i) together with our assumption on ty,...,t, implies d(supp fi, s,1,supp fi,,6,1) > 0
for all ¢ # j. This gives || f|lco < d < 1 by i). It remains to show
[f(z) = f(y)l < d(=z,y), r,y€X. (35)

To this end, we define the “center identifying function” ¢ : X — {0,...,n} by

() i, ifthereexistsani € {1,...,n} suchthatd(z,t;) < d
z) =
0, ifd(z,t;)>dforallie {1,...,n}.

With the help of this notation we can express f by

f(x) _ €L(x) (5 — d(tb(x), ZC)) s if L(Z) > 0,
0, if () = 0.

In the following we thus investigate (33)) for the possible values of (), t(y).
Case ((z) = «(y) = 0. Trivial.

() > 0. Here we have | f(2) — ()| = |d(t,(0).2) — d(t,().9)] < d(z,y).

t(z) and ¢(x) = 0. Here, «(z) = 0 implies § < d(,t,(,)) < d(z,y) + d(y,t,(,)), and hence

FW)| =06 —d(y,t.y)) < d(z,y) as desired.

"y)
(

and (z), t(y) > 0. Here we first note that d(z,y) > d. If €,(;) = £,(y), we thus find

y)»
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Moreover, if &,(,) # €,(,), We obtain

‘f('r) - f(y)‘ =0- d(xa tb(w)) +0— d(yatb(y)) <30 — d(x’tb(z)) - d(yatl,(y)) < d(x,y) 5
where in the last step we used 30 < d(t,(q), tu(y)) < d(@,t,(5)) +d(2,y) + d(y, t,(y))-
iii) For simplicity, we write s := s; and ¢ := t;. Then we have

[fr8.0(t) = froa()] _ 0= —d*(s,t)] _ 6 _ ca-pya

. = o > - - o
||ft,5.,o¢HH01§ Hft,(?,a”Hol{liﬁ fetl dB(S,t) dﬁ(s,t) 5ﬁ/o¢

)

where in the first step we used (33). O

Lemma 26. Let (X, d) be a connected metric space, 6y > 0, and t € X. If there exists an sy € X with
d(so,t) > o, then for all § € (0, 0o there there exists an s € X with d(s,t) = 6.

Proof of[Lemma 26] Let 6 € (0,dy) and assume that for all s € X we have d(s,t) # ¢. Then we obtain a
partition

X={seX|d(s,t)<d}U{se X |d(s,t) >}
of X into two non-empty, open sets. This contradicts the connectedness assumption. O

Proof of[Theorem 12| If X has only one element, the claim is trivial. Hence, we assume that X has at least two
elements, which in turn implies diam X > 0. We define dy := min{1, (diam X)*}/3.

For 0 < § < g there then exist s,t € X with d%(s,t) > 34, and hence we obtain n := N}i’ka(X, 36) > 2.
Let us fix a 30-packing t1,...,t, € X. Forafixedi € {1,...,n} and all j € {1,...,n} with j # i we
then have d® (tj, t;) > 30 > 0, where we note that n > 2 ensures that there actually exists such a j # i.
Consequently, [Lemma 26 gives an s; € X with d*(s;,t;) = 6. For 1 < i < n, we write f; = fi, 5,q, where
ft:.6,a is the bump function defined in (34). Then, by [Proposition 23| we have
‘Z &ifi
i=1

<1

[(f1,-- -5 fa)llRadm @819 (x)) = EcnRaa )
’ Holy g

and
= 2 1/2 1/2 s(a—p)/
1 Eodllgg e = (z;|fi||H615) > n'/% .

Combining both estimates yields

. . H(fl)7fn)||gn(H1ﬁ(X))
C = H HOId (X) — HOldB(X)”CotyPez Z ||(f1 f )HR zn(;‘ia(X)) 2 n1/25(0¢—/3)/a.
s dn a 619

Now [Corollary 9|shows C' < oo, and using the definition of n we get
NgaCk(Xv (35)1/a) _ N§20k(X7 35) —n< C252(a—ﬁ)/a 7
where the first identity was already mentioned around (33). A simple variable transformation then yields the

assertion for all 6 < min{1, diam X}.

25



To establish the second assertion, we note that even without the connectivity assumption

n 1/2
1(f1s s folleg e (x)) = (ZHfiHio(X)) = n'/%
i=1

holds. Repeating the cotype 2 argument used above with 8 = 0 then yields the second assertion. O

Proof of[Theorem 13} Since € is unbounded we have NP2k((2,§) = oo for all § > 0: Indeed, if we had

NPack(©)'§) < oo, then there would be a maximal, finite J-packing 1, ...,z, € . For every x € ) there
would thus exist an x; with d(z, ;) < § and Q C B(x1,0)U- - -UB(xy,, §) would be bounded, which contradicts
our assumption. We now set  := 3 and choose an infinite §-packing x1,--- € ). Moreover, we consider the

bump function f € C>°(R?) from|Eq. (36)|and define f; : @ — R by f;(x) :== f(x — ;). Forevery n € N we
observe

[(f15- s fr)llRaam (0= (@) < [1fll goo (ray < 00

as the supports of fi, ..., f, are disjoint by construction and f € S(R?). Furthermore, we have || ;e =
f(0) =1foralli =1,...,7n, and hence we obtain [|(f1, ..., fn)llez (e () = n'/2. We observe

[(frs s frlleg e (92)) o nl/?

(f1o- o fa)llRaarc= @) — [l oo (rey

||CDO(Q) — KOO(Q)”CotypeQ Z ||

for all n > 1. This implies |[C'*°(Q) = £oo(2)]|cotype, = 00 and by [Corollary 9} there cannot exists an RKHS
H with C*(2) C H C £ (Q), that is, there is no RKHS H with bounded kernel and C*°(Q2) C H. O

5.2.2 Proofs for[Section 4.3]
The proofs of and [4.5hre based on the same bump function f : R¢ — R given by

fla) = {ieXp<_1llxl2)’ ifz € BO,1), 36)

0, otherwise.

Obviously, we have supp(f) C B(0, 1). Moreover, we have f € S(R?), that is, f is a Schwartz function [1].
Finally, for all multi-indices o € N¢ it holds 9, f # 0.

Lemma 27. Let Q C R be open such that B(0,1) C Q. Let a € N, and p € [1,00). Moreover, for
d € (0,1/2] and suitable n > 1let x1,...,x, € B(0,1/2) be a 3§-packing. We define f; : Q@ — R by f;(z) ==

f(0~ Yo — 57 1a;), where f : RY — R is the bump function from|Eq. (36), Moreover, for 1, ...,e, € {—1,1}
we define h : Q — R by

h(x) = Z eifi(z).

Then the functions f1, ..., fn have disjoint support and the function h fulfills

10ahllz, @) = nl/pgd/ip=leh 100 fllz, ) -
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Proof. We define z; :== §~'z;. Forz € B(0, 1) we then have ||z + z;|| < ||z + ||zi]] < 1+671/2 < 571, that
is B(0,1) C B(—2;,d~1). Moreover, we observe the identity

(Oah)(z) = 0711 " gi0af (07 0 — 21) , z € Q.
=1

We define D; := supp(z — 9o f (6 '@ — 2;)). By supp(a f) C supp(f) C B(0,1) and our construction we
have D; C B(x;,9), and especially the sets D1, ..., D,, are pairwise disjoint. This directly yields

" e = > grleh / ‘51‘804]0(6_156 - %) !
i=1 Q@

dr .

0 @y = 3770 [ |30 e0nf (710 = 2)
i=1

Moreover, using the substitution 3y := 6 'z — z;, thatis z = §(y + 2;) = dy + x;, we find

J

gi0a (67 2 — 2;)

P
di = §° / 10(5y + 0)|0a f ()P dy = 5 / 19a ()" dy
R4 —2z;+671Q

— 5 / 10 f )1 dy
B(0,1)
— 5 /Q 10a f)” dy

where in the last two steps we used the inclusions supp(d.f) C supp(f) C B(0,1) and B(0,1) C
B(—z;,07 1) C —2;+61Qaswell as B(0,1) C . Combining both calculations then yields the assertion. [

Lemma 28. Let Q C RY be open such that B(0,1) C Q and let p € [1,00). Moreover, for § € (0,1/2] and
suitablen > 1let x1,...,x, € B(0,1/2) be a 3d-packing, and let f; : @ — R be defined by

filz) = f((S_lm — 5_1:ri) ,

where f is the bump function from|Eq. (36)l Then for all coherent A C N3 and ag € A with s == |ag|1 = |A|
we have

Haaof”LP(Q) . nl/P(Sd/p—s S ||(f1, ooy fn)”Rad"(WpA(Q)) S Sug ||aaf||Lp(Q) . nl/Péd/P—s ) (37)
(675
and

000 £z, 22) - nl/254/p=s < ||(f1,...,fn)||gg(W;(Q)) < SZE 10afllz, ) .pl/25d/p—=s

Proof. From we directly obtain

1Cf1s - -5 fr)llRaan (wa () = Benradllenft + -+ efullwa@) = Slelgnl/%d/p_‘all N0afllz, @) -

Now the lower bound on ||(f1,. .., fr) HRadn(WpA(Q)) is obvious, and the upper bound quickly follows by re-
membering 6 < 1/2.
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Moreover, applying in the case n = 1 shows [|04 fillr, ) = 6YP71°h |00 f|l1, @) for all

i =1,...,n, which in turn implies
| fillwa ) = sup 6721010, £l (o -
P acA
Hence we obtain
(f1s- s Fa)lley wacay) = nt/? sup 677100, £ 1 (@) -
2 P A
(1S

The rest of the proof is analogous to the proof of (37). [

Proof of[Theorem 14| By a simple translation and scaling argument we may assume without loss of generality
that B(0,1) C Q. Letus fixa0 < § < 1/2. We write n := NP>%(B(0,1/2),36) and choose a 35-packing
Z1,...,2T, € B(0,1/2). Moreover, we define fi,..., f, as in[Lemma 28| By [Lemma 28] there then exists a
constant C' that is independent on n and § such that

1(f1s - fo)llRadn (wp (@)

W3 (@) = Wl (D lliype, > > Cnt/pmt2yrmttdQ et

11 Fa)lleg owa @)

Using the packing number bound (8) we thus find some constant C > 0 such that
WA () = W (Qlleype, > Co°HHe0/271/m),

holds for all § € (0, 1/2]. Now[Lemma 5|implies that s —¢ > (d/p; —d/2) holds. Using a cotype 2 argument,
we analogously obtain the requirement s — ¢ > (d/2 — d/p2) + .

It remains to show that s — t > (d/p1 — d/2)4+ + (d/2 — d/p2)+ . However, if (d/p1 — d/2)+ = 0 or
(d/2 — d/p2)+ = 0, then the claim immediately follows from our previous considerations. Moreover, if both
are positive, we have

(d/p1 —d/2)4+ +(d/2 —d/p2)+ =d(1/p1 —1/p2),

and the claim holds by assumption. O

Proof of [Theorem T3] Recall that if there exists an RKHS H with WA () C H C £5o(9), then WA () —
£ () is 2-factorable, and therefore of type 2 and cotype 2.

By a simple translation and scaling argument we may assume without loss of generality that B(0,1) C Q.
Letus fixa0 < & < 1/2. We write n == NP*k(B(0,1/2),30) and choose a 35-packing x1,...,z, €
B(0,1/2). For the functions f1,..., f, considered in[Lemma 27 we then have

H(.flv sy fn)”Rad”(Zoo(Q)) = EENRanglfl +-+ €nfn||goo(g) = ||f1Hoo = 17

since the functions fi,..., f,, are disjointedly supported translated copies of each other. and
yield

W) 5 (@) g, > DTttt o G aj2gecarn
1155 fu)lleg wace))

for some suitable constant C' > 0, and using the packing number bound (g) gives s > (d/p—d/2)4 .
Analogously, a cotype 2 argument shows s > d/2. We conclude the claim by considering the cases (d/p; —
d/2); =0and (d/p1 —d/2)y =d(1/p—1/2). O
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5.2.3 Proofs for[Section 4.4

Proof of [Proposition 17] Let i € M and denote || := py — p— for its total variation. For x € z we define
cz = sup,ex|¥(z,y)B(y)| < oo and observe

[fu(2)] < /){I‘I’(aﬁ,y)ﬁ(y)ldlul(y) < cellpllry < collpl pqllid : M= M(X)| < oo (38)

Clearly, Erq,u,5 is a vector space of functions X — Rand ||-[|g,, defines a norm on Epq v 5. We
show that (Esm,w,6, || * || 5, , ,) is complete. To this end, define the subspace N := {v € M | f, = 0} C M
and observe that \ is closed in M as

N =) ker ¢

zeX

holds. Therefore, the quotient space M /N is a Banach space. By construction, the operator A : M/N —
Enm,w g given by [u] — f, is well-defined and bijective. Furthermore, A is an isometry since for all € M
we have

1l = mE{Vl g [V € M fy = fu} = inf{[[v]l o | v € Miv — € N} = [ [ aayar || o 0

Since M /N is a Banach space, we hence conclude that (Exq, w6, || [z, , ,) is a Banach space, too.
Finally, we show that Fr ¢ g is a proper BSF: Let z € X and f,, € Enw 5. By (38) we then have

[fu(@)] < callid : M = MX)| - [[v]] v
for all v € M with f,, = f,,. This leads to

@) < eallid s M = MCOI -1l

by the definition of the norm || - , namely || f,, = inf{||lv| \, | v €M, f, = fu}. O

[Py

Proof of[Lemma 18] Since ¥ is measurable and bounded, shows that Frq w1 is a proper BSE.
By [4} Sect. 1.6], the kernel k = k; + k5 indeed corresponds to the RKHS H; + Hs.

Fori € {1,2} and u € M, our assumption (22)) ensures that the map = — k;( -, z) is weakly p-integrable
with Pettis-integral [ k;(-,y)du(y) € H;, see [40, Section 2] for details. For all « € X, this yields

[FE3

(/)@ - <ki<~,x>7/ki<',y>du<y>>H = [l ), du)

i

=/mwwww
= f,u,ki,l(m) 5

and hence we find f, , 1 € H;. We conclude f, w1 = fu ki1 — fuk.n € Hi + Hy = Hand Epqw C H.
Since both Fqw,1 and H are proper BSF, [Proposition 3]yields the continuous embedding Eaqy,1 — H. O
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5.2.4 Proofs for[Section 4.5

For the definition of Slobodeckij spaces, we essentially follow [29] 2.1.2], but we note that our version of the
Slobodeckij norm is actually only norm-equivalent to the norm given there. As discussed previously, neither our
Question (T nor 2-factorability is affected by switching to equivalent norms.

To begin with, let @ C R? be a domain with smooth boundary and let s > 0, p > 1. For the coherent set of
multi-indices A == {a € NZ | |a|, < [s]}, let W2, () be the set of A-times weakly differentiable functions

defined in[Eq. (I5)} If s € N, then we define for f € W, (£2) the Sobolev norm just as in|[Eq. (16)} that is

Ifllws) = sup  [|0afllL,(0)-
aENgJa\lSS

Recall that the classical Sobolev norm considers the p-sum of the involved terms ||0,.f| 1, (o) instead. Our
definition gives, of course, an equivalent norm.
Moreover, if s & N, we write 6 := s — | s] € (0,1) and define, for f € W3, (), the Slobodeckij norm by

Iflwgey =max{ swp  [0aflr,@. s [aflopel,

a€eNg, ol <|s] a€Ng ol =|s]

where for a measurable function g : @ — R the semi-norm ||g||¢ , o is defined as

— P 1/p
oo = (f, [ 7 G dyin) (39)

In both cases, we define the Slobodeckij space by
Wi (@) = {F € W)+ [ llwgcy < o0}

To bound the semi-norm ||g||g,,«. the following well-known formula, see e.g. [14, Satz 14.8], which holds
for all measurable functions f : [0, 00) — [0,00) and all 0 < a < b < oo, turns out to be useful:

b
[ tentlas (el de = avi [ syt~ ar. o)
R4 "

Here V; := vol(B(0,1)) is the Volume of the d-dimensional unit ball. For later use we further note that for
z € R%and a > 1, 8 > 0 this formula yields

| 1
. dyde— / / . dyde
/B<z’a> /Rd\mz,aﬂ/z) & — y]| P B(0,0) JR4\B(0,at1/2) ||z — y||* T
—B—d
s/ / el = llyll| ="~ dy da
B(0,a) JRO\ B(0,a41/2)

—B—d
<[ (Ilyll - a) ™" dy e
B(0,a) JRI\ B(0,a+1/2)

< addVd2 / (r— a)_ﬁ_drd_1 dr
a+1/2

25+da2ddvf
/6 b

where in the last step we used r < 2a(r — a) forallr > a + 1/2.

(41)
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Lemma 29. Foralld > 1, p € [1,00), and 6 € (0, 1), there exists a constant cqp, 9 > 0 such that for all open
and bounded Q C R? and all f : Q@ — R that are continuously differentiable with bounded derivative, we have

1o, < capolfli(vol(2)"/ (diam )~

Proof. Since the derivative of f is bounded, f is Lipschitz continuous with constant |f|; < co. We write
¢ == diam €. For fixed 2 € 2 we then have [z — y[| < ¢ forall y € €2, thatis Q@ C B(x, §). This yields

|f(z |p 1
112 —// TR 2 Y (R ——
0,p,Q ||0P+d 1 aJa Hl'_yH(e_l)erd
]
[
o Sy ||z — g
1
=\f|”// S S
' B(0,5) ||z||(071)p+d

Moreover, with the help of (@0) we obtain

1 g s(1=0)p
e = WV [ O — v
/B(O,(S) B mera ¢ 0 (1—0)p
and inserting this into the previous estimate then yields the assertion since €2 is bounded. O

Analogous to we establish the foundation for estimating the type 2 norm and cotype 2 norm of
embeddings W (Q) — W} (Q).

Lemma 30. Let Q2 C R? be open such that B(0,1) C Q, and let « € N¢, 6 € (0,1), and p € [1,00). Moreover;
ford € (0,1/2] and suitable n > 1 let x1, ..., 2, € B(0,1/2) be a 3§-packing, and €1, . .. ,e, € {—1,1}. We
define h : Q) — R by

n
=Y eif(6 e =0 ),
i=1
where f is the bump function from|Eq. (36)| Moreover, we write s == 0+|a|,. Then we have ||0u f||6,p, B(0,1) > 0
and there exists a constant cq 9 > 0 only depending on d, p, 0, such that

10a.fll6.p.B0,1)n " P6YP~* < ||0ahllop0 < Capo(l+ 10afllopB0.s/2))n" PeYP=S

Proof of[Lemma 30} Before we begin with the actual proof, we note that for any suitable set © C R and any
sufficiently differentiable function a : © — R one has supp(d,a) C supp(a), for any suitable o € N&. This
inclusion will be used several times.

Just as in the proof of [Lemma 27| we define z; == 6 'z; € B(0,671/2) C §~'Q. Note that we have
lz; — z;]| > 3 for i # j as well as the identity

(Oah)(z) =6~ l%zga (67 e —2).
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We define f; = ;0,f(+ — ) and g :== >, fi. For later use we note that supp f; C B(z;,1), and in
particular the functions f1, ..., f, have mutually disjoint support. Moreover, by substitution we obtain

9uh(z) — uh(y)
L R e

-5 p|a|l// ’Zz 1518 f( ZC—ZZ) Z;;lsjaaf(é_ly—zj)‘p

o — gl e
= 52~ mall/ / lo@ —gw)" , o,
s ds1a |5:c 5y||"p+d
iU
9(x) — 9()|
=47 PS/ / ’ dy dz . 42)
s—1eJs—1 ||z — y||9p+d

Our first goal is to establish the upper bound on [|9,2[[f, , ¢, To this end, we write H (z, x) := 0 and

lg(z) — g(¥)I”

o =l
Moreover, we write B; := B(z;,3/2). Then, we have supp f; C B; and \XY(B; N B;) = 0 for all i # j.

Finally, we define By := R%\ (B; U---U B,,). Since we have H(z,y) = H(y,z) > 0 for all z,y € R% and
H(z,y) = 0forall z,y € By we then obtain

/]Rd RdHa:ydyda: ZZ//nydydr

z,y € R with z # v.

H(Z‘,y) =

1=0 5=0
_Z//nydydr—i—zz://Hajydydr
i=0 j#i
= n[|0af| ,p,B(O3/2)+ZZ/ / H(z,y)dyde,
i=0 j#i

where in the last step we used

Oof(x — 2 of (y — )
/ / H(z,y)dyde = / / | )~ «9p+gl ) dy dx
B(2:,3/2) J B(2:,3/2) lz —yll

a P
/ / 00 f (x 9,,+£1 y)| dy da
B(0,3/2) /B(0,3/2) |z —y

= 10afl5 p,B0.3/2) -

To treat the double sum, we first observe

ZZ//nydydr Z//nydyderZZ//nydydr

=0 j#i i=1 ];ﬁz
< H(z,y)dydr + // H(z,y)dydx
Z/Rd\B / Z R4\ B;
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=2 / / H(z,y)dydz.
Z .
In addition, we have

/ / H(fcyy)dydw=/ / H(z,y)dydx
Bi ]Rd\B,j B(Zf,,l) Rd\Bj
+/ / H(z,y)dydx
Bi\B(z:,1) JRI\B(z;,2)

+ / / H(z,y)dydr.
BQ\B(Z“].) B(Z“2)\81

In the following, we estimate these three double integrals. The first one can be estimated by

9) ?
oo o= [ 20
B(zi,1) JRA\ B B(zi,1) JRI\B(2:,3/2) [z —yl|
_ 27igliBs
o
2,1) JRO\B(2:,3/2) ||z — y|

2p(1+9)+ddvd2
< 7'd

)

Op
where we used ||¢]|oo = ||f]|co = 1 and @T). The second double integral can be analogously estimated by

-~ P
N A T R TR
Bi\B(z:,1) JRI\B(z;,2) Bi\B(z:,1) JR\B(2;,2) |z —y|"”

[ ML
BAB(z:,1) JROB(=:.2) ||z — y]| P

1
< / / — dydr
= Op+d
B(:0,3/2) JRN\B (i) |l — y|
29p+3ddv2

<-4

< o
For the third double integral we observe that for z € B; \ B(z;, 1) we have g(x) = 0 and for y € B(z;,2) \ B;
we also have g(y) = 0. This shows

/ / H(z,y)dyde =0.
Bi\B(Zi,l) B(Zi,z)\Bi

Combining these considerations, we find

2p(1+0)+ddvd2 20p+3ddvd2
+ ) .
Op Op
Finally we establish the lower bound for the Slobodeckij norm of A using the fact that f1,..., f, have
mutually disjoint support:

[ el e )",
9 d . | 0ptd
-1 Js-10 Hx y||IP* = Jpe S - yll P
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n _ , |
— / / |€Za f(l’ Zl) Egaaf(y Z7f>| dydl'
Z p+d
7 J/B(2:,1) /B(2:,1) lz =yl

|0a f o f ()"
_”/ / 9p+d dy dx
B(0,1) JB(0,1) yII

=00 S 16 5, 50,1):

Moreover, since , f is continuous and not constant, we have ||0 f1l6,p, B(0,1) > 0. O

Now, we are able to estimate the Rademacher sequence norm and the ¢5-sequence norm for bump functions
in Slobodeckij spaces.

Lemma 31. Let Q C R? be open such that B(0,1) C Q and let s > 0, p € [1,00). For § € (0,1/2] and
suitablemn > 1, let x1, ..., x, € B(0,1/2) be a 36-packing and define f; : 2 — R by

fi(z) = f(0 e — 6 ay),

where f is the bump function considered in Then, there exist constants ¢ > 0 and C > 0 that are
independent of  and n such that we have

enl/Pgd/n=s < Il(fi,---, fn)HRadn(W;(Q)) < Cpl/rgd/v—s
and
en 2647 <|(fr, . Fa)lleg wis () < Cnt/264P70
Proof. In the case s € N, the assertion has already be shown in Lemma 28] In the following we thus assume

s ¢ N and define 6 := s — | s]. Finally, we fix some ag € N& with ||, = |s].
Now [Cemma 30| directly yields the lower bound on the Rademacher norm

10 £

For the corresponding upper bound we write Co d,p,6 = ¢d,p,6(1+[|0a.fl6.p.5(0,3/2)) From[Lemmas 27)and 30|
we then obtain

1/pgd/p—s <E

9.p,B(0,1)M e~Radllerf1 + - enfullws @) = [1(f1, - fo)lRaam (Wi 9))-

[(f1s-- s fo)llRaam (W (9)) = Eenraallerfi + -+ enfullws (o)
< max{ sup [|0n f||L (Q)nl/péd/p |°“1 sup Cayd_,pﬁgnl/péd/p*‘q}.
la|, <|s] |O“1:|_SJ

Since 6 < 1/2, we see that the asserted upper bound for the Rademacher norm holds for sufficiently large
¢ >0.
Moreover, applying[Cemmas 27]and [30]in the case n = 1 shows for all i = 1, ..., n the estimate

Haaof”a,p,B(O 1)5d/p s < ||fz||W5(Q) < max{l ‘supL J ||3 f||L (Q)(‘)‘d/:n |a|1 | ‘sup\_ J 5d/P*SCa,d,p,9}
« 1 S « 1: S

< Cod/r=s,

From this we easily obtain the bounds on the /5-sequence norms. O
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The following theorem relates different spaces of Besov-Triebel-Lizorkin type to each other and is at the
heart of the constructive statement in [Theorem 20|

Theorem 32. Let Q C RY be a bounded domain with smooth boundary and let s,t > 0, p,p1, p2 € [1, 00], and
q,q1,q2 € [1,00]. Then the following statements hold true:

i) Lowering the smoothness to increase the integration index. If s > t, then we have

. d d

F;h!h(Q)(—}F;Q,(IQ(Q) ZfS*tZ 7iiandplap2 <OO,
pPr P2
B: (Q)— B, _(Q ' p> 44
pl,Ch( )(_> ( )7 lfS* > — - —.

p2,q92 P P2
ii) Lowering the integration index. If py > ps, then we have
F; (Q)%FS (Q) ifplaPQaQ<OOa

P1,9 Pp2,9
B (Q) < B: ().

p1,9 p2,9
iii) Changing the fein index. If g1 < qo, then for all ¢ > 0 we have

‘—>F;q2(Q), l.fp<OO,

ifp < oo,

iv) Changing between Besov and Triebel spaces. If s >t and s —t > d(1/p1 — 1/p2), then we have

Fy 0. (Q) = By, 4,(), ifp1 < o0,
B;l q1 (Q) — FZI; q2 (Q) ipr < 00.

Proof. i) See e.g. [41] Parts (i) and (ii) of the theorem on p. 196/7].

ii) See e.g. [41} Part (iii) of the theorem on p. 196/7].

iii) In the case Q = R?, these embeddings can be found in e.g. [41] Prop. 2 on p. 47]. The restriction to
bounded domains is discussed in e.g. [29, Sec. 2.4.4].

iv) We only show F; . (Q) — B}, . (), the other embedding can be proven analogously.

Recall the identity F}; (Q2) = By () for p < oo, see[Eq. (28)l We sete := s —t —d(1/p1 — 1/p2) > 0.
By i) we obtain F§ , (Q) < Fp, £2(Q) = By 52(Q) as well as By, 5.2 (Q) — Bl (). O

Proof of[Theorem 20| We first note that Part i) of together with [Eq. (27)| gives

Wi (Q) =F5 . (Q) = FL . (Q) =W (), (43)

P1,q1 Pp2,q92

where ¢; and ¢» are defined according to
i) Letusfixau € (t+ (d/2 — d/p2)+,s — (d/p1 — d/2)+ ). Then Part i) of [Theorem 32|shows

F2 Q) = Fy(Q) = FL(9).

P1,91 D2,92
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Combining this with (@3] and (23) yields the assertion.
ii) By a translation and scaling argument, we can assume B(0,1) C € without loss of generality. Let us fix

a0 < & < 1/2. We define n := NP**(B(0,1/2),4) and choose fi,..., f, as in[Lemma 31| Then|Lemma 31|

gives

1(f1s -5 ) llRaar s, ¢

, 2)) A _ - -
W2 (Q) — W (2 0, = > Cnl/p2=1/2gs—t=d(1/p1=1/p2))
|| pl( ) pz( )”typ 2 ||(f1’7.fn)H€§(W;2(Q))

for constant C > 0 that is independent of ¢ and n. Using the packing number bound (8) we thus find a constant
C > 0 such that

||le1 (Q) — WZZ (Q)thp% Z 665—t+d(1/2—1/P1)

holds for all § € (0,1/2]. Now, [Lemma 5|in combination with s > ¢ implies s — ¢ > (d/p1 — d/2) . Usinga
cotype 2 argument, we analogously obtain the requirement s — ¢t > (d/2 — d/p2)+ .

It remains to show that s — ¢ > (d/p1 — d/2)4+ + (d/2 — d/p2)+ holds. If (d/py — d/2);+ = 0 or
(d/2 — d/p2)+ = 0, this follows directly from our previous considerations. Moreover, if both expressions are
positive, we have

(d/p1—d/2)4 +(d/2 —d/p2)4+ =d(1/p1 — 1/p2),
and the claim holds by assumption. O

The following lemma shows that Slobodeckij spaces are dense in the family of Besov-Triebel-Lizorkin
spaces in a suitable way.

Lemma 33. Ler Q C RY be a bounded domain with smooth boundary, s > 0, and let X;’q(Q) be a Besov-
Triebel-Lizorkin space. Then, for any 1,62 > 0 such that min{l,s} > €1 > eo there exist non-integer
smoothness parameters 0 < § < s < § and integration parameters p,p € [1,00) fulfilling

WE(Q) = X5, (Q) = W5 (Q), (44)
and
e1 > max{§ — s,s — §} > min{8 — s, s — §} > e2 > max{|d/p — d/p|, |d/p — d/p|} - 45)

Proof. We choose § € (s+¢e2,s+¢1) \Nand § € (s —e1,s — e2) \ N which gives § > s > 3.
In the case p < oo we define p = p = p. Then, @3) is fulfilled and (27) provides the identities W3 () =

F3 5(Q) and WS (Q) = Fj 5(Q2). Now, in the Triebel-Lizorkin case, part i) of [Theorem 32|yields
FS () = F (Q) = F5 5(2).

Analogously, in the Besov case, part iv) of [Theorem 32| gives Fg’ﬁ(Q) = B, ,(Q2) — Fg,p(Q).
In the case p = co we have X2 () = B2 . Define p = p := 2d/es € [2,00). Then, @) is fulfilled

o0,q N B
and @4) follows from part iv) of [Theorem 32} namely F5 ,() — B3, ,(Q) = F3 ;(9). O

Proof of[Theorem 21| By [Theorem 32|i) and iv), the assumption s — t > d(1/p; — 1/p2) or, if both spaces are
of Triebel-Lizorkin type the assumption s — ¢ > d(1/p; — 1/p2), ensures that the embedding X3 _ (Q) —

P1.q
Yy, 4, () exists. o
i) The existence of embeddings X5 () — HY(Q) and HY(Q) — Y[ . (Q) constituting the 2-

factorization follows directly from|Theorem 32|i) and iv), using the identity Hy'(2) = F3'5(2), see|Eq. (25)
—Y
P2,q92

ii) Let the embedding X , (€ (€2) be 2-factorable as

17q1(
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R id
X)) ———— V) ()

N,

where H is a Hilbert space and U and V' are bounded linear operators.
Choose t > ¢ > 0. We apply where we set €1 = ¢ and €5 = ¢/2, to find Slobodeckij
spaces W3 (Q) = X5 . (@) < W3 (Q) and W[ (Q) < Y., .. (Q) < W, (Q) with non-integer smoothness

p1,q1 Pp2,q92
parameters 0 < f < ¢t < s < § and integration parameters 1 < p;, p- fulfilling
e >max{8 — s,t —t} > min{s — s,t — £} > max{|d/p1 — d/p1|,|d/p2 — d/p2|}. (46)

We obtain the embedding ng Q) = szvz (€2), which can be 2-factorized as

5 id id id i
Wpl (Q) X;l ,q1 (Q) YmeQZ (Q> Wzgz (Q)
U |4
Uoid idoV
H

Now, we estimate
§—t—d(l/pr —1/p2) =5 —s+t—t+d/p —d/p1 +d/p2 —d/ps+s—t—d(1/p1 — 1/p2)
s — S+t—t— \d/pl d/]ﬁl — |d/p2 —d/ﬁ2| +s —t—d(l/pl - 1/p2)
—t—d(1/p1 — 1/p2),
using (@6) in the last step. The assumption s — ¢ > d(1/p; — 1/ps) yields
§—t=d(1/p1 —1/p2),
and hence shows 8 — £ > (d/py — d/2)4+ + (d/2 — d/p3)+ . We now leverage from the general
estimate (a + b)+ < a4 + |b|, which holds for all a, b € R, and the inequalities in (@6)) to estimate
s—t—(d/pr—d/2)+ —(d/2—d/p2)+

> —i— (dfp — d/2)s — (42— d]p)s —|s =5 = |i—t] = |4/ps — /1] — |d/p2 — d/pa

>§—1—(d/p1 —d/2)4+ —(d/2—d[p2)4 —4e

> —4e.

2
>s

Since € > 0 is arbitrarily small, the claim follows. O

Proof of [Theorem 22] We choose 5 € (0, s — d/p). Then 26) states BS, . (€2) = H61°(12) and we clearly have
Ho1*(Q) < C(Q). Parts i) and iv) of [Theorem 32|yield the existence of the embedding

s 3 0
X, .(Q) = B3, () — C°(Q).
i) Letu € (d/2,s — (d/p — d/2)y ) and choose 8 := (u — d/2)/2 > 0. Then, by H3'(Q2) = Fy'5(12), see
(25) and [Theorem 2T]we have
Xpq(Q) = Hy(Q) = B3, o (Q) = C°(Q)

and the claim follows.
ii) Let the embedding X5  (€2) < C°(£2) be 2-factorable as
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X5 .(9) <—>d co(Q)

where H is a Hilbert space and U and V" are bounded linear operators. Fix some ¢ > 0. By we find
non-integer § > s and some p > 1 such that

e>5—s2>1d/p—d/p| 47)

holds and such that the embedding W;(Q) — X, ,(€2) exists. Especially, the embedding W;(Q) — C%(Q) is
2-factorable as

W;(Q)<—>XS [(0) e —o {0}
\\?ﬁ\§i§§ //ﬂ

By a translation and scaling argument, we can now assume B(0, 1) C € without loss of generality.

Letus fixa0 < § < 1/2. We define n :== NP2k(B(0,1/2),6) and choose fi,..., f, as in

Since those functions are disjointedly supported translated copies of each other, we have

”(flv SERE) fn)”Rad"(CO(Q)) :EENRad”Slfl +---+ 5nanCO(Q) = Hfl”oo =1
This observation and give

W3(9) > COE)lype, > Ltrmo Il 5 ¢ a/zze-ars
P PG Pl v

for constant C > 0 that is independent of ¢ and n. Using the packing number bound (8) we thus find a constant
C > 0 such that

W3 () = COD)lleype, 2 C8°~ /P12

holds for all 6 € (0,1/2]. Now, implies § > (d/p — d/2)4. Using a cotype 2 argument, we
analogously obtain the requirement § > d/2, where we use ||(f1,- .., fu)llez(co(@)) = nl/2,

Since ¢ is arbitrarily small, we conclude s > (d/p — d/2); and s > d/2 from It remains to
show that s > (d/p; — d/2);+ + d/2 holds. If (d/p — d/2)+ = 0, this follows directly from our previous
considerations. If (d/p — d/2)4 > 0, then we have

(d/p—d/2)y +d/2=d/p,
and the claim holds by assumption. O
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