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Abstract

With the recent advancements of technology in facilitating real-time monitoring and data
collection, “just-in-time” interventions can be delivered via mobile devices to achieve both
real-time and long-term management and control. Reinforcement learning formalizes such
mobile interventions as a sequence of decision rules and assigns treatment arms based on the
user’s status at each decision point. In practice, real applications concern a large number
of decision points beyond the time horizon of the currently collected data. This usually
refers to reinforcement learning in the infinite horizon setting, which becomes much more
challenging. This article provides a selective overview of some statistical methodologies on
this topic. We discuss their modeling framework, generalizability, and interpretability and

provide some use case examples. Some future research directions are discussed in the end.
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1 Background and Challenges

The main purpose of this chapter is to review the statistical methods developed under the infinite
horizon setting. Under a finite horizon setting, the optimal treatment regimes can only be
estimated within a fixed period with limited decision points (Chakraborty and Murphy, 2014]).
However, with the rapid development of sensor technology and the increasing popularity of
various wearable devices, a tremendous amount of personal health data are available to healthcare
providers and researchers (Steinhubl et al.,[2015). For example, such devices may record personal
health information over an extremely long period (Silva et al., 2015, making it possible to
construct personalized treatment plans for managing chronic diseases and other health issues
over an infinite horizon with a large number of decision points. Hence, research on mobile health
(mHealth) has emerged (Rehg et al., 2017)) in recent years. The focus is to use mobile technologies
to improve healthcare quality regardless of location and time. Research and practice in this field
face challenges that span many disciplines and fields, including but not limited to engineering,
computer science, statistics, bioinformatics, medicine, health policy, and privacy.

To date, mHealth has been used extensively in managing stress, treating depression, and other
chronic diseases such as diabetes and cardiovascular diseases. It plays an essential role in assisting
healthcare providers to better monitor and treat patients. For instance, the AutoSense suite can
detect physiological signals (ECG, respiration, etc.) at a high frequency (approximately 5 million
samples per day) and allow machine learning models to convert the raw data into biomarkers of
health, behavior, and environment with smartphone software (Sarker et al.; 2017)). Interventions
can be delivered to users promptly if these biomarkers suggest an excessive risk of stress or other
health conditions. However, certain limitations exist in the current development of mHealth.
Most existing methods consider only the finite horizon setting and are not directly applicable
to the infinite horizon setting. Additionally, such methods may require strong assumptions
that are difficult to justify or validate in real-life (Kosorok and Laber} [2019)). Recent literature
mainly borrows tools developed in reinforcement learning (Sutton and Barto, 2018; [Ertefaie and
Strawderman, 2018; Luckett et al., 2020; Shi et all 2020b; Zhou et al., 2022; [Liao et al., [2022;

Shi et al., [2022)), to address the infinite horizon problem, although certain limitations still exist,

2



such as data coverage, function approximation, Markovian, and many others (Fujimoto et al.
2019; |Cheung et al. 2020; Levine et al., 2020; [Uehara et al., 2022).

This book chapter mainly reviews some statistical methods for estimating the optimal treat-
ment regimes under an infinite horizon setting. We will introduce several popular approaches
and related concepts, such as Q-learning, temporal difference learning, and the residual gradient
algorithm. We also discuss some developments motivated by the limitations of these classical
methods, including the greedy gradient Q-learning, V—learnin@ and a newly proposed temporal
consistent learning framework in statistical community.

Our review is selective in the sense that we focus mostly on methods that can be directly
applied to an already collected dataset from an observational study. Hence, they are offline
and off-policy. Extensions to online settings are briefly discussed. Some examples are used to
demonstrate existing applications. We conclude this chapter with a discussion of open issues on

this topic.

2 Preliminaries

2.1 A Motivating Example

Glucose management for patients with diabetes is one of the most widely used applications
of mHealth. By continuously monitoring the glucose level, food intake, and physiological in-
formation, a series of Just-in-time interventions, such as insulin injection, can be delivered to
patients to improve long-term benefits (Muralidharan et al.,; 2017). An application example is
the OhioT1DM study (Marling and Bunescul, 2020), which contains 12 patients with Type 1
Diabetes. This dataset includes a continuous glucose monitoring (CGM) of blood glucose levels
every 5 minutes over eight weeks for each patient, along with self-reported times of meal, exercise,

sleep, work, and stress. The time points of insulin doses are also recorded. Figure [1] provides a

"'We choose greedy gradient Q-learning and V-learning methods for detailed illustration in this paper as they
are one of the most pioneering works in the statistics community for DTR in infinite horizon settings during these
years. Most recently, there have been many interesting and important works emerged within the community. Due
to the page limitation, we make apologize in advance that we cannot deeply review all of them in this paper.



snapshot of the fluctuation of glucose level, insulin injections, meals, exercise, and heart rate of

a patient during a 100 hour time interval.
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Figure 1: OhioT1DM Data: A longitudinal observation of a patient

Patients may respond differently to insulin injections due to differences in age, gender, and
other personal activity and health measurements. We want to develop a framework to under-
stand the dynamic interactions between insulin injection and glucose level. This also allows us
to determine a personalized treatment policy that could best control the glucose level of each

individual.

2.2 Notation

To better formulate this problem, we introduce some important notations and concepts. Denote
St € RP as the patient information collected at time ¢, which may include all related covariates
such as age, gender, and lab results. The values of these covariates are likely to change between
time points, reflecting the patient’s instantaneous condition. We denote A* € A as the treatment
assigned to the patient at time ¢ based on the information S? which may include the drug
choice and dosing level. Here, A could be either a discrete or continuous space for possible
treatments. Hence, the collected dataset is {SY, A?, St ... ST AT SiTH}Z”:O, which compromises
n ii.d. trajectories with T+ 1 time points of treatment decisions. We further assume an observed

immediate reward R that may depend on S**!, A, S* measured after choosing treatment A? at
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time ¢. Specifically, it measures how well the patient reacts to treatment A’ as the covariates
change from S* to S**!. Typically, a larger value of reward means a better treatment outcome.

In the previous motivating example, S* can be the patient’s glucose level, physical activity,
age, gender, dietary intake, and other related information contained in the dataset. A’ is the
indicator or dosing of insulin injection, and R can be defined as a measure of closeness of the
patient’s glucose level from the optimal glucose level range. Our goal is to maximize R for
each individual by learning the optimal strategy of insulin injection. We first introduce several
essential concepts.

Definition 1: (Markov Property) Suppose s' € S denotes the observed state at time t,

a' € A denotes the action taken at time ¢, then under the Markov property :

PSS =stSt =4 St =5 Al =d!,... A" = %) = P(S"! =TS =5 A = ).

The Markov property suggests that the current state and action are sufficient to predict the next
state.

Definition 2: (Markov Decision Process, MDP) A Markov decision process (MDP) is
an environment in which all states satisfy the Markov property, and a decision maker can interact

with the environment using actions. Specifically, it is a tuple < S, A, P, R > where

S is a set of states called state space, which may be finite or infinite;

A is a set of actions called action space, which may be finite or infinite;

o P(stt! al st) = P(S*! = s11|St = s, A = o) is the probability that action af in state s!

leads to state s**! in the next time point;

e R!is the immediate reward received after receiving a' at s'. It may also use information

from st

MDP is generally assumed for all methods under infinite time horizon. In an MDP, we often

assume that a policy or treatment 7 is used to make the decision. This is a distribution over



actions given states

7(s) = P(A" = a|S" = s).

To balance the immediate reward and long-term reward, a discount factor v € [0, 1] is often used.

Our goal is to find a policy 7 that will maximize some cumulative version of rewards over time ¢:

E

Y

= ,YthJrk

where we choose a' = 7(s'). Hence, when + is small, we only focus on the eventual reward when
t approaches infinity, while when + approaches 1, after proper normalization, we are interested
in the long-term average reward (Meynl [1997; Liao et al., 2020)). Based on these definitions, we
introduce the value function and the Q-function, which are fundamental concepts in a reinforce-
ment learning task.

Definition 3: (Value Function) The state-value function V;"(s) is the expected cumulative

reward starting from state s, and then following policy 7

Vi(s) =E

k=0

Z’Yth+k|St _ 8] .

Definition 4: (Action Value Function) The action-value function Q7 (s, a) is the expected

cumulative reward starting from state s, taking action a and then following policy 7

> ARITHS =5, Al =a

k=0

Qf(s,a) =E

Based on these definitions, we can treat both V-function and Q-function as estimates of
how good a policy is for a patient in any given state. The only difference is whether we know
the action at time ¢. In an MDP, V/"(s) and Q7 (s,a) do not depend on t and are finite when
v < 1 (Hinderer and Waldmann, [2005). By solving a policy that maximizes these quantities,
we essentially achieve the goal of personalized medicine. However, this is not trivial considering

the dynamics over a long period, which can be difficult to model. Hence, the Bellman equation



becomes an important tool. The following are two versions of the Bellman equation corresponding
to the value and Q-functions. Both of them use the property that they can be written in an

integrative fashion in the MDP setting:
V7(s) = E[R' +9V7(S")|S" = 3],

Q" (s,0) = B[R +7Q7(S"!, A™)|s" = 5, A" = a].

The best treatment policy can be defined using either the value function, with V*(s) =
max, V™ (s), or the Q-function with Q*(s,a) = max, Q"(s,a). The two are connected via
V*(s) = max, Q*(s, a). Additionally, Q*(s,a) is unique and must satisfy the well-known Bellman

optimality equation (Puterman) 2014)):
Q*(s,a) = Egei1sq | R +ymax Q" (S, d')|S" = 5, A" = a] : (2.1)

We refer to the policy 7* that attains these maximums as the optimal policy, hence Q™ (s, a) =

Q*(s,a). Equivalently, we can define the Bellman operator B of the value function as
BV (s) = maxEgeeijs, [R' +V(S™H)]S" =5, A" =] . (2.2)

Then V™ (s) is the fixed point of B, and 7* can be solved correspondingly.

Before concluding this section, we want to remark that the decision maker’s behavior in MDP
during the data generating process is also crucial. Some conditions are needed to ensure that we
can adequately estimate the treatment effects and make casual conclusions (Hernan and Robins|,
2010). However, due to the scope of this book chapter, we do not discuss causality issues in

detail.
e Positivity: P(A" = d’|S* = ') > 0 for all o’ € A,s' € S, and all t.

e Consistency: Let R(a') denote the potential outcome at time ¢ if receiving action a’, then

R' = R(a") if a* is actually used.



e Strong Ignorability: {R(a') : o' € A} 1L A"|S* for all ¢t.

As a brief interpretation, we note that the positivity assumption ensures that all actions
in the action space could be chosen at each time ¢ with a probability larger than 0. This
allows the comparison among different actions. The consistency assumption guarantees that the
estimates are valid, and the strong ignorability assumption suggests that there are no unmeasured

confounders in the dataset.

3 Q-learning for Finite Horizon

Q-learning is one of the most important breakthroughs in reinforcement learning (Sutton and
Bartol, |2018). In the context of personalized medicine, it has been widely used in estimating the
optimal treatment regime (Murphy, 2005; Robins, 2004; Zhao et al., |2009; Nahum-Shani et al.,
2012; Kosorok and Moodie, 2015) of finite-horizon problems where the number of decision stages
is finite. Q-learning is also a popular approach in infinite horizon settings and achieves success
in mobile health applications. Dynamic programming is a major technique to solve Q-learning
problems without explicitly modeling the entire environment dynamics. In the following, we
shall introduce Q-learning and its applications in the finite horizon setting. Then, we review

some extensions of Q-learning in the infinite-horizon settings.

3.1 Additional Notation

In finite-horizon settings, data concerning personalized medicine are usually collected from a
multi-stage clinical trial or longitudinal observational studies on the disease of interest (Clifton
and Laber, 2020). When the number of stages is small, the Markov property is unnecessary.
However, standard causal assumptions highlighted previously (positivity, consistency, and strong
ignorability) are still assumed (Goldberg and Kosorok, [2012)) to make estimation and inference
valid. An optimal dynamic treatment regime (DTR) aims to find a sequence of decision rules
that assign treatments at each stage based on a patient’s baseline characteristics and historical

information. Some additional notations should be introduced to avoid confusion and allow higher-



order dependencies during the decision process.

Suppose we have pre-specified finite T' decision points, indexed by ¢t = 1,2, ..., T. Note that
in this setting, the time index starts with 1 rather than 0, consistent with the literature. We
denote A' = (A!, A%, ..., A") as a possible treatment trajectory administered through decision
point ¢, and denote S* = (S!, 52, ..., S) as the historical information of the patient leading up to

t. The realized treatment trajectory and historical information are denoted as a' = (a',a?, ..., a})

and s' = (s!,s?, ..., s!), respectively. The immediate observed reward R is slightly different here
because the Markov property is not assumed. It considers all the previous history leading up to
t. Another difference is that v = 1 under the finite horizon, as the cumulative reward will surely
converge. Therefore, the goal is to find the optimal DTR to maximize the cumulative reward
fromt=1toT,ie., Zthl R

A dynamic treatment regime, in this case, is defined as @ = (my,...,77), which forms a
sequence of policies to treat a patient over time. Here, the decision rules may depend on ¢, which

is different from Markov settings. They can incorporate all information leading up to t. The

optimal DTR #* = (n7, 73, ..., m}) is naturally defined as the DTR that satisfies, for all 7,
T T
E (Z R;t> <E (Z R;?) . (3.1)
t=1 t=1

3.2 Backward Induction

To estimate 7*, Q-learning adopts a backward induction mechanism, moving from the final
decision stage back to the first stage. We shall describe this process conceptually instead of
giving details of the sample version since the finite-horizon setting is not the focus. Essentially, the
algorithm is motivated by two facts. First, the best policy that maximizes the potential reward
at the final stage can be learned by knowing the covariate at the (7" — 1)th stage. Secondly, the
optimal treatment decision can be induced at any given time point by knowing the best decision
at the next time point (Zhao et al., |2015). To better illustrate how the algorithm works, we
define the following quantities. They are analogs of similar quantities introduced previously. At

the final stage T', we have



T
Qr(z",a") =E (Z RST =357 AT = aT) ,
t=1

(87 @' ) = argmax,rQr (57, a’ !, al)

)

and Vp(5",a" ') = max,rQr(57,a" 7, a”).
For stages t =T — 1, ..., 1, we perform the inductions:

Qu(s",a") =E[Vi (5, 57, a")|S" = 5", A" = @] (3.2)
7 (5", a1 = argmax,. Qy(5", @', a"),

and V,(5',a"') = max,:Q,(5,a" "', a").

To briefly explain these notations, we start from the final stage T" and posit a model for
Qr(sT,a"), such as a linear model, SVM, or random forests (Zhao et al.l 2009). We treat
the observed cumulative reward Zthl R! as the response, and 57,a” ! as the covariates. After
obtaining the model estimation using the observed data, we compare different treatment options

to obtain 7 for a patient with history ST = 57, AT-! = gT—!

at decision point 7. This allows
us to estimate the best value function if only the last time-point requires a decision. Similar
procedures can be adopted for the previous time-point T'— 1. Note that by Equation , the
Q-function can be estimated with the already estimated value function in the next stage. Hence,
we can compare and estimate the best treatment 77, at a previous time point. Recursively
performing these operations, the estimated optimal treatment regime is then #* = (77, ..., 75).
In the finite horizon setting, Q-learning has gained tremendous popularity due to its sim-
plicity of implementation and overall good performance (Kosorok and Laber, 2019). However,
it has limitations. For example, it is sensitive to model misspecifications. If the posited model
for Q-functions is misspecified, the performance may suffer significantly. This is because the

misspecification errors at each stage will be backpropagated and accumulated back to the first

stage. Some alternatives have been proposed, such as Advantage Learning (A-learning, Murphy
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(2003))), which estimates the optimal regime by modeling the difference in outcomes between
two treatment options (Blatt et al., |2004)). Thus, it does not require the entire Q-function to be
specified, making it more robust to model misspecification (Schulte et al., [2014). Other methods
include the robust Q-learning (Ertefaie et al., [2021) that allows estimating nuisance parameters
using data-adaptive techniques to address residual confounding and efficiency loss.

The backward induction algorithm for finite-horizon Q-learning can be extended to infinite
horizon settings in principle. This again requires accurate estimations of the Q-function. Hence,
it is more prevalent in an environment where we can quickly and easily obtain new samples
through experiments under a specific policy. Such a strategy may not be realistic for a practical
situation in medical science. To deal with this issue, in Section [5] we will review other Q-learning
algorithms in infinite horizon settings, often referred to as the infinite-horizon Q-learning, first

proposed by Watkins and Dayan| (1992).

4 Temporal Difference Learning

There are three representative approaches for policy learning: dynamic programming, Monte-
Carlo, and Temporal Difference (TD) learning (Sutton) 1988). Among them, TD learning is
a classical and powerful approach and often serves as the foundation of modern reinforcement
learning. It has achieved great success in theoretical foundations and real applications (Dann
et al., [2014). Instead of modeling the entire dynamic for policy learning, TD learning is a model-
free approach that can directly perform policy evaluation and optimization given any unknown
transition Markov kernel. The advantage of a model-free approach is the high sample efficiency,

which is highly desirable in policy learning.

4.1 On-Policy vs. Off-Policy Learning

It would be helpful to clarify the difference between two notions, on-policy and off-policy since a
specific TD learning approach depends on the setting. The difference can be roughly understood

as if the target of our estimation is based on the observed treatment decision behavior or some
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other treatment strategy, e.g., the optimal one. For example, the Q-learning algorithms we
introduced previously are off-policy learning. Their estimation target is the ()-function under
the optimal treatment decision function m, which is rarely realized in an observational study. In
contrast, another algorithm called State-Action-Reward—State-Action (SARSA) is interested in
learning the Q-function if we follow the current observed behavior of treatment decision-making.
Hence, it is evident that SARSA cannot be used to learn the optimal policy unless the patient is
already implementing it in practice. Off-policy is likely the dominating case in medical-related
studies since patients and doctors usually do not know the optimal policy in advance. However,
in online gaming, the on-policy setting is quite frequent since one can manipulate machines to
implement any new decision rule. This allows on-policy algorithms such as SARSA to update
the policy and the corresponding @-functions progressively. But in offline settings where data
are already collected before any analysis, Q-learning can be more useful than SARSA. We shall
discuss the online learning setting in Section

One difficulty involved in off-policy learning is that one must account for the change of
distribution of states S (distribution shift) when the target policy being estimated is no longer
the one being used. This is especially true for offline settings since the observed (or implemented)
policy can not be changed once data have been collected. Fundamentally, this is an observational
study problem that often appears in statistics. One may expect some form of propensity score
adjusting approaches to be implemented to handle the mismatch of the distributions. These
ideas will be illustrated in detail in Section 4.3 In the following, we shall first focus on the
on-policy setting to introduce the intuition behind TD learning and then discuss its off-policy

generalization via importance sampling.

4.2 On-Policy TD Learning

In this section, we introduce the on-policy TD learning, where the data is collected in an online
fashion. In the on-policy setting, the agent can directly interact with the data-generating envi-
ronment and continuously collect data from the environment online. This is distinguished from

the off-policy setting, where the data is pre-collected, and the agent cannot interact with the
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environment. Typically, we observe a single sequence of streaming data consisting of the current
state, next state, current action, and immediate reward at each time-point ¢.

The reinforcement learning problem can also be viewed as a traditional regression framework.
The goal of TD learning is to minimize the discrepancy between the true value function V7™ and
its function approximation counterpart V7. One of the most commonly used loss functions for

measuring the discrepancy is the squared error (SE),
SE(6) = [V (s') — V™ ()], (4.1)

Using a stochastic gradient descent with step size «, the parameter update can be understood

as,

9t+1 = Qt —aV SEt(e) (4 2)

=0, —« [Ve7r (st) - VT (st)] Vo, Vo, (st) .
Still, Equation can not be directly computed as the true value function V™ is unknown.
One natural solution is to collect Monte-Carlo samples to approximate V™. In particular, one
can repeat the experiments by implementing the policy m and collecting a total of m sample
trajectories given state s'. This is likely only possible in an online setting, as we could directly
interact with the environment and collect the data. If we denote the empirical discounted sum
of rewards from state s' as {V;"(s")}™,, then the equation (4.1)) is feasible to be optimized and

reformed to be

SE-MC, (0 :%i V(] (4.3)

i=1

However, [Sutton| (1988) indicates that V;™(s') can be difficult to collect. To explicitly perform
this, the experiments have to be repeated m times for each state which is only valid in simulated
environments but not in practice due to the cost and ethics concerns, especially for medical-
related studies. Another main drawback of this Monte-Carlo-based approach is the curse of high
variance. The variance of the samples {V;"(s")}I", tends to be very large for a large number of

decision time points. This is particularly severe in infinite-horizon settings.
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A stable and reliable alternative is needed. |Sutton| (1988)) propose to view the true value
function V7™(s') at the decision step t as the composition of the immediate reward R’ and the
discounted value function approximation vV, (s'™!) at step ¢ 4+ 1. This composition is also called

the value function one-step prediction, i.e.,

VT (s') = R4+ 4V (s7) . (4.4)

The main idea of this update is motivated by the well-known Bellman equation. As the approx-
imation of the true value function is obtained, one can proceed to minimize equation (4.1)) with

the approximation form equation (4.4]). The gradient descent can be calculated as follows,

0t+1 = 0t —aV SEt(Q) (4 5)

0= a [ViT (") = B = Vi ()] Va Vi (51)

where 0, is the updated parameter at step ¢ and « is the learning rate. Here the term

5 = Vil () — [+ (441)]

is called temporal difference error, and e; == Vy,Vp, (s') = ¢ (s) is the feature basis. At each
updating step, the temporal difference §* indirectly quantifies the discrepancy between the true
value function and its function approximation counterpart. Consequently, the equation (4.5

turns out to be

0t+1 = Qt — Oé(st@t. (46)

One main advantage of this strategy is to circumvent the curse of high variance within the Monte-
Carlo sampling methods. From the gradient accumulation point of view, this step-wise gradient
updating Vy,Vp, is actually propagating the gradient from the end decision step tonq during the

learning process to the staring decision step tgary = 0.
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4.3 Generalization to Off-Policy Learning

The TD-learning method discussed in the last section is usually referred to as on-policy TD-
learning. The notion of the on-policy represents the reinforcement learning tasks that target
estimating the value function V™ in the scenario that the observed samples are collected when
the policy 7 is executed.

Another strand of the reinforcement learning task is off-policy learning, which is the dom-
inating case in clinical trials and precision medicine. The observed samples collected are not
following the policy 7 but other exploration policies such as the randomization policy. Although
the goal of estimating the value function V™ remains the same as in on-policy learning, off-policy
learning faces additional challenges, especially for distribution mismatching and the curse of high
variance in infinite horizon settings (Jiang and Li, [2016)).

The most important tool for off-policy learning is importance sampling. To further explain
this notion, let us consider the problem of estimating E,[f(S)] of a function f € F with the input
S ~ p, where p is any distribution. If we can get access to the Monte-Carlo samples following the
distribution p, the expectation E,[f(S)] can be approximated by its mean estimator. However,
this fails if the samples can not be collected with respect to the distribution p but only for another
distribution ¢. The importance sampling is a key tool for correcting the sample distribution p
to the distribution ¢. Denote the Monte-Carlo samples as {s;}!", following the distribution g¢,
then the expectation E,[f(S)] can be re-weighting according to the “mismatch” of the density
for two distributions, i.e.,

p(S)

B9} = &, [53100)].

Note that the right-hand side of the expectation is taken with respect to the distribution ¢q. An

immediate approximation of the above expectation is

Ty ).

q(si)

If the positive assumption holds, that is g(s) is positive for any s € S, the “mismatch” of the two

density p(s;)/q(s;) is also known as the inverse probability weighting. We illustrate the inverse
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probability weighting in Figure [4.3]

— p(s)
q(s)

porbability

Figure 2: Importance Sampling: Samples drawn from ¢(x) are re-weighted by the importance
weight p(s;)/q(s;) for i = 1,2, 3 to behave like samples from p(z).

Challenges of Off-Policy Estimation Off-policy estimation also raises many difficulties. In the
on-policy setting, as the behavior policy distribution is equivalent to the target policy distribu-
tion, i.e., mp = 7, the state distribution d involved under the target policy d” is the same as the
state distribution involves under the behavior policy d™2, i.e., d = d™ = d™8. This implies that
d is following a stationary distribution. In contrast, in the off-policy setting that m # 7pg, the
state distributions under the target and behavior policy are different, i.e., d™ # d™2. Hence, the
state distribution d is not stationary in general. This makes the estimation quite unstable. Even
worse, the estimated value function under off-policy learning could be divergent from the one
in an on-policy learning (Dann et al., 2014). A straightforward example is the off-policy mean

squared projected Bellman error (MSPBE),
MSPBE(0) = ||V — B*Va3, . (4.7)

If the state distribution d™2 is different from the state distribution d™, the estimation results
will exhibit significant discrepancies. In the following, we will review an generalization of the

TD-learning to the off-policy setting via importance sampling.
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Off-Policy TD Learning Recall the parameter updates in an on-policy TD learning (4.6)). At
decision step ¢, one needs to approximate the expectation E, p 4= [0:¢(s")]. The same updates can
still be generalized to off-policy settings if the samples follow 7. This motivates the following

equations

Exp ar [5@ (st)} = Egtr1)6t ot stmdr [7r (at | st) d" (st) ) (st)}

= Est+1|st’at;stwdﬂ'3 [7’(’ (at | St) d™® ( ) (St)]
t

m(at|s ))6t<;§ (St) (4.8)

g (at | st

= E8t+1|st7at;st,\,dﬂ'3 |:7TB (at | St) d"s ( )

_ m(d']s") ‘
= EFB’p,dﬂB LTB (at | St)6t¢ (S )} .

Through the above procedure, the expectation taken with respect to the target policy 7 is
corrected to the expectation taken with respect to the behavior policy mg. This is connected
by the Radon-Nikodym derivative 7 (a* | s*) /7p (a' | s*). To execute the off-policy TD learning

parameter updates, we have the following, which is the off-policy counterpart of the parameter

updates in (4.6]),

7 (a' | st)

g (at | st)

9t+1 = Qt —

5t6t7

Note that we approximate the true value function V™ by V7, TD learning can diverge or be
unstable when adopting a non-linear function approximation, especially in off-policy learning
(Tsitsiklis and Van Royl, [1997)). Hence, TD learning is also called a semi-gradient method. True
gradient methods (Zhang et al.,|2020)), such as residual gradient methods, have also been proposed
and extended to off-policy settings to avoid this drawback. We will review one of the typical
true gradient methods in Section [0 Before that, we will review a few recent developments in the
statistical literature that are closely connected with some of the properties we have introduced

already.
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5 Temporal Difference and Estimating Equations

The temporal difference error and its associated properties are extensively used. Two recent
methods (Ertefaie and Strawderman) 2018; Luckett et al., 2020) utilize this tool and formulate
the optimal treatment regime problem in an estimating equation fashion. Note that following

the Bellman equation ({2.1)), the optimal Q-function satisfies
Q*(Sa CL) = E5t+1|s,a |:Rt + me}x Q*<St+1, a/>|St =S, At = a] .

The optimal policy is 7*(s) = arg max, Q*(s, a). Instead of iteratively updating the @ function as
we introduced earlier, Ertefaie and Strawderman| (2018]) proposed a Greedy Gradient Q-learning

(GGQ). The key insight is to utilize the temporal difference error defined as
§"1(0) = R' + ymax Q" (S, d) — Q*(s,a),

Suppose Q(s,a) = 8T (s, a), where ¢(s, a) is a set of feature basis over state-action pair (s, a), @ is
a p-dimensional parameter vector of parameters. Let 6* be the true parameter vector that attains
the optimal value Q*(s,a) = 0*7¢(s,a). Then inspired by the property of temporal difference
error that E[§"T1(6*)|S? = s, A' = a] = 0 for any ¢ > 0 under the true 6*, the estimating equations

of 6 can be directly obtained as
T
E {Z 5 0)VQu(S" At>} -0, (5.1)
=0

where VyQy(s, a) accounts for the influence of basis. Based on the linear assumption, VyQy(s, a) =

©(s,a). Hence we can solve the sample version of the sum of trajectory loss

D) S O)p(SE A

i=1 t=0

to obtain an unbiased estimator 6 for 0*, and the corresponding estimated optimal policy is

ok

7*(s) = argmax, Q4(s, a).
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GGQ allows the construction of confidence intervals for the mean outcome difference be-
tween the optimal policy and any other policy. Another advantage is that the significance of
variables can be tested in the optimal policy by checking whether the confidence interval for
the corresponding parameter contains zero. However, the estimation equation contains an
non-smooth max operator, which makes the estimation difficult without large amounts of data
(Laber et al |2014). Essentially, the Q-learning framework is a greedy method as it always tends
to select the best arm for each decision stage. When the dynamic environment is complex, the
greedy action often leads to sub-optimality (Dann et al., [2014).

Luckett et al.| (2020) developed another approach called the V-learning. Although it is fun-
damentally another application of the Bellman equation and the temporal difference error, it
maximizes the value function rather than the action-value function. It can also be viewed as an
estimating equation approach. Denote the propensity score at stage ¢ as p'(a’,s') = P(A" =
a'|S* = s'). In a micro-randomized trial, p'(a’, s') is known. However, it must be estimated from
the data for an observational study. Under assumptions specified in Section Luckett et al.

(2020)) define the value function as

k

_ - k pt+k W(Av+t> Sv”)
- ;Eb R {}:[0 MU-H(AU-H’ Sv-i—t)

St = s] : (5.2)
For any t, the following importance-weighting variant of the Bellman optimality equation holds,

m(A S ¢ T QtHly _ 1/ at | —
E{Mt(At,St){R + V(S V(S)}gb(S)] 0, (5.3)

where ¢ denotes the weight function of any state. Similar to GGQ, we can parameterize the
state-value function V7(S;) with 6. Then the estimating equation is given by
n T

Sy mAs) S (R AV (S1) = V(S}Vl (8D, (5.4

1711‘,0’u

where VoV (S;) is the gradient of V;7(S;).

V-learning avoids the non-smooth max operator, which makes the optimization more stable.
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Compared with GGQ, V-learning considers a stochastic policy distribution, which can be more
robust to unexpected situations (Zhou et al., 2021a)). Although both GGQ and V-learning are
pioneer works in infinite horizon DTR estimations, many open problems remain, such as finding
the most appropriate features for the parametric model, addressing the computational difficulties

for big data, and quantifying uncertainty for policy evaluations.

6 Residual Gradient Algorithm

TD learning has achieved great success in both theoretical developments and real-world appli-
cations (Dann et all [2014). As we can see from Section {5 the temporal difference error can
be used in various ways. It usually requires approximations of the true value function. [T'sitsiklis
and Van Roy| (1997)) show that TD learning approaches guarantee the convergence to the opti-
mal policy with discrete state space and linear function approximation (Tsitsiklis and Van Royl,
1997). Unfortunately, TD learning can often be divergent in the case of non-linear function
approximation, such as deep neural networks. In fact, there is no explicit objective function
minimized for parameter updates in TD-learning.

Baird (1995) proposed a true gradient approach, aiming to minimize an explicit objective
function for the true value function estimation under the function approximations. The goal is
to estimate the optimal value function V' by the function approximator V. Define the Bellman
operator as

BV (s) :==maxEy p(jsa) [R+7V (s) ] s,a],

where ¢ is the next state for the current state s. Then Baird| (1995)) proposed to minimize the

mean square Bellman residual,
MSBE = E,., [{BV(s) — V(s)}*],

where o is an observed state distribution. With function approximations and substituting the

unknown transition kernel by its one-sample counterpart, the empirical MSBE with m observed
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samples is

NSBE(S) = 3 [BVa(s) — Vals)] (61)
1

where s’ is the next state of the state s. The gradient descent can be formulated as

0t+1 = Qt — O[Vl\/.[/SB\E(H)
(6.3)
= et - [Rl + 7‘/9t (S,) - Vbt (S)] [’yv@t‘/@t (S/) - vot‘/et (S)] )

where t is the iterative step different from the decision stage step in TD learning. According
to the Bellman optimality equation, the MSBE will attain zero if the value function is optimal.
Therefore, performing gradient descent on MSBE guarantees that MSBE will eventually converge
to a local minimum.

However, in a stochastic environment, the residual gradient algorithm encounters double

sampling issues. The double sampling issue leads to an empirical objective function biased from

its population version.
Ey-aqrs | MSBE(6)] = MSBE(0) + Eqwqes [var(BV (s) | s)| # MSBE(6). (6.4)

We will discuss more details of this double sample issue in section [7] As a result, the residual
gradient is a biased algorithm but can be guaranteed to converge with non-linear function ap-
proximation in a stochastic environment. To correct the bias, Baird| (1995) propose to sample
the next state twice or more times given any current state. However, this is not practical in the
real world. The next section will review a novel approach for resolving the double sampling issue

using a functional space embedding framework.

Remark 6.1. For the algorithm implementation, the value function V' is usually linearly ap-
proximated as a weighted sum of a set of given basis functions ¢, ..., ¢p: Vy(s) = D0 0;0i(s).

The next step is to learn the set of weights 6 = [, ..., 0,] corresponding to an approximation of
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the optimal value function V', and the value function is linear in §. The linear function approx-
imations are widely applicable in reinforcement learning tasks as they are suitable for gradient
descent and possess a quadratic error surface with a sole minimum. The flexibility is preserved by
the choices of the basis function, including linear, polynomial, and Gaussian basis, to represent a
very complex functional space. In addition to linear approximations, the value function can also
be approximated using deep neural networks and random forests to gain more representation

power.

7 Proximal Temporal Consistency Learning

As we have discussed in the last section, one of the biggest challenges for true gradient descent
reinforcement learning is the double sampling issue (Baird, |1995)). To solve this issue, [Zhou et al.
(2021a) leveraged the property of functional space embedding to resolve the double sampling
issue very efficiently.

In addition to the double sampling issue, some limitations exist for the previously reviewed
methods for the applications to solve real-world problems in certain situations. First, Q-learning
is a greedy algorithm and thus yields sub-optimal solutions. Meanwhile, policies induced by Q-
learning are deterministic, which means they can only provide a single recommendation action at
each decision point. This gives little flexibility to select treatments if that option is unavailable
due to a temporary medication shortage or not available for other reasons. A possible remedy
is to model the policy distribution stochastically. However, existing works typically model the
policy distribution by Boltzmann distribution, which can quickly decay to a uniform distribution
when the number of treatment options is too large (Min et al., |2014; Zhou et al., 2021a)). This
is a common issue in all existing approaches.

We will discuss and address these two issues with the newly proposed Proximal Temporal

Consistency Learning (pT-Learning) framework proposed by [Zhou et al.| (2021al).
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7.1 Temporal Consistency and Functional Space Embedding

To address the double sampling issue, we need to correct the bias from the one-sample approx-
imation with unknown Markov transitions. Following the Bellman optimality equation, if 7* is
the optimal policy, and V* is the corresponding optimal value function, then (V*, 7*) is a solution

of the following temporal consistency equation for any s and a:
Egt+1 [Rt + ’}/V(StJrl)] —V{(s) =0, (7.1)

The intuitive idea is to minimize the square loss of the temporal consistency error, which is
the residual gradient algorithm. However, per our discussion, replacing the unknown transition
kernel with its sample counterparts will lead to the double sampling issue. Instead, we can embed
a Lebesgue measurable function class to the averaged temporal consistency error. Specifically,

let’s define a critic function h(s, a) and formulate a novel embedding loss Lyeignt as follows,
Lo (V,, 1) 1= Es e [R(S', AV R + 9V (S4) = V(SH)}] . (7.2)

To better understand this embedding, the critic function introduced here is actually to fit
the discrepancy of the left-hand side of the equation , and simultaneously promotes those
sampled transition pairs with large temporal consistency error. Intuitively, the embedding loss
circumvents the double sampling issue since it does not involve the additional variance (bias term)
from one-sample bootstrapping. Fundamentally, the embedding loss Lyeight offers compensation
for insufficient sampling on P(s'|s, a). The marginal distribution of the state-action pairs d" (s, a)
and the transition kernel P(s'|s,a) can be aggregated to joint distribution p,(s’,s,a) by the
linearity of expectations. Therefore, the embedding loss can be approximated using the sample-
path transition pairs drawn from the joint distribution instead of directly approximating the
unknown transition kernel. This explains why the embedding loss can resolve the double sampling
issue.

Besides these facts, the critic function has nice properties in solving the optimization problem.
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First, Lyeight(V,7) is a valid loss which can identify the optimal value function and optimal
policy (V*,7*) in that Lyeignt(V*, 7", h) = 0. Furthermore, if there exists (‘N/,fr) such that
Eweight(f/, 7,h) =0, then (f/, 7) satisfies the equation . Noticing that Leignt(V*, 7%, h) =0
holds for any & in a bounded L? space, such property immediately transforms the original problem
to the following minimax optimization problem

min max L2 (VT h). (7.3)

Vi weight

The minimax optimization of (|7.3)) gives a clear direction for estimating (V*, 7*). However, it
is still not tractable, as the critic function could be arbitrary, making it infeasible to find a proper

representation of h(-). However, if the observed reward R is a function continuous over (s, a’),

2

weignt (V> 7, b)) is also continuous. Therefore, if we

then the critic function h*(s, a) that maximize £
assume a continuous reward function, we can represent h*(s,a) in a bounded reproducing kernel
Hilbert space (RKHS), and the minimax problem of can be decoupled into the following
single-stage minimization problem

min Ly = B ge ae i g1 gen [c{i;(sf, AL V) = V(SHYE(S, AL S AN{ T (ST, AL V) — V(St)}},

Vo

(7.4)

where T,(S%, A", V) = R' + 4V (S*) — ¢ (m(AYSY), (S, A?, S*1) is an independent copy of the
transition pair (S*, A, S™™1) and K(-,-) is the universal kernel reproducing h*. This property
was explored by [Zhou et al.| (2021a).

Given the observed data D,, with a length T" trajectory, the above problem can be solved using
a trajectory-based order-2 U-statistic estimator. Consequently, the total loss £y can be aggre-
gated as the empirical mean of n i.i.d. within-trajectory loss. The proposed sample estimator
Ly is consistent, and its gradient can be approximated by the sampled transitions and optimized
using any gradient descent algorithm. Thus, the proposed method achieves much flexibility re-
garding function approximations of (V*,7*), allowing both linear and nonlinear approximations

without the risk of divergence from the optimal solution.
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7.2 A Proximal Bellman Operator with Sparse Policies

We have shown how the pT-Learning method resolves the double sampling issue. Equipped with
this new tool, we turn to solve another practical issue when the number of treatment options is
large. This involves constructing a proximal Bellman operator to facilitate smooth optimization
and induce a sparse policy distribution. We first revisit the Bellman optimality equation in ([2.2))
from a policy explicit view. Suppose the policy 7 follows a stochastic distribution, then the

Bellman optimality equation can be rewritten as
BV (s) := maxE,wn(|s)st+1)s.a B + 7V (S5 =5, A" = a] = V(s). (7.5)

A natural idea is to jointly optimize V' and 7 for minimizing the difference between BV (s) and
V(s) for any s. However, this equation is nonlinear and contains a non-smooth mazx operator
again. This makes the estimation very difficult without a large number of samples. A proximal
Bellman operator could circumvent this difficulty. Specifically, the operator adds a strongly

convex and continuous component d(m) to the dual of (7.5)):

BVa(s) = max ) _[(Eserinyjsa (R’ +7VA(S™)] w(als)) — u(m(als)) + Ad(n(als))]

= maxEy (1 [Qa(5. ) + Ad(r(a]s))] (7.6)

where p(-) is a constant function always equal to 0 in our case, ¢(z) = d(x)/x with the proximity

function d(-) and Qx(s, a) = Egr+1)5,[R'+~VA(S"™)]. In particular, [Zhou et al|(2021a)) consider a

special case d(x) = x¢(x) = —5 log,_q(x) for achieving both smoothness and sparsity properties,
1

where log, () = —— (x!7% —1).

11—k

Remark 7.1. In general, the proximity function satisfying the following properties is valid for
smoothness purposes. 1. Monotonicity: ¢(z) is non-increasing; 2. Non-negativity: ¢(1) = 0; 3.
Differentiability: ¢(z) is differentiable; 4. Expected Concavity: z¢(z) = d(z) is strictly concave.
Many choices of d(z) satisfy the above conditions. For example, when d(z) = z¢(z) = —xlogz,

the well-known Shannon entropy is recovered.
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There are several properties that we should highlight. First, the proximal Bellman operator

(7.6]) is a valid approximation for the Bellman operator B, where the approximation bias can be

bounded by
BAV(s) — BV(s) = 2 — =2 &
' S 2 2KE)) |
where | - | denotes the cardinality of a set, and K(s) represents the action set at state s, that

is K(s) = {au) € A: Qr(s,a0)) > %Z;:l Qx(s,ag)) — 2}. Here a) is the action with the i-th
largest state-action value, and |KC(s)| < |A| always holds for any s.
Additionally, B, is a smooth approximation for BV (s), which is a direct result of applying

the Lagrange multiplier. Specifically, B has a closed-form equivalence

_ ZQGK(S)Q)‘(S’G')_ 1 2_ Q/\(Sva) ’
p> ( NI |/c<s>|) (5) )

a€k(s)

BAV)\(S) ==

| >

By transforming the Bellman operator into a smooth operator, great convenience could be gained
when solving the optimization problem later.

Besides gaining advantages in solving the optimization problem, the unique advantage of
introducing B, lies in that it induces a sparse optimal policy distribution 7y (a|s), whose support
set is a sparse subset of action space. Specifically, by applying B,, we could gain a stochastic
policy that only includes optimal and near-optimal policies while removing those options far from
optimal. This can be illustrated by presenting 7 (a|s) in terms of the state-action value function

@ (s, a) analytically, that is

A(s,a +
ol = (20 e B 1) (7.9

A M) K

Notice that ((7.9) gives a well-defined probability mass function in that ) m(als) = 1. Also,
the policy my(a|s) tends to assign a large probability to the action according to the rank of the

state-action values. Moreover, sparsity can be shown by analyzing the support set of my(:|s),
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which satisfies ‘
{a(i) e A:Qx(s,ap) > lzz:QA(s,a(j)) - é} (7.10)
ey i

The inequality indicates the sparsity parameter A\ controls the margins between the small-
est action value and the others included in the support set. To better demonstrate how the mech-
anism works, we consider a toy example where there are three available actions at a decision point.
When A is sufficiently small, such that A < Qx(s, a1)) — @x(S, a(2)), only a1y will be contained in
the support set. If A increases and falls into the range [Qx(s, a(1)) — @a(s, a2)), Zle Qx(s,aw)) —
2Qx (s, a(3))], the support set would contain both aq) and a() but eliminates action as).

Therefore, the cardinality of the support set increases as A increases. This allows us to tune
between the deterministic and stochastic policy models by selecting an appropriate A value.
Furthermore, only treatments with rewards close to the optimal treatment will be included in
the support set. Besides, the sparse property may also benefit healthcare providers and hospitals.
First, when there are many treatment options, it may not be convenient to store all medications
and resources simultaneously for the hospital. Only storing the most commonly used optimal
and near-optimal treatments would be enough, allowing better medical management. Secondly,
two or more medications may have similar effectiveness in some situations. As other methods
can hardly show such properties, treatment plans with sparse property could give healthcare
providers more flexibility in choosing the most appropriate treatment for the patient.

Plugging in the proximal Bellman Operator B, and the induced V) to the framework we
discussed in Section [7.1], we can derive an proximal temporal consistency equation For any s, a,
and A € (0,00), if 7} is the optimal policy, and V;* is the corresponding optimal value function,

then (V, 7}) is a solution of the following proximal temporal consistency equation:
Egietioa R+ 7VA(S)] = Ad(ma(als)) = W(s) + (als) ~ Va(s) =0, (7.11)

where W(s) € [-A/2,0] and 9 (als) € [0,00) are Lagrangian multipliers with ¢ (a|s)m\(a|s) = 0.
We call the discrepancy on the left-hand side pT-error.

Note that the equation ((7.11]) holds for any state-action pair (s, a), the policy 7 can be esti-
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mated directly over the observed transition pairs. This local consistency property makes it easy
to incorporate off-policy data. By leveraging this proximal temporal consistency property and
combine with the functional embedding framework in Section [7.1] [Zhou et al| (2021a)) proposed
to minimize the following objective function to estimate the optimal policy and value function,
that is
v mir\i wEU :Est’gt’At7At7st+1’§t+1 [(ﬁr)\ (St7 At; VA) - \Ij(St) + w(At|St) - VA(St))
TN
: CK(St’ At? S«t’ At)(ﬁu (Stv Atv VA) - \I;(S’t) + ¢(At|§t) - V/\(‘gt))} ) (7'12)

st. ma(als)-¥(als) =0 and —A/2<U(s)<0OforallseS,acA

For the implementation, [Zhou et al. (2021a)) reformulate the minimization problem to
be a nonlinear programming problem. The objective function is converted to a quadratic term
with a nonlinear equality constraint and a nonlinear inequality constraint. Some computational
burden is also alleviated by imposing certain restrictions so that the two Lagrangian functions
W, 1) satisfy the constraints automatically. The corresponding algorithm is implemented in the

R package proximalDTR.

7.3 OhioT1DM Data Analysis
7.3.1 A mobile health study: OhioT1DM

We finally apply the pT-Learning method (Zhou et al., 2021a)) to the OhioTlDME] dataset pre-
sented in Section[2.1] The dataset contains two groups of individuals with Type-1 diabetes, while
each group contains six individuals aged 20 to 60. All patients were on insulin pump therapy
with continuous glucose monitoring (CGM) sensors, and the life-event data were collected via
a mobile phone app. Specifically, the dataset includes CGM blood glucose levels measured per
5 minutes, insulin dose level delivered to the patient, meal intakes, and corresponding carbohy-
drate estimates. Other features, such as self-reported times of work, sleep, and stress, are also

available for all patients.

2The mHealth dataset OhioT1DM can be requested and downloaded in https://ohio.qualtrics.com/jfe/
form/SV_02QtWEVm7ARIKIL.
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However, the physiological data of the first cohort were collected by Basis sensor bands, while
the second cohort used Empatica sensor band. As a result, the heart rate measured per 5 minutes
is available only for patients in the first cohort. The magnitude of acceleration aggregated per
minute is only available for patients in the second cohort.

Based on the preliminary investigation, each patient has distinct blood glucose dynamics.
Therefore, we follow the pre-processing strategy used in Zhu et al. (2020b]) and treat the data of
each patient as a single dataset. Additionally, we assume that we treat each day as an independent
trajectory for each patient and estimate the optimal policy based on these trajectories. Therefore,
we fully consider the difference between individuals and develop a personalized treatment plan
for each patient.

We summarize the measurements over 30-min intervals such that the length of each trajectory
is T" = 48. After removing missing samples and outliers, each dataset contains n = 15 trajectories
on average. For both cohorts, we study the individualized dose-finding problem by discretizing
the continuous dose level into 14 disjoint intervals for intervention options, i.e., A’ € {0 = Ay <
... < A@gy = max(A)}, and the grid is determined by the data corresponding to each patient.
For the patient in first cohort, patient’s states at each stage include the average blood glucose
levels S, the average heart rate S}, and the total carbohydrates intake S} from time ¢ — 1 to
t. For patients in the second cohort, the states are the same as in the first cohort, except that
the average magnitude of acceleration replaces the average heart rate.

The reward for this problem is a measure of the health status of the patient’s glucose level,
and we define the immediate reward as the average of the index of glycemic control,

b LS > M0)IS, — 140]M! + 1(S], < 80)(S], — 80)°
o 30 ’

where R! is non-positive, and a larger value is preferred. For this problem, when we summarize
the reward over 30-min intervals, we would use the average reward during that 30-min period.

Our goal is to maximize the discounted sum of reward EY ., 7" 'R".
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7.3.2 ProximalDTR Package and Analysis Results

We have specified the states, action space, and reward for this example. We use proximalDTRE|
package for implements the pT-Learning method discussed in this sectionﬂ Applying the algo-
rithm to the dataset, we solve for the optimal treatment policy. The algorithm generates the
recommended treatment policy that enjoys the sparse property when given a new state. We show
the usage of the package for one patient from the dataset (1st patient in the first cohort) in this
section.

After processing the data as described in subsection we obtain a matrix X with the
state at each time point and two vectors showing the action chosen A and observed reward R
at each time point. For this patient, if A* = 0, no insulin injection is taken at time ¢. If A* =1,
then the dose unit for insulin injection is in the interval [9(i — 1)/14,9i/14]. The format of the

data is shown below.

> X[1:7,]

glucose heart meal
49 343.00000 65.50000 0
97 122.16667 60.33333 0
145 156.16667 71.66667 0
193 187.66667 71.16667 0
241 84.00000 74.66667 0
385 88.66667 65.16667 0
433 92.66667 67.00000 0
> A[1:7]

[1] 0 0O 0O 0O 0O 0O
> R[1:7]

[1] -11.5114 0.0000 -0.7128 -2.3391 0.0000 -1.4444 0.0000

We make several remarks. First, the longitudinal state matrix X should follow a certain

3The proximalDTR package is in https://github.com/vincentskywalkers/ProximalDTR-.
4The implementation code for analyses in this chapter is in https://github.com/liyuhan529/
Policy-Learning-for-Individulized-Treatment-Recommendation.
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format to be used for the package. Specifically, suppose there are n trajectories in the dataset,
the first n rows of the matrix should be the first state, i.e., S? (i = 1,2, ...,n) for the n trajectories,
the (n + 1)th to 2nth row should be the second state for each trajectory, etc. Secondly, X has
one more stage than A and R since at the end of the stage, we only observe X but not A or
R. Finally, for this problem, the glucose and acceleration level in matrix X and reward R is
the average value during the 30-min when transforming from the original dataset containing a
measurement every 5 minutes.

After transforming the data into the required form, we use the proximalDTR function to fit

the data:

> fitl = proximalDTR(X = X, A=A, R=R, n_ID = 33, stage=48, gamma=0.9,

+ lambda.set = c(2),step.beta = 0.001, step.omega = 0.001,
+ desc.rate = 0.001, max.iter = 3000, max.iter.cv = 1000, bw= 1,
+ cv=F, trace =TRUE)

Here, n_ID is the number of trajectories, stage is the length of each trajectory, gamma is
the discount factor, and lambda.set is the candidate values of A that we will choose from by
cross-validation. We can also specify a certain A value to obtain an appropriate sparsity level for
the induced policy. Other parameters in the function are used to control convergence.

When given a new state for the patient, the algorithm will induce a treatment policy that
enjoys sparse property by predict_rl function. An example is shown below: if the patient is in
the state where the glucose level is 200 mg/dL, the heart rate is 90 bpm, and the food intake
is 0, the recommended best treatment for that patient is the 6th treatment (insulin injection
with dose 3.21-3.86 units). The corresponding probability is to choose the 6th treatment with
a probability of 0.8110 and the 1st treatment (insulin injection with a dose level less than 0.64

unit) with a probability of 0.1890.

> pred.fit2 <- predict_rl(fitl, c¢(200,90,0))
> pred.fit2$prob
[1] 0.0000 0.1890 0.0000 0.0000 0.0000 0.0000 0.8110 0.0000 0.0000 0.0000

[11] 0.0000 0.0000 0.0000 0.0000
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> pred.fit2$recommend. trt

[1] 6

To visualize the results, We take the 1st patient in the first cohort as an example. Figure
and Figure [4] show the induced treatment policy given a new state for that patient. From
Figure , we can see that when there is no food intake and the heart rate is normal (90 bpm),
the higher the glucose level for the patient, a higher dose of insulin injection would be recom-
mended. Specifically, when the glucose level is 100 mg/dL, which is still in the normal range,
the recommended dose level would be relatively small. When the glucose level is slightly higher
than the normal range (200 mg/dL), the first and 6th dose levels are recommended, while the
6th level has a higher probability compared with the case when the glucose level is 100. When
the glucose level is well above the normal range (300mg/dL), the 8th dose level would also be

recommended, while the probability of assigning the 1st dose level is significantly reduced.

131 131 131
121 121 121
111 Glucose=100 111 Glucose=200 111 Glucose=300
10+ Heart rate=90 10+ Heart rate=90 10+ Heart rate=90
91 Meal=0 91 Meal=0 9 Meal=0
T 8 T 8 s ¢f I
9 77 9 77 9 77
¢ of NN g of NN g of INNENEG—_
8 s 8 s 8 s
4 4 4
31 31 31
21 1 21 21
11 {0 11
0 0 0
0.00 0.25 050 0.75 1.00 0.00 0.25 050 0.75 1.00 0.00 0.25 050 0.75 1.00
Probability Probability Probability

Figure 3: Induced treatment policy for the 1st patient in the 1st cohort given that there is no
food intake and the heart rate is normal.

Note that in Figure [3| the highest dose level recommended is the 8th level when there is
no food intake, and the heart rate is normal. However, in Figure [4, a higher dosage may be
recommended when the patient is having meals and the heart rate is above average. For instance,
comparing the left and middle panels in Figure [4] it seems that a higher heart rate will increase

the recommended dose level when the glucose level and carbohydrate intake (15 representing a
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Figure 4: Induced treatment policy for 1st patient in the 1st cohort given that glucose level is
slightly above average, while there are food intake and the heart rate may also be above average.
snack) are the same. Additionally, from the right panel of Figure 4} when the heart rate and
carbohydrate intakes (60 representing a regular meal) are both above average, an even higher
dose of insulin injection would be recommended.

In summary, the recommended treatment policy we get from the algorithm coincides with
what we would expect for a patient with diabetes. A higher insulin injection dose would be
recommended when the glucose level is higher. At the same time, a higher heart rate and
carbohydrate intake could also lead to a higher dose of insulin injection. Such results show
our proposed method is practicable and has a clear benefit when applied to real-world settings.
Besides, the sparse property of induced policy gives the healthcare provider more flexibility when
selecting the treatment.

We also compare pT-Learning with two other popular methods in reinforcement learning:
Deep-Q network (DQN) (Mnih et al. 2016) and Soft actor-critic (SAC) (Christodoulou, 2019).
DQN approximates the Q-function with a neural network and adopts the TD learning framework
to solve the optimal policy. The induced deterministic optimal policy would select the action with
the largest state-action value at each decision point. Meanwhile, SAC uses a separate network to
model the optimal policy besides Q-function and further adds the Shannon entropy of the optimal

policy as a bonus term to the V-function. Therefore, SAC would induce an optimal stochastic
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Figure 5: Boxplots of improvements on Monte Carlo discounted sum of rewards relative to the
baseline of observed discounted sum of rewards. The results included the six patients in the
second cohort, and are summarized over 50 simulations with v = 0.9.

policy and is directly comparable to pT-learning by using a proximity function d(z) = $z(1 — )
to the V-function.

However, we should mention that both DQN and SAC use a neural network to approximate
the Q-function, hence needing a large amount of data for model training, which is hardly available
in medical settings. For this case study, we use a shallow two-layer perceptron architecture with
two linear layers with 64 hidden units to approximate the Q-function for both DQN and SAC.
But these methods may not be suitable for a small dataset and do not always have desired

statistical properties such as guaranteed convergence and consistency.

Since the data-generating process is unknown, we follow [Luckett et al| (2020) to utilize

the Monte Carlo approximation of the expected discounted sum of rewards to evaluate the
model performance. Specifically, we compare the value of V(S?) of each method, where S?

denotes the initial state of ith trajectory. For DQN and SAC, V(-) refers to the estimated value
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function. For pT-learning, we consider the lower bound of the estimated value function i.e.
Vi(-) — (1 = 7)"'A¢(0), to mitigate the effect of the sparsity parameter A on the value function.
The observed discounted sum of rewards is used as the baseline for each patient. To better
evaluate the stability and performance of each method, we randomly select 10 or 15 trajectories
from each patient based on available trajectories 50 times and apply these three methods to the
selected data.

The boxplots of the improvements on the six patients in the second cohort are presented in
Figure [f] pT-learning generally has the best performance across all patients. As DQN uses the
semi-gradient method, it may diverge under off-policy settings, which explains its largest variance
and poor performance compared with SAC and pT-learning. SAC can match the performance
of pT-learning on patients 7 and 10 but underperforms on the other four patients. Note that
the induced policy in SAC follows a Boltzmann distribution, in which non-negligible probability
would be assigned to all actions. This may lead to its unstable performance, especially when the
cardinality of the action space is large. On the contrary, pT-learning enjoys the best and most
stable performance compared with other methods. This shows that the flexibility of pT-learning
to choose deterministic and stochastic policy adaptively has a clear benefit over other methods,

especially when a large number of treatment options are available.

8 Online Experiment and Policy Learning

This section will review some popular adaptive clinical trial designs and online extensions of
current policy learning methods. The adaptive clinical trial is distinguished from traditional
randomized or observational studies, although they are usually in a finite-horizon setting. It
allows the treatment policy to be updated according to historical information during an ongoing
clinical trial. Besides, the ethical and sample efficiency concerns also promote the investigation
of developing adaptive clinical trials via online policy updating (Hu and Rosenberger, |2006; Thall
et al., 2013; Chow, 2014} Hu et al., |2015). For example, Thall et al.| (2013]) proposed a Bayesian

framework to design a trial with multiple combined phases and learn the optimal online policy.
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Additionally, their proposed method considers both the sample efficiency and drug toxicity.
The limitation is that this method only estimates the average treatment effect and thus fails to
account for the patient’s heterogeneity information. In contrast, (Kim et al., [2011; Renfro et al.|
2016)) considered the subgroup treatment effects via enrichments, but their goal is not estimating
the optimal policy or online updating of the clinical trial. Designing more advanced adaptive
clinical trials would be helpful for practitioners.

On the other hand, one of the most popular online learning frameworks for an infinite-horizon
setting is the e-greedy strategy. This is developed based on incremental information and tends
to balance the exploration and exploitation (Lattimore and Szepesvari, 2020). In detail, the
e-greedy strategy assigns the treatment arm to patients following the estimated policy with the
probability 1 — ¢ but lets the £ chance to select a randomized arm with probability €. This
e-greedy strategy can avoid sub-optimal solutions and yield an optimal online decision rule. This
usually requires € to decay to zero as time progresses. There is a trade-off between the large
and small €. Large ¢ injects more randomness to select the treatment arm and thus improves
the exploration of the policy learning. Small £ gives attention to the estimated policy, increasing
exploitations and sample efficiency.

In recent literature, Luckett et al.| (2020) follows the e-greedy to propose an online V-learning
framework for updating the estimated policy during the training process. This can also be
extended to adaptive clinical trials to improve outcomes. The basic idea of online V-learning is
related to offline V-learning, which we have reviewed in Section [5] In online settings, Luckett
et al. (2020) propose to update the estimated optimal policy 7/, using the data collected up to
time ¢. Then adopt the e-greedy strategy to assign the treatment arm to balance the exploration
and exploitation. Most recently, |Chen et al. (2021) developed an online and robust ordinary
least squares to learn a reward model of different actions given the contextual information and
then maximize the long-term reward. Their framework also adapts the e-greedy paradigm and
establishes the asymptotic normality to quantify the uncertainty for the optimal decision rule.
We may also be interested in updating the estimated optimal policy with patient-specific data.

Briefly, the estimated policy 7 can be indexed by the patient 4, which indicates only trained
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using the data from the patient ¢. This strategy allows more flexibility for learning policies for
each patient. Randomness can also be adopted. Finally, we note that an alternative to the
e-greedy strategy to encourage exploration is the upper confidence bound (UCB) sampling. We

refer reader to Auer| (2002)) for more details.

9 Discussion

This chapter reviewed the literature on designing and estimating infinite-horizon dynamic treat-
ment regimes. There are still many unsolved problems. We briefly discuss several potential
directions for future research.

The Markov property is fundamental to policy optimizations and evaluations in a finite
horizon setting. However, in a real-life environment, outcomes may depend on decisions made
much earlier than the immediate, previous time point. This requires a higher-order chain of the
Markov decision process. One of the direct applications is to identify the lag-effect variables and
conditional independent window for the validity of the Markov property (Tsitsiklis and Van Royl,
1996). However, the literature is very sparse on how to validate such properties (Shi et al., [2020a).
Overall, it is important to develop new tools that address violations of the current assumptions
in the data-generating process. Moreover, when the Markov decision process is only partially
observed, additional techniques could be used (Ross et al., 2011; (Ghavamzadeh et al., 2016]).
Many of which were developed under a Bayesian framework.

Most work on developing personalized treatment decisions has focused on a finite number of
treatment options. However, learning the individualized decision rule becomes challenging when
the treatment space incorporates continuous treatment options. One example is choosing insulin
doses from a continuous domain to control blood glucose levels. When learning the optimal dose
rules, we may need to account for non-monotone and nonlinear relationships. One of the potential
directions is to design an optimal policy that can make continuous action recommendations.
Kennedy et al| (2017)) considered a method for estimating the average dose-effect with flexible

doubly robust covariates adjustment. But the method is not intended for optimal dose-finding
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problems. Rich et al.|(2014]) proposed an adaptive strategy, and more recently Schulz and Moodie
(2021)) developed a doubly robust estimation approach based on a linear model. |Chen et al.| (2016))
proposed to optimize the individualized dosing rule by maximizing a local approximation of the
value function, solved under the framework of outcome weighted learning (Zhao et al., [2012).
Recently, kernel-assisted learning with linear dimension reduction (Zhou et al., [2021b; Zhu et al.,
2020al) for directly learning the optimal dose show good potential. However, all existing methods
are limited to single or finite decision stages. Novel methodology frameworks under the infinite
horizon setting are much needed.

For diseases such as cancer or HIV infection (Hieke et al., [2015; [Simoneau et al. 2020;
Xue et al., 2021), survival data often arise. Developing an optimal policy is critical under the
survival analysis framework. The main challenge is that treatment and covariate information
from patients could be censored in follow-up stages. Also, the true survival time might be
unknown for censored patients. Recent developments of the optimal policy estimation under
the survival data framework include (Goldberg and Kosorokl 2012; |Zhao et al., 2014} 2020; | Xue
et al., [2021; Hager et all 2018). However, extending existing approaches to an infinite horizon
setting is challenging.

Typically, the goodness of a policy is measured by its value function. Therefore, it is essential
to quantify the uncertainty and make statistical inferences about the policy’s value function.
Specifically, one may construct a confidence interval for the action-value function and its inte-
grated value concerning a given reference distribution. The existing literature in this direction
is rare, including the works of |Jiang and Li (2016); Kallus and Ueharaj (2019). Another recent
work (Shi et al) 2020b) discussed a recursively updating method to quantify the uncertainty
for the off-policy value function. In addition to constructing confidence intervals, validating the
policy’s value function and measuring how close the policy’s value is to the optimal one are also
important research questions.

Confounding and causality are other essential issues in infinite horizon policy evaluation
and optimization. The observed behavior policy could involve existing estimated policies and

ad hoc human interventions to maximize the long-term rewards. Besides classical literature
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on causal inference, some recent methods can deal with unmeasured confounders and evaluate
treatment effects. [Tchetgen et al.| (2020) proposed a proximal g-computation algorithm in single-
stage and two-stage studies. [Shi et al. (2020c) proposed to learn the average treatment effect
(ATE) with double-negative control adjustment. A few works considered reinforcement learning
with confounded datasets in the computer science literature. For example, Wang et al.| (2020a)
considered learning an optimal policy in an episodic confounded MDP setting. |Bennett et al.
(2021)) introduced an optimal balancing algorithm for off-policy evaluation in a confounded MDP
without requiring mediators to exist. It can be promising and practically useful to develop
methods that address confounding issues of infinite horizon policy learning.

In precision medicine, data is usually pre-collected as an offline dataset. It implies that no
online interaction with the environment is allowed and thus raises an issue on how to exploit
the dataset without further exploration. Due to such a lack of exploration, any algorithm for
infinite horizon DTR estimations or offline RL suffers from insufficient coverage of the dataset
(Fujimoto et al., 2019; Wang et al., 2020b; Agarwal et al., 2020)). As a result, an extrapolation
error further propagates through each iteration of the algorithm, leading to failure in learning
an optimal policy. To tackle this issue, pessimistic methods (Laroche et al., [2019; Jaques et al.|
2019; 'Yu et al.| 2020; Nair et al., 2020; Yang et al., 2020; Siegel et all [2020; Kidambi et al.|
2020; |Jin et al., 2021)) provide various algorithms that enjoy theoretical or empirical success. We
may roughly summarize them into two categories: 1) constrain the policy to avoid visiting the
states and actions which are less covered by the dataset; 2) penalize the action-value function on
such states and actions. In the future, developing more novel methods in policy evaluation and
optimization in the principle of pessimism is also crucial.

Besides the limitations and challenges mentioned above, mHealth requires development in
many other aspects. On the practical side, some risk factors can be challenging to measure
with wearable devices, and available biomarkers may only serve as surrogates. For instance,
when monitoring the mood change of patients with depression, a mobile device cannot collect
information as accurate as questionnaires (Furukawa, 2010). Missing and censoring are quite

standard in the mHealth setting (Goldberg and Kosorok, 2012)). There are issues regarding
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privacy (Bhuyan et al| 2017; Sunyaev et al., 2015). Improving the acceptance of mHealth
technology for patients is also essential for facilitating the communication between patients and

doctors (Silva et al., 2015} (Garavand et al.l 2017)).
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