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Abstract

Generating long sequences of tokens given a001
long-context input is a very compute-intensive002
inference scenario for large language models003
(LLMs). One prominent inference speed-up004
approach is constructing a smaller key-value005
(KV) cache, relieving LLMs from computing006
attention over a long sequence of tokens. While007
such methods work well to generate short se-008
quences, their performance degrades rapidly009
for long-form generation. Most KV compres-010
sion happens once, prematurely removing to-011
kens that can be useful later in the genera-012
tion. We propose a new inference-time method,013
RefreshKV, that flexibly alternates between014
full context attention and attention over a sub-015
set of input tokens during generation. After016
each full attention step, we update the smaller017
KV cache based on the attention pattern over018
the entire input. Applying our method to off-019
the-shelf LLMs achieves comparable speedup020
to eviction-based methods while improving021
performance for various long-form generation022
tasks. Lastly, we show that continued pretrain-023
ing with our inference setting brings further024
gains in performance.025

1 Introduction026

Large language models (LLMs) are capable of in-027

gesting extremely long inputs and generating long028

outputs (Meta, 2024; Gemini, 2024). Yet, deploy-029

ing such long-context LLMs is very costly. As the030

context length increases, memory usage for storing031

the key-value (KV) cache increases linearly, while032

attention computation scales quadratically. These033

two factors lead to high latency during inference;034

Adnan et al. (2024) reports 50x latency increase035

as context length increased 16x for the MPT-7B036

model (MosaicML, 2023).037

Prior works (Beltagy et al., 2020; Child et al.,038

2019; Xiao et al., 2023; Zhang et al., 2024b; Li039

et al., 2024; Adnan et al., 2024) propose to main-040

tain a smaller KV cache by evicting a subset of041

past tokens. These approaches improve both the 042

memory and computation efficiency, as the KV 043

cache of only a subset of tokens will be kept and at- 044

tention computation is reduced. However, once an 045

input token is eliminated from the KV cache (either 046

based on locality assumption (Xiao et al., 2023) or 047

by eviction during the generation process (Zhang 048

et al., 2024b)), one cannot recover eliminated to- 049

kens. We find that while such methods show minor 050

degradation compared to full KV cache in short- 051

form generation tasks, their performance degrades 052

rapidly for long-form generation tasks. 053

Having observed the limitations of existing 054

approaches, we propose a novel approach, Re- 055

freshKV, which periodically refreshes the smaller 056

KV cache during the generation process. Our 057

method keeps the full KV cache throughout in- 058

ference (thus no gain in memory footprint), but 059

perform attention over a dynamically constructed 060

small KV cache to achieve inference speedups. Our 061

method alternates between two modes of genera- 062

tion: generation that attends over the full KV cache 063

and generation that attends over a smaller KV cache 064

with subset of tokens (see Figure 1). To construct 065

the smaller KV, we identify the topK attended to- 066

kens from the most recent step that attends over the 067

full KV cache, observing that consecutive tokens 068

have similar attention pattern (Li et al., 2024). 069

A key component of RefreshKV is deciding 070

when to perform the computationally expensive full 071

attention steps and refresh the small KV cache. In- 072

stead of mandating a fixed (and potentially subopti- 073

mal) schedule, RefreshKV compares the query em- 074

bedding similarity of the current and previous full 075

attention step, and dynamically triggers full atten- 076

tion step when the similarity is low. Our approach 077

(no KV eviction, dynamically constructed smaller 078

KV, low latency) establishes a middle ground be- 079

tween full attention (no KV eviction, high latency, 080

high performance) and sparse attention (KV evic- 081

tion, reduced latency, low performance), particu- 082
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Figure 1: Left: Illustration of RefreshKV (with L = 5, K = 3 and a stride S = 3) compared to baseline (SnapKV
and Full KV) when generating four tokens. The figure shows the computation complexity of attention operation, and
the size of the KV cache used at each decoding step for each method. Our approach alternates between inferencing
with the partial cache(t=1,2,4) and the full cache(t=3). Compared to eviction-based method (e.g. SnapKV) which
completely discard the evicted tokens, RefreshKV updates the partial cache based on attention scores over the
entire context during the full attention steps. Right: An example of the chain-of-key task and performance of
RefreshKV and the baselines. RefreshKV maintains performances across different length while eviction-based
baeslines’ performance degrades when generating a chain with more than one key.

larly useful for long-form generation.083

Our method can be applied to any off-the-shelf084

LLM. We experiment with two long-context LLMs,085

Llama-3.1-8B (Meta, 2024) and Qwen2-7B (Yang086

et al., 2024a). We compare against KV eviction087

baselines StreamingLLM (Xiao et al., 2023), H2O088

(Zhang et al., 2024b) and SnapKV (Li et al., 2024)089

on the long-range language modeling task and a090

suite of downstream long-context tasks (Bai et al.,091

2023; Zhang et al., 2024a; Ye et al., 2025) that092

require long outputs given long inputs.093

Our experiments show that RefreshKV outper-094

forms eviction-based methods in both these set-095

tings, with similar level of speed-up. In particular,096

we examine two long-form generation tasks that097

are not evaluated by previously proposed eviction-098

based methods: (1) when majority of tokens are099

required to generate the output (e.g. converting100

information in an HTML page to a TSV file) and101

(2) when the important tokens required at the cur-102

rent generation step is dependent on the previously103

generated tokens (a new task, Chain-of-key, as de-104

picted in Figure 1). While eviction-based methods105

such as H2O and SnapKV fail completely in HTML106

to TSV task (Ye et al., 2025), achieving 0 F1 score,107

RefreshKV recovers 52% of the performance. Our108

analysis shows that the performance gains are at-109

tributed to updating the partial cache rather than oc-110

casionally attending to the entire output. Lastly, we111

explore continued pretraining Llama-3.1-8B with 112

RefreshKV, which leads to further improvements. 113

Our contributions are as follows: 114

• We identify the failures of existing KV eviction 115

methods when LLMs are tasked with challenging 116

long-form generation. 117

• Motivated by the failures of KV cache eviction 118

methods, we introduce a new inference method, 119

RefreshKV, that rebuilds a smaller KV cache 120

periodically during long-form generation. 121

• We evaluate our method comprehensively on var- 122

ious benchmarks and two LLMs, and conduct 123

ablation studies on our design choices (e.g., dy- 124

namic stride vs. fixed stride cache updates). 125

2 RefreshKV for Long-Form Generation 126

with Long-Context LLMs 127

2.1 Background and Setting 128

Let M be a language model and x be an input 129

sequence of tokens, x = x1, · · ·xL. At infer- 130

ence time, M generates an output token sequence 131

ŷ = y1, · · · yN in two stages: (1) Pre-filling stage 132

where M ingests the input and constructs the KV 133

cache for all L tokens, and (2) Generation stage 134

where it samples one token yi at a time from the 135

conditional distribution PM (yi|x, y1 · · · yi−1). At 136

each step, the model attends to tokens in the KV 137
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cache, and updates the cache to include the current138

token’s key-value pairs.139

Our goal is to reduce the inference latency dur-140

ing the generation stage without severe degradation141

of model performance. There are two main reasons142

for latency increase; first, the attention computation143

increases quadratically with input length L. Sec-144

ond, a large L necessitates maintaining a large KV145

cache of the past tokens, incurring latency due to146

the full KV cache movement from the GPU HBM.1147

Prior approaches, like H2O (Zhang et al., 2024b)148

and SnapKV (Li et al., 2024), address this by per-149

manently evicting “unimportant” tokens during the150

decoding process to maintain a small KV cache.151

While such methods have shown to be effective for152

short-form generation task such as “Needle-in-a-153

Haystack”(NIAH) (Kamradt, 2023), it has the po-154

tential downside of prematurely removing tokens155

useful for subsequent generation steps. Instead156

of this strict strategy, we propose to periodically157

update the small KV cache by performing full at-158

tention over all the tokens in the context and con-159

structing the small cache based on the attention160

pattern. As the cache is only occasionally updated,161

our method reduces both attention computation and162

data movement by attending to the small cache.163

2.2 Methodology and Implementation164

We present the pseudocode for generating output165

tokens using RefreshKV in Figure 2. The algo-166

rithm takes as input a language model M and a167

sequence of input tokens x1, ..., xL. As a first step,168

we prefill M with the input sequence. Then, we169

alternate between full and partial attention. Our170

approach maintains two separate KV caches Cf171

and Cp, corresponding to KV cache used in the full172

and partial attention steps respectively. These three173

components of the algorithm are described below:174

Prefilling stage (lines 1-2): Given input175

x1, ..., xL, we prefill with full attention M and ini-176

tialize full KV cache Cf with L tokens. We also177

obtain the attention scores aL for the last token178

xL. To determine the top K tokens to keep, we179

employ max pooling over attention scores of sur-180

rounding tokens, instead of the raw attention scores181

to preserve information completeness following182

prior work (Li et al., 2024).2183

1Adnan et al. (2024) reports up to 40% of the inference
latency can be attributed to data movement.

2For models with Grouped Query Attention (Ainslie et al.,
2023), we aggregate attention scores for all query heads in the
same group by taking the max to identify the top K tokens.

Deciding when to decode with full cache (line 184

4): We need to decide when to alternate between 185

performing attention over all tokens and perform- 186

ing attention over the smaller cache. One straight- 187

forward way is to use a fixed schedule, i.e. per- 188

forming full attention every S steps. However, this 189

enforces the same schedule for all the layers and in- 190

put text. Instead, we propose an adaptive schedule 191

based on the similarity between query vector of the 192

current step and the query vector of the most recent 193

full attention step. Intuitively, if the query vector 194

of a particular layer and head for the current step 195

is similar to the query vector of the most recent 196

full attention step, the attention pattern should be 197

similar. Thus, we only perform the full attention 198

step when this similarity is lower than a threshold. 199

Concretely, at every Sth decode step, for each 200

layer l, we first determine whether we need to per- 201

form full attention. We calculate the cosine similar- 202

ity between the query vectors of the input token t 203

averaged across all query heads in layer l, with the 204

averaged query vector of the most recent full atten- 205

tion step for that layer. If the similarity is higher 206

than a threshold s, we decode with the partial cache 207

Cp, and otherwise decode with Cf for layer l. We 208

describe details for each scenario below. To mini- 209

mize the computational overhead of the similarity 210

check, we perform this only every S steps; we call 211

this query comparison (QC) stride. 212

Decoding with partial cache (lines 5-7): At 213

each partial attention step, we generate the next 214

token yt ∼ M(Cp) using Cp to compute attention 215

and store the KV cache of the input token. This 216

leads to a reduction in both the attention compu- 217

tation FLOPs and the latency due to KV cache 218

movement (we only need to move the smaller KV 219

cache Cp instead of the larger full KV cache Cf , 220

where |Cp| << |Cf |). To maintain the size of 221

Cp as we decode each additional token and update 222

the KV cache with this newly generated token, we 223

remove the KV corresponding to the token with 224

the lowest attention score in the full attention step 225

from Cp (line 7). We note that decoding with Cp is 226

equivalent to SnapKV (Li et al., 2024) if the partial 227

cache is never refreshed after prefilling. 228

Decoding with full cache (lines 9-13): At each 229

full attention step, we first update the full KV cache 230

Cf with the key-value pairs of the tokens decoded 231

Our ablations (reported in Table 8 in the Appendix) show that
taking the max outperforms other aggregation method such as
mean, or relying solely on one of the query head in the group.
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1. Prefill  with 

1. Initialize full KV cache 

2.   attention scores for over past tokens for all layers.

3. Initialize partial KV cache   reverse(arg top-k )

4.  to keep track of last token decoded with 


2.         // Initialize empty output sequence


3. for  do  

4.   if   scheduler- ( )  == “partial-attention-step” then 

5.       , .append      // Generate using partial cache       

6.           // Update partial cache 

7.                       // Evict token with lowest  from 

8.   else-if  scheduler- ( )  == “full-attention-step” then

9.        // Update  with new tokens in 

10.       .append( )    // Generate using full attention

11.                     // Update full cache 

12.         reverse(arg top-k ) // Re-initialize  with topK

13.                             // Set 

M x1, . . . , xL
Cf

aL ← xL
Cp ← x∈Cf

(max_pool(aL, kernel_size))
posfull ← 1 Cf

O ← []
i ∈ 1,2,⋯, T

S i
o ← M(Cp) O (o)
Cp ← [Cp; KV(xL+i)] Cp
Cp ← Cp[1 :] a Cp

S i
Cf ← [Cf; Cp[ − (i − posfull) :]] Cf Cp
o, a ← M(Cf ), O o
Cf ← [Cf; KV(xL+i)] Cf
Cp ← x∈Cf

(max_pool(aL, kernel_size)) Cp
posfull ← i + 1 posfull

Input: Language model , input 

Hyperparameters: partial cache size , a scheduling strategy 

M x1, . . . , xL
K S

Output: Sequence of generated tokens O

Algorithm 1: Generation using RefreshKV

14. return  O
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Full KV Cache ( ) Size = L tokens Cf

Partial KV Cache ( ) Size = K 
tokens (local + topK tokens from ) 

Cp
aL

Attention  update 
(evict and add)

Cp
Partial Attention Steps

Prefilling Stage

Full 
Attention

Full Attention Step
 update (include new tokens from )Cf Cp

Re-initialize partial KV 
Cache ( )Cp

i = 1

i = 2

+

KV cache changes at different steps

Figure 2: Pseudocode for RefreshKV. The model prefills the prompt with full attention and initialize the partial
cache Cp cache with attention scores of the last token. For each partial attention step, we decode with the partial
cache and append the KV pairs of the input token to the partial cache. We evict the token with the lowest attention
score to maintain a fixed-sized partial cache. For the full attention step, we first update the full KV cache with the
new tokens decoded with the partial cache, then decode with the full cache and refresh the partial cache.

with Cp. Next, we generate the next token yt ∼232

M(Cf ) using the full KV cache Cf and obtain the233

attention scores aL. Finally, we refresh the partial234

cache Cp with the topK tokens based on aL.235

Memory and Time requirements Our method236

has memory requirement similar to that of vanilla237

attention, as we are not permanently evicting any238

tokens from the KV cache. However, our decod-239

ing latency is on par with other KV cache eviction240

methods, as later shown in our experiments in Sec-241

tion 3. We discuss memory and speed considera-242

tions in detail in Appendix A.2.243

3 Experiment Setup244

Models and Evaluation tasks We evaluate our245

method with two long-context language models246

Llama-3.1-8B (Meta, 2024) and Qwen2-7B (Yang247

et al., 2024a). Both models can process inputs of248

up to 128K tokens. We conduct experiments on249

language modeling and downtream tasks:250

• Language modeling We measure perplexity of251

the Arxiv and Book split of RedPajama (Together,252

2023) with context size of 16K. We report results253

on 100 sequences for each domain. To simulate254

long-form generation, we report the perplexity of255

the last 256 tokens.256

• Long-input, short output tasks: We report 257

the performance of RULER (Hsieh et al., 2024), 258

which consists of a set of 13 tasks with context 259

size of 32K that require short output. 260

• Long-input, long output tasks We evaluate our 261

methods on three sets of downstream tasks which 262

require the model to generate long-form outputs 263

(more than 100 tokens) given long-form inputs 264

(more than 10k tokens).3 (1) long-context sum- 265

marization tasks: QMSum (Zhong et al., 2021), 266

GovReport (Huang et al., 2021) and Novel Sum- 267

marization (Zhang et al., 2024a) and (2) HTML 268

to TSV task from LongProc (Ye et al., 2025) 269

benchmark.4 We report results aggregated across 270

three output lengths (0.5K, 2K, and 8K). We re- 271

port ROUGE-L for summarization tasks and row- 272

level F-1 score for the HTML to TSV task. 273

• New task: Chain-of-key generation We pro- 274

pose a synthetic task where model’s previous 275

generation steps, together with its long context 276

3For each dataset, we filter examples with input length
<10K tokens. We report dataset statistics for each dataset in
Table 6 in the Appendix.

4We exclude the other tasks from LongProc as they primar-
ily involve short inputs, resulting in minimal speedup in our
setting. For completeness, we report the performance of these
tasks in Section A.7 in the Appendix, observing a similar trend
as the HTML to TSV task in terms of end-task performance.
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input, guides future generation steps. Given a277

context which consists of a list of two-word keys,278

the model is tasked with generating a sequence279

of T keys, such that the first word of the next280

key is the last word of the current key. This task281

requires models to look up information in the282

context based on what has been previously gener-283

ated, resembling multi-hop retrieval. An example284

of the task is illustrated in Figure 1. We report285

accuracy of the output by the relative length of a286

valid chain (i.e. the length of the valid sub-chain287

divided by T ). More details and examples are in288

Section A.6 in the Appendix.289

Comparison systems We implement the follow-290

ing baselines: (1) Vanilla attention that maintains291

and performs attention over the full KV cache292

(2) StreamingLLM (Xiao et al., 2023) which con-293

sists of “sink tokens” and recent tokens. (3) H2O294

(Zhang et al., 2024b) which consists of recent295

tokens and dynamically updated “heavy hitters”,296

defined by high cumulative attention scores. (4)297

SnapKV (Li et al., 2024) which consists of tokens298

with high attention scores from the last few tokens299

in the prompt. We describe the setting for each300

baseline in Section A.1 in the Appendix.301

Inference settings We prefill the model with the302

input and report wall clock times for the decoding303

phase. Our experiments are run on a single A100304

80GB GPU using Flash Attention (Dao, 2024).5305

We set K to be 1/8 of the input length. NovelSumm306

contains the longest input length (100K tokens) and307

we set K to be 4096, corresponds to 1/25L. We re-308

port results with greedy decoding. For RefreshKV,309

we report results for two different query compar-310

ison strides {5, 10} with a similarity threshold s311

of 0.85 for Llama-3.1-8B and 0.95 for Qwen2-7B.312

We determine the value of s by experimenting with313

a range of values on a held-out set of the Book314

dataset (reported in Section A.4 in the Appendix)315

and apply the same threshold for all the tasks.316

4 Results317

4.1 Language Modeling318

Table 1 outlines the performance of the baselines319

and RefreshKV for perplexity. For both models,320

RefreshKV achieves better perplexity and compara-321

ble inference speeds compared to StreamingLLM322

and SnapKV for QC = 10. Our method also323

achieves better performance than the best baseline,324

5We describe implementation details in Section A.1.

Method Arxiv/Book PPL ↓ Time ↓

Llama-3.1-8B
Vanilla 2.22/7.07 7.50
Streaming 2.62/7.94 6.61
H2O 2.48/7.60 10.77
SnapKV 2.54/7.78 6.77
Refresh (QC=5) 2.27/7.31 6.67
Refresh (QC=10) 2.32/7.41 6.33

QWEN-2-7B
Vanilla 2.33/8.26 9.07
Streaming 2.75/9.10 6.27
H2O 2.68/9.02 11.57
SnapKV 2.80/9.18 6.09
Refresh (QC=5) 2.39/8.55 6.71
Refresh (QC=10) 2.49/8.72 6.33

Table 1: Perplexity results and latency on language
modeling task for LLama-3.1-8B and QWEN-2-7B. We
report results on Arxiv and Book corpora with input
context length of 16K tokens. We set K = 2048.

Figure 3: We plot the perplexity ratio against the vanilla
baseline for RefreshKV (with stride of 10) and SnapKV
based on the tokens generated (x axis). While the ratio
is similar at the beginning of the sequence, as the gener-
ation goes SnapKV’s perplexity diverges from vanilla
approach while that of RefreshKV is relatively stable.

H2O, with a much shorter inference time per exam- 325

ple, as we do not require accessing attention score 326

at each decoding step. Setting QC = 5 increases 327

inference time but also brings performance gain 328

compared to QC = 10, allowing a performance- 329

efficiency trade-off. 330

The key distinction between RefreshKV and 331

SnapKV is that our method refreshes the partial 332

cache as generation progresses. We compare the 333

perplexity degradation ratio of both methods rela- 334

tive to vanilla attention over different generation 335

timestamps in Figure 3 with Llama-3.1-8B on the 336

book dataset. While both methods begin with a 337

similar perplexity ratio compared to vanilla (step 338

0-16), SnapKV’s performance degrades as gener- 339

ation proceeds, whereas RefreshKV maintains a 340
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Input/Output length 32K/<30 10K/ 0.1K 10K/0.7K 128K/1K 30K/2.2K 22K/50
Dataset RULER QMSum GovReport NovelSumm HTML to TSV Chain-of-key*
Method Acc↑ R-L↑ R-L↑ R-L↑ F-1↑ Acc↑

Vanilla 90 / 79 25.63 / 24.98 34.11 / 33.38 31.29 / 19.91 33 / 24 56 / 83
Streaming 22 / 21 22.27 / 20.30 16.30 / 23.84 24.66 / 22.11 2 / 5 2 / 2
H2O 21 / 21 22.12 / 20.83 27.41 / 26.91 19.31 / 18.51 0 / 0 10 / 11
SnapKV 79 / 58 24.33 / 22.93 28.06 / 28.80 29.23 / 19.09 0 / 0 12 / 13
RefreshKV (QC=5) 86 / 75 24.92 / 24.34 32.56 / 31.40 29.98 / 19.70 17 / 10 25 / 24
RefreshKV (QC=10) 80 / 67 24.73 / 23.98 31.47 / 31.36 29.37 / 18.94 8 / 6 15 / 15

Table 2: Downstream task performance. In each cell, the first number represents the performance of Llama-3.1
model and the second number for QWEN-2 model. *We report performance of Llama-3.1-70B and Qwen-2-72B
for the chain-of-key task, as the smaller variants cannot perform the task even in vanilla setting.

stable ratio, highlighting the benefit of refreshing341

the small KV cache during generation.342

4.2 Downstream Tasks343

Results for downstream tasks are reported in Table344

2. We also report the average input and output345

length for each dataset. For RULER, we report346

results aggregated over 13 tasks here and report the347

per-task performance in Table 14 in the Appendix.348

Eviction-based methods fail for long-form gen-349

eration tasks. Baseline methods that evict tokens350

from the KV cache permanently (StreamingLLM,351

H2O and SnapKV) show degradation for tasks352

that require long-form outputs. While SnapKV353

performs better than the other two baselines on354

RULER, it shows severe performance degradation355

on the HTML to TSV task, achieving 0 F-1 scores356

for the former. For the Chain of key task, eviction-357

based methods are unable to generate a chain with358

more than two keys, achieving accuracy < 20.359

RefreshKV closes the gap between vanilla and360

eviction-based approach. On HTML to TSV361

task, RefreshKV with QC = 5 recovers 52% and362

42% of performance for Llama-3.1-8B and Qwen2-363

7B respectively. On the Chain-of-key task, Re-364

freshKV is the only method that is able to generate365

a valid key with length longer than two keys, as366

shown in Figure 1. For the long-form summariza-367

tion tasks, RefreshKV outperforms baselines in all368

three datasets, except for NovelSumm with Qwen2-369

7B, where StreamingLLM outperforms the vanilla370

full attention. We also observe gains for RULER371

tasks, particularly the subtasks that require generat-372

ing longer output (e.g. generating multiple keys),373

which we discuss in Section A.8 in the Appendix.374

5 Ablation Studies 375

5.1 Adaptive stride vs. Fixed stride 376

We trigger full attention step when the query vector 377

of the input token is substantially different from 378

the query vector of the most recent full attention 379

step. Can we use a simpler strategy to decide when 380

to perform full attention? In this section, we ex- 381

plore refreshing at a fixed stride, performing full 382

attention every N -th step across all the layers. 383

Setting We compare the results of (1) employ- 384

ing a dynamic stride with the set-up in Section 3, 385

i.e. QC stride of {5, 10} and similarity threshold 386

s = 0.85 (Llama-3.1-8B) and s = 0.95 (Qwen2- 387

7B) and (2) employing a fixed stride S of {10, 15} 388

for comparable decoding time. We report results 389

on the language modeling task on the Book dataset 390

and two downstream tasks. We report the decod- 391

ing time measured on one A100 machine. For the 392

language modeling task, we report the time for 393

generating 256 tokens. For the downstream tasks, 394

we measure the time of generating the first 50 to- 395

kens. We also report the effective stride averaged 396

across all the layers, i.e. how often is full attention 397

performed when employing dynamic strides. 398

Results Table 3 presents the results. For Llama- 399

3.1-8B, comparing QC = 5 and S = 10, em- 400

ploying dynamic stride consistently achieves better 401

performance with similar or less decoding time for 402

all three tasks. We see a similar trend comparing 403

QC = 10 and S = 15. For Qwen2-7B, dynamic 404

stride achieves better performance across all three 405

tasks, with slightly more decoding time on Govre- 406

port. We also observe slightly different effective 407

stride for different tasks when employing the same 408

QC and s, showing that dynamic stride enable flex- 409

ible scheduling based on the context. We report 410

per-layer stride in Section A.5 in the Appendix. 411
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Schedule Book HTML (0.5K) GovReport

Time ↓ Stride PPL ↓ Time ↓ Stride Acc ↑ Time ↓ Stride R-L ↑

Llama-3.1-8B
Vanilla 7.50 - 7.07 1.52 - 43 1.43 - 34.11
Fixed 7.20 10 7.40 1.40 10 17 1.37 10 32.30
Dynamic (QC=5, s=0.85) 7.17 12 7.31 1.40 14 30 1.38 14 32.56
Fixed 6.99 15 7.45 1.37 15 8 1.34 15 30.67
Dynamic (QC=10, s=0.85) 6.89 17 7.41 1.33 19 16 1.34 19 31.47

Qwen-2-7B
Vanilla 9.07 - 8.26 1.96 - 35 1.73 - 33.38
Fixed 6.59 10 8.74 1.38 10 8 1.29 10 31.18
Dynamic (QC=5, s=0.95) 6.71 7 8.55 1.29 7 20 1.34 7 31.40
Fixed 6.43 15 8.81 1.31 15 9 1.27 15 30.73
Dynamic (QC=10, s=0.95) 6.33 11 8.72 1.23 12 14 1.28 12 31.36

Table 3: Results comparing fixed stride and dynamic stride based on query similarity. In all tasks, dynamic stride
shows better task performance while performing full attention step fewer times.

Method Stride Arxiv HTML (0.5K)

Vanilla - 2.22 43
SnapKV - 2.54 0
RefreshKV 10 2.32 16
- w/o refresh 10 2.50 0
- w/o full attention 10 2.32 16

Table 4: Ablation study on LLama-3.1-8B. We report
perplexity for Arxiv and F-1 score for the HTML to
TSV task.

5.2 Impact of full attention steps412

Compared to other baseline methods which never413

perform full attention during the generation, Re-414

freshKV involves extra attention calculation (i.e.415

attending over the entire output). To tease apart416

the performance gains from occasional full atten-417

tion step and updating the small KV, we present418

two ablation setting for RefreshKV: (1) w/o refresh419

which performs attention over the full KV cache420

at the fixed stride of S but without refreshing the421

partial cache. This is equivalently using the partial422

cache obtained with SnapKV and occasionally per-423

forming full attention. (2) w/o full attention which424

calculates the attention scores over the entire KV425

cache and updates the partial cache, then attends to426

the updated partial cache, instead of attending to427

the full KV cache, at stride S.428

Results are in Table 4. While performing occa-429

sional full attention (w/o refresh) improve perplex-430

ity slightly compared to SnapKV, the performance431

lags behind RefreshKV. In contrast, the ablation432

setting where partial cache is refreshed (w/o full433

attention) achieves the same performance of Re-434

freshKV for both tasks. This shows that the gain435

of RefreshKV mostly comes from refreshing the436

partial KV cache, instead of performing occasion 437

full attention over the entire cache. 438

6 Continued Pre-training with 439

RefreshKV 440

We have demonstrated RefreshKV can be used 441

as an inference-time method. However, since the 442

LLMs we study are trained with full attention, ap- 443

plying RefreshKV during inference introduces a 444

discrepancy between training and inference. Specif- 445

ically, it involves attending to a non-contiguous 446

sequence of tokens in the partial cache. Here, we 447

explore continued pretraining with RefreshKV to 448

adapt models to this new attention pattern. 449

To make training setting simpler, we do not fully 450

implement RefreshKV during training. We use 451

a fixed stride of 50 and never refresh the partial 452

cache. We assume a length L+S for all sequences, 453

where L is the pre-fill length. We perform standard 454

attention over all past tokens for the first L tokens. 455

We emulate the partial attention pattern for the last 456

S tokens in the sequence during training. For the 457

next S tokens, we perform attention over the top K 458

tokens identified as well as local tokens (i.e. tokens 459

L+1 onwards). We train the model with next token 460

prediction loss for all the tokens in the sequence. 461

Setup We set L = 8092, S = 50 and K = 2048 462

for this experiment. We randomly sample a subset 463

of 200k sequences from the Arxiv split of RedPa- 464

jama dataset. We split the data into 80%, 10% and 465

10% train/dev/test splits, resulting in 120k training 466

data samples. We perform continued pre-training 467

on Llama-3.1-8B and describe implementation de- 468

tails in Section A.1 in the Appendix. 469
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Method Stride Test PPL (8K) Test PPL (16K)

Vanilla - 2.70 → 2.70 2.50 → 2.50
Streaming - 3.40 → 3.38 3.50 → 3.49
H2O - 3.95 → 3.90 3.52 → 3.49
SnapKV - 3.21 → 3.15 2.98 → 2.92
RefreshKV 10 2.83 → 2.79 2.57 → 2.56
RefreshKV 25 2.97 → 2.93 2.67 → 2.63
RefreshKV 50 3.13 → 3.05 2.79 → 2.72

Table 5: Results on continued pre-training with Re-
freshKV for LLaMA-3.1. The context size is 8k and we
report perplexity on the last 50 tokens. We report the
performance for each setting before (the number on the
left) and after (the number on the right) CPT.

Evaluation As our continued pretraining is rela-470

tively small scale on the base model, we focus on471

evaluating on the language modeling task for two472

settings: (1) input size L =8K consistent with the473

training set-up and (2) L =16K. We set K = 1/8L474

For each method, we report the performance from475

the pre-trained checkpoint and the performance476

after continued pre-training.477

Results We report the results in Table 5, each478

row represents a different inference strategy on the479

same model. Despite the mismatch in how partial480

KV was constructed, continued pre-training bene-481

fits other methods (Streaming, H2O) slightly. We482

see larger gain for RefreshKV from continued pre-483

training across all settings. Our training assumes a484

fixed stride of 50, but we see performance gain for485

different strides (S = 10, 25). Training on shorter486

context (8K) also translates to gains when infer-487

encing on longer context (16K), showing promise488

for improving the performance of RefreshKV with489

continued pre-training.490

7 Related Work491

Efficient inference methods Various techniques492

have been proposed to enhance inference efficiency,493

which are orthogonal to and can be combined494

with our approach. FlashAttention (Dao, 2024)495

achieves significant gain in inference speed by op-496

timizing attention computations on GPUs. A line497

of work (Xiao et al., 2022; Liu et al., 2024; Hooper498

et al., 2024) proposes to quantize KV caches to499

reduce both memory and computation cost.500

KV cache eviction Recent work extensively stud-501

ies KV cache eviction strategies, such as keeping502

only “sink” and recent tokens in the KV cache503

(Xiao et al., 2023); or tokens with high accumula-504

tive attention scores (Zhang et al., 2024b). A line505

of work propose query-aware eviction strategies, 506

using the attention scores of the last few tokens in 507

the prompt to select tokens to keep (Li et al., 2024; 508

Chen et al., 2024). Other works design eviction 509

strategies based on attention patterns of different 510

heads (Ge et al., 2024; Xiao et al., 2024b) or differ- 511

ent layers (Cai et al., 2024; Yang et al., 2024b). We 512

show that such eviction-based methods can fail on 513

long-form generation tasks and propose to refresh 514

the small KV cache during generation. 515

Sparse attention Our method achieves efficiency 516

by performing sparse attention. Earlier work (Za- 517

heer et al., 2020; Beltagy et al., 2020) investigates 518

training LLMs with a fixed sparse attention pattern 519

(such as a sliding window) to reduce computational 520

complexity. Training-free methods such as Unlim- 521

iformer (Bertsch et al., 2023) and InfLLM (Xiao 522

et al., 2024a) performs attentions on subset of to- 523

kens which received the highest attention scores, 524

with the goal of extending the context window of a 525

given language model. In contrast, we leverage pre- 526

vious tokens’ attention scores to select tokens to at- 527

tend to for long-context models, which can already 528

handle sequences with up to 128k tokens. MIn- 529

ference (Jiang et al., 2024) identify head-specific 530

patterns to perform sparse attention, focusing on 531

accelerating the prefilling stage. Similar to ours, 532

SparQ (Ribar et al., 2024) and Quest (Tang et al., 533

2024) achieves decoding time speed-up by attend- 534

ing to subset of tokens. Instead of leveraging the 535

attention patterns of previous tokens, these methods 536

build specialized kernel to approximate attention 537

and identify critical tokens. 538

8 Conclusion 539

We propose RefreshKV, an inference-time method 540

which accelerate long-form generation for long- 541

context input by decoding from a small, dynamic 542

KV cache that is updated based on attention pat- 543

terns of neighboring tokens. Compared to previ- 544

ous work which permanently evict tokens from 545

the context, RefreshKV maintains the full KV 546

cache and alternates between inferencing over the 547

full and small KV cache. We apply our method 548

to two off-the-shelf long-context model and show 549

that our method reduces inference wall-clock time 550

while better preserving performance compared to 551

eviction-based methods on long-form generation 552

tasks. Finally, we show that continued pre-training 553

the model with RefreshKV can further improve 554

the performance-efficiency trade-off. 555
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Limitations556

Proposed method While we focus on accelerat-557

ing inference speed, our method does not reduce558

memory requirement for using long-context LLMs,559

which can be a bottleneck for certain use cases.560

Our objective is to accelerate decoding for long-561

context models. While our method outperforms562

eviction-based approaches, it still involves a trade-563

off between performance and efficiency. In this564

study, we employ query similarity based dynamic565

schduling to decide when to perform full attention566

and refresh the small KV cache. Future work can567

explore other strategy, such as more exhausively568

tuning the similarity threshold, or setting a different569

threshold per layer.570

Experimental settings We have conducted ex-571

periment with two open-sourced long-context mod-572

els and two evaluation tasks setting. We did not573

test out more language models and other long-574

context benchmarks (An et al., 2023; Karpinska575

et al., 2024) given our limited compute resources.576

For the same reason, our experiment on continued577

pre-training is relatively small scale on a limited578

domain. We have demonstrated the effectiveness579

of refreshing a small KV cache constructed with580

attention scores and use the same size across dif-581

ferent layers. Future work can extend our method582

to refresh smaller cache constructed with different583

strategy, e.g. layer-specific strategies (Yang et al.,584

2024b; Cai et al., 2024). Finally, our method is not585

limited to the language domain. Future work can586

explore applying RefreshKV to other modalities,587

for example, vision transformers.588
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A Appendix794

A.1 Implementation details795

Compatibility with Flash Attention FlashAt-796

tention (Dao, 2024) substantially improves the ef-797

ficiency of standard attention computation. It re-798

duces data movements on GPU by directly produc-799

ing the output for the attention blocks without stor-800

ing the O(L2) attention matrix. However, we rely801

on these attention scores to select the top K tokens802

during the full attention steps and construct our803

partial KV cache Cp (lines 9-10 of Algorithm 2).804

To make our method compatible with Flash Atten-805

tion, we implement an extra step to re-compute the806

attention score at the full attention step. As we do807

not perform full attention at every generation step,808

this does not introduce significant overhead. For809

methods that require accessing attention score (e.g.810

H2O), we apply the same procedure to make them811

compatible with Flash Attention.812

Baseline Settings For StreamingLLM, we follow813

the original paper and maintain a cache with 4 sink814

tokens and K - 4 recent tokens. For H2O, we set the815

heavy hitter size and recent cache size to be K/2816

each following (Zhang et al., 2024b). For SnapKV,817

we set the observation window size to 1 and the818

kernel size to 7 for both RefreshKV and SnapKV819

Dataset # Example # In # Out

RULER 1.3K 32K <30
QMSum 100 10K 0.1K
GovReport 100 10K 0.7K
NovelSumm 103 100K 1.0K
HTML To TSV (0.5K) 50 18K 0.5K
HTML To TSV (1K) 50 35K 1.6K
HTML To TSV (2K) 50 38K 4.6K
Chain of Keys 100 22K 50

Table 6: Dataset statistics. We report the number of
tokens for both the input context and output generation
for each dataset, as well as total number of examples.

following Li et al. (2024). We apply the same 820

aggregation method (max over all query heads) for 821

SnapKV and H2O for the GQA models. 822

Continued pretraining We randomly sample a 823

subset of 200k sequences from the Arxiv split of 824

RedPajama dataset6 and filter out sequences with 825

less than 8192 tokens We train Llama-3.1-8B for 826

one epoch with a global batch size of 64 and a 827

learning rate of 5e-6. We use 20 warm-up steps 828

and a linear schedule with 0 weight decay. We 829

use the AdamW Optimizer. We use Fully Sharded 830

Data Parallel (Zhao et al., 2023) and 8-bit opti- 831

mizer (Dettmers et al., 2021) to improve training 832

efficiency. Training is done on 4 H100 80 GB 833

GPUs. 834

A.2 Memory and time requirement 835

comparison 836

Table 7 compares the memory and attention com- 837

pute requirements of RefreshKV with baselines. 838

We report the memory required to store the KV 839

cache for the L input tokens, and attention com- 840

pute required to generate the next T tokens.7 We 841

set our partial cache to be the same size as the com- 842

plete cache of the eviction-based methods. Under 843

this setting, RefreshKV requires larger KV cache 844

memory compared to eviction-based baselines, but 845

similar to vanilla attention (L + K vs L, where 846

K << L). However, our decoding latency is on 847

par with the baselines. Our efficiency depends on 848

two sets of hyperparameters – the partial cache 849

size K, and QC stride and s, which determines 850

how often full attention is performed. By setting 851

K << L and a large S, we can achieve wall clock 852

times similar to KV eviction-based baselines. 853

6https://huggingface.co/datasets/
togethercomputer/RedPajama-Data-1T

7The KV memory requirements also increases with T . We
do not account for this in the table.
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Vanilla H2O StreamingLLM SnapKV RefreshKV (Ours)

Memory L K K K L+K
Time T × L T ×K T ×K T ×K T × L

S
+ T ×K

Table 7: Comparing memory (KV cache size for L input tokens) and time (attention computation for generating the
next T tokens) of RefreshKV and baselines. We denote S as stride and use the same KV cache size (K) for the
partial cache for our method and complete cache for eviction-based baselines.

Method Agg Llama-3.1-8B Qwen-2-7B

Vanilla - 2.22/7.07 2.33/8.26
RefreshKV First 2.34/7.43 2.49/8.78
RefreshKV Mean 2.32/7.40 2.47/8.73
RefreshKV Max 2.32/7.40 2.47/8.72

Table 8: Results comparing different methods to ag-
gregate attention scores for GQA models. We experi-
ment with taking the attention score of the first query
head, the average and max attention scores of the query
heads in the same group to select topK KV cache. For
StreamingLLM and RefreshKV, we set K = 1/8L and
stride as 10.

A.3 Attention score aggregation for models854

with GQA855

We report language modeling results with differ-856

ent aggregation methods across attention scores of857

query heads in the same group for models with858

Grouped Query Attention in Table 8. We see that859

aggregating over the attention score of the entire860

group works better than using attention score of861

one of the head, with taking the max slightly out-862

performing mean.863

A.4 Tuning s for query similarity schedule864

To choose a similarity threshold s for the dynamic865

schedule, we run RefreshKV on a held-out set of866

50 examples from the Book split of the RedPajama867

dataset. We evaluate on QC stride of {5, 10} with868

threshold s of {0.80, 0.85, 0.90, 0.95} for Llama-869

3.1-8B and Qwen2-7B.870

Table 9 reports the results of different settings871

for perplexity and decoding time measured on one872

A100 machine with batch size of 1. We can see873

that for Llama-3.1-8B, setting a threshold of 0.85874

achieves similar performance for both stride com-875

pared to 0.90 and 0.95. In contrast the performance876

of Qwen2-7B continues to increase going from877

threshold of 0.80 to 0.95. Therefore, we set the878

threshold to 0.85 for Llama-3.1-8B and 0.95 for879

Qwen2-7B.880

Method QC stride s Book PPL Time

Llama-3.1-8B
Vanilla - - 6.70 7.54
RefreshKV 5 0.80 6.92 6.42
RefreshKV 5 0.85 6.86 6.64
RefreshKV 5 0.90 6.88 7.01
RefreshKV 5 0.95 6.88 7.53
RefreshKV 10 0.80 6.95 6.37
RefreshKV 10 0.85 6.96 6.52
RefreshKV 10 0.90 6.96 6.54
RefreshKV 10 0.95 6.95 7.07

Qwen-2-7B
Vanilla - - 7.44 9.11
RefreshKV 5 0.80 7.86 6.50
RefreshKV 5 0.85 7.80 6.64
RefreshKV 5 0.90 7.73 6.91
RefreshKV 5 0.95 7.66 7.14
RefreshKV 10 0.80 7.95 6.37
RefreshKV 10 0.85 7.87 6.41
RefreshKV 10 0.90 7.84 6.62
RefreshKV 10 0.95 7.82 6.67

Table 9: Results of different similarity threshold s on the
held-out set of the Book dataset across two QC stride.

A.5 Effective stride 881

We plot the effective stride across layers for Llama- 882

3.1-8B and Qwen2-7B in Figure 4 for the three 883

tasks reported in Table 3. 884

Leveraging query similarity enables dynamic 885

strides across layers for both models. We observe 886

distinct pattern for the two models, with Llama-3.1- 887

8B having a larger stride in the first few layer and 888

Qwen2-7B in the middle layer. We also observe 889

slightly different patterns for different tasks, show- 890

ing that our method enables flexible scheduling 891

based on the context. 892

A.6 Chain-of-key task set-up 893

Task set-up The model is provided with a 894

long lists of keys, each of which contains W 895

number of words, for instance: apricot-waggish 896

where W = 2. The model is tasked to gen- 897

erate a sequence which consists of a list of 898

T keys from the context, such that the first 899

word of the next key is the last word of the 900

current key. For example: waggish-fishery, 901
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Figure 4: Effective stride across layer for Llama-3.1-8B (similarity threshold=0.85) and Qwen2-7B (similarity
trheshold=0.95) in three datasets. We sample 10 examples from each dataset to esimate the effective stride.

fishery-mosquito, mosquito-perfume,902

perfume-panda, panda-juice for T = 5. We903

provide an example input in Table 11.904

Data generation We first generate a list of En-905

glish words. We then pair each word with another906

word to form a list of keys. We ensure that for907

each key k1 in the context, there exists exactly one908

other key k2 that satisfies the constraint (i.e. the909

first word of k2 is the last word of k1). The keys910

are randomly shuffled in the context.911

Evaluation We evaluate correctness of the gener-912

ated output by the length of a valid chain, divided913

by T . A valid chain needs to satisfy two criteria:914

(a) all the key must be in the context and (b) the915

first word of the current key must be the last word916

of the previous key. We provide example outputs917

and their correctness score in Table 12.918

A.7 Results on LongProc tasks with short919

inputs920

Task set-up We report results on 4 more tasks921

from LongProc (Ye et al., 2025): Path Traver-922

sal, Travel Planning, Countdown and Theory-923

of-mind tracking. These tasks consist of input924

with less than 10K tokens. While Path Traver-925

sal consists of a version with 12K input tokens,926

we exclude it from our main results as none of the927

open sourced models are able to perform the task in928

vanilla setting. We report results on 50 samples for929

each task. We set K = 1/8L for RefreshKV and930

baselines.931

Evaluation We follow evaluation practice of the932

original paper (Ye et al., 2025). For Countdown933

Method Stride 0.5K 2K 8K Aggregated

Llama-3.1-8B

Vanilla 43 31 23 33
Streaming 4 1 0 2
SnapKV 0 0 0 0
H2O 0 0 0 0
Refresh QC=5 31 15 4 17
Refresh QC=10 16 7 1 8

Qwen-2-7B

Vanilla 36 22 15 24
Streaming 10 3 0 5
SnapKV 0 0 0 0
H2O 0 0 0 0
Refresh QC=5 20 6 3 10
Refresh QC=10 14 2 1 6

Table 10: Breakdown of HTML tasks based on output
length.

and Travel Planning, we report correctness of the 934

final solution using rule-based validators. For Path 935

Traversal and ToM Tracking, we report accuracy. 936

Results Results of RefreshKV and baseline 937

methods are in Table 13. We observe similar trend 938

as the HTML to TSV task – Most of the base- 939

lines fail completely on the task. RefreshKVwith 940

QC = 5 recovers 50% and 60% performance 941

of full attention for Llama-3.1-8B and Qwen2-7B 942

respectively. 943

A.8 Detailed RULER results 944

We follow the suite of evaluation tasks introduced 945

in (Hsieh et al., 2024), which consists of the 13 946

tasks.8 We refer the readers to Hsieh et al. (2024) 947

8https://github.com/hsiehjackson/RULER
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Input

“You are given many keys composed of a few words. Your task is to generate a chain of 10 keys such that the
first word of the current key is the last word of the previous key. Separate the keys with comma. Example:
waggish-fishery, fishery-mosquito, mosquito-perfume, perfume-panda, panda-juice, juice-willow, willow-bronco,
bronco-creditor, creditor-bathhouse, bathhouse-woman. You must generate keys that are in the context. DO NOT
REPEAT THE EXAMPLE.
Context:Name of key: toga-roommate
Name of key: appetiser-cenario
Name of key: normalization-tacit
Name of key: intensity-ping
Name of key: innate-cummerbund
Name of key: tentacle-lining [...omitted...]
Name of key: breath-yielding
Name of key: schema-festive
You are given many keys composed of a few words. Your task is to generate a chain of 10 keys such that the first
word of the current key is the last word of the previous key. Separate the keys with comma.You must generate
keys that are in the context. Chain of ten keys:”

Table 11: Example input for the chain-of-key task where W = 2 and T = 10.

Output Score

impossible-crawdad, crawdad-vehicle, vehicle-uncertainty,
uncertainty-welfare, welfare-outrigger, outrigger-historical,
historical-gator, gator-hugger, hugger-debris, debris-precious

1 (fully correct)

annoying-pentagon, pentagon-fit, fit-waggish, waggish-fishery,
fishery-mosquito, mosquito-perfume, perfume-panda, panda-juice,
juice-willow, willow-bronco

0.2 (correct up to the
second key)

impossible-crawdad, crawdad-vehicle, vehicle-uncertainty,
welfare-outrigger, outrigger-historical, historical-gator,
gator-hugger, hugger-debris, debris-precious,
uncertainty-welfare

0.3 (correct up to the
third key)

Table 12: Example output for the chain-of-key task where W = 2 and T = 10 and their score. Keys that are not in
the context are highlighted in red.

for detailed description and examples of each task948

and Appendix B for the exact tasks configurations.949

We group them based on the types:950

• Single NIAH An NIAH-styled task with one951

key and one value to retrieve. We include three952

variations of the task with different types of key,953

value and haystack.954

• Multi-key NIAH An NIAH-styled task with dis-955

tracting keys. We include three variations of956

the task with different types of key, value and957

haystack.958

• Multi-value NIAH An NIAH-styled task with959

multiple values corresponding to the key.960

• Multi-query NIAH An NIAH-styled task with961

multiple queries, each corresponding to a distinct962

key.963

• Variable Tracking A NIAH-styled task that re-964

quires tracing through multiple hops.965

• Common word extraction and Frequent word 966

extraction require extracting the words based on 967

the pattern in a list of words. Common word ex- 968

traction expects a list of 10 most common words 969

while frequent word extractions expect a list of 3 970

frequent words. 971

• Question Answering A task that requires an- 972

swering a question given a set of documents. We 973

include two variations of the tasks, corresponding 974

to two question answering datasets. 975

Per-task results We report detailed performance 976

of RULER subtasks in Table 14, grouped by task 977

type. For both models, the best baselines (SnapKV) 978

achieves comparable results as RefreshKV for tasks 979

with short-form outputs, such as Single NIAH. 980

However, for tasks that require longer outputs, 981

such as Multi-key and Multi-value NIAH, Re- 982

freshKV outperform all the baselines. 983
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Method stride Path Traversal ToM Tracking Countdown Travel Planning

Llama-3.1-8B
Vanilla - 17 40 67 62
StreamingLLM - 0 0 0 0
H2O - 0 0 0 2
SnapKV - 1 0 12 0
RefreshKV QC=5 5 14 44 38
RefreshKV QC=10 1 5 42 18

Qwen-2-7B
Vanilla - 7 12 11 48
StreamingLLM - 2 0 6 0
H2O - 2 0 6 0
SnapKV - 0 0 14 2
RefreshKV QC=5 3 6 14 26
RefreshKV QC=10 2 2 10 4

Table 13: Performance on long-context tasks with short outputs from LongProc benchmark for LLaMA-3.1-8B-
Instruct and Qwen-2-7B-Instruct.

Method niah_single multi_key multi_query multi_value fwe vt cwe qa

Llama-3.1-8B
Vanilla 100 98 99 99 93 99 65 61
H2O 7 7 6 6 78 38 39 34
Streaming 8 13 13 13 93 12 4 42
SnapKV 99 60 98 99 83 99 44 63
RefreshKV(QC=5) 100 91 98 99 81 99 44 60
RefreshKV(QC=10) 100 67 97 99 81 99 44 59

Qwen-2-7B
Vanilla 100 90 75 87 84 86 27 50
H2O 5 8 5 3 84 2 17 30
Streaming 8 11 13 12 80 15 14 39
SnapKV 69 51 54 43 81 87 27 50
RefreshKV(QC=5) 99 79 70 85 70 87 27 50
RefreshKV(QC=10) 97 54 63 67 80 87 27 49

Table 14: Detailed performance of RULER subtasks with L = 32K. For non-vanilla methods, we set the K = 1/8L.

15


	Introduction
	RefreshKV for Long-Form Generation with Long-Context LLMs
	Background and Setting
	Methodology and Implementation

	Experiment Setup
	Results
	Language Modeling
	Downstream Tasks

	Ablation Studies
	Adaptive stride vs. Fixed stride
	Impact of full attention steps

	Continued Pre-training with RefreshKV
	Related Work
	Conclusion
	Appendix
	Implementation details
	Memory and time requirement comparison
	Attention score aggregation for models with GQA
	Tuning s for query similarity schedule
	Effective stride
	Chain-of-key task set-up
	Results on LongProc tasks with short inputs
	Detailed RULER results


