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Abstract

This paper studies grammatical error correc-001
tion on challenging authentic Finnish learner002
texts at CEFR A1 level. Three state-of-the-art003
large language models are compared, and it is004
shown that GPT-4 outperforms GPT-3.5, which005
in turn outperforms Claude v1 on this task. Ad-006
ditionally, various ensemble models combining007
outputs of multiple single models are evaluated.008
The best results are obtained by explicitly mod-009
eling agreement between single models as a010
chain of rules in an asymmetric decision tree.011
The best performing ensemble model obtains012
an accuracy of 85.7 %, whereas the best single013
model, which is a GPT-4 model, reaches an014
accuracy of 82.4 % fully correct sentences. In015
other words, the ensemble model reduces the016
sentence error rate by 18.8 % in comparison to017
the best single model.018

1 Introduction019

Grammatical Error Correction (GEC) is the task020

of automatically detecting and correcting errors in021

text. The term grammatical is understood broadly.022

The errors may be grammatical, such as missing023

prepositions and mismatched subject-verb agree-024

ment, but also orthographic and semantic, such as025

misspellings and word choice errors, respectively026

(Bryant et al., 2023). However, GEC is typically027

seen as a local substitution task (Ye et al., 2023),028

where a few occasional mistakes are corrected in029

generally intelligible text.030

Our aim is to help second-language (L2) learn-031

ers express themselves fluently and idiomatically032

in a non-native language that they do not master033

very well. We work with challenging learner texts034

that contain numerous mistakes when it comes to035

inflection, spelling, word choice, word order and036

even low intelligibility overall. We have previ-037

ously employed neural machine translation with038

different data augmentation techniques to solve this039

task (self-citations omitted). Recent developments040

and the advent of powerful large language models 041

(LLMs) have provided us with new approaches to 042

tackling the problem. 043

The goal of this paper is to study how well 044

state-of-the-art large language models are capable 045

of rephrasing beginner-level learner texts into id- 046

iomatic, correctly formulated texts. Additionally, 047

we investigate to what extent an ensemble of mul- 048

tiple models can outperform single models in this 049

task. 050

2 Data 051

As data for our experiments we use a subset of 052

ICLFI, the International Corpus of Learner Finnish 053

(Jantunen, 2011; Jantunen et al., 2013). The cor- 054

pus consists of texts written by students of Finnish 055

as a foreign language from various language back- 056

grounds. It has been compiled with the help of 057

Finnish language teachers around the world. ICLFI 058

is available online through the Language Bank of 059

Finland.1 060

For our study we randomly selected 25 texts that 061

the corpus creators have labeled with the lowest 062

language proficiency level: A1 in the Common 063

European Framework of Reference for Languages 064

(CEFR).2 The A1 level was chosen in order to ob- 065

tain as challenging data as possible. Table 1 shows 066

one text extracted from this data, with an approx- 067

imate English translation. The total number of 068

sentences in all 25 texts is 210. 069

Some English learner corpora, such as FCE (Yan- 070

nakoudakis et al., 2011) and NUCLE (Dahlmeier 071

et al., 2013) contain reference corrections that can 072

be utilized for evaluation, but that is unfortunately 073

not the case with the ICLFI corpus.3 074

1https://www.kielipankki.fi/corpora/iclfi/
2https://www.coe.int/en/web/

common-european-framework-reference-languages
3In fact, ICLFI has been automatically lemmatized and

parsed, and some of the misspelled words have been corrected
in the process, but this representation is not accurate enough
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Minä lulee etttä, Anna on nyt niin erilainen kuin
tavallisesti, koska hänellä on stressi. Anna ei ole
aikaa puhumaan Jutan kanssa, koska korjata tule
hänen kotiinsa. Annalla ei ole siihen jokin hyvä
syy, koska pesukone on rikki, pesukone on siihen
jokin hyvä syy. Minusta Anna on kateellinen,
koska Juttasta Anssi on hauska mies.

I belives thatt, Anna is now so different than usu-
ally, because she is stressed. Anna is no time talk-
ing with Jutta, because repair come to her house.
Anna has not some good reason for this, because
the laundry machine is broken, the laundry ma-
chine is a good reason for that. I think Anna is
jealous, because according Jutta Anssi is a fun guy.

Table 1: An example text from the ICLFI corpus (CEFR level A1). The Finnish text is on the left with an approximate
English translation on the right. The intended meaning is not entirely clear, because one sentence contradicts itself.

3 Models075

Three different commercial LLM systems were076

tested in this study: Claude v1 by Anthropic4,077

as well as GPT-3.5 (turbo) and GPT-4 by Open078

AI (OpenAI, 2023).5 The LLMs were accessed079

through their APIs (application programming inter-080

faces), Claude at the end of June and GPT-3.5 and081

GPT-4 at the end of July and beginning of August082

2023. The models were prompted to reformulate083

the learner texts into fluent, impeccable Finnish084

language that contains no factual or grammatical085

errors. The exact prompts used can be found in086

Appendix A. Each prompt contained an entire text087

in order for the model to be able to exploit context088

across sentence boundaries.089

The LLMs are non-deterministic by default.090

There is a so-called temperature parameter rang-091

ing between 0 and 1 that regulates the randomness092

of the output. A low temperature is expected to093

produce the most probable and predictable result,094

whereas higher temperatures increase creativity.6095

We have tested each of the LLMs on six differ-096

ent temperature values: 0.0, 0.1, ..., 0.5. Every097

configuration was run twice, because of the non-098

deterministic nature of the task. Even with the099

lowest temperature of 0.0, the systems were not100

fully deterministic, and some variability remained101

in the output. This left us with 36 correction hy-102

potheses for each of the 25 texts (3 LLMs times 6103

temperature values times 2 runs each).104

In the following, we will refer to these 36 setups105

as our models or single models. Naturally, models106

may agree amongst each other and produce the107

same hypotheses, so the total number of unique108

hypotheses is typically lower than 36.109

to be used as a proper reference.
4https://claudeai.pro/what-is-claude-v1/
5https://platform.openai.com/
6https://platform.openai.com/docs/guides/gpt/

how-should-i-set-the-temperature-parameter

4 Single Model Results 110

The 36 correction hypotheses produced by the 111

LLMs for each of the 25 learner texts were tagged 112

as correct or incorrect by the authors of the paper. 113

The tagging was performed on sentence level: ei- 114

ther a sentence was fully correct or it was incorrect, 115

considering the context of surrounding sentences. 116

Table 2 shows one proposed correction of a text ac- 117

companied by an English translation and illustrates 118

some challenges related to the annotation. 119

The accuracies of the 36 single models have 120

been plotted in Figure 1. The results reveal two 121

things: Firstly, there are clear differences in the per- 122

formance levels of the LLMs. Virtually, all GPT-4 123

models are better than all GPT-3.5 models, which 124

are in turn better than all Claude models. Secondly, 125

the temperature parameter works as expected. Con- 126

servative, predictive results are to be preferred in 127

this correction task, and thus lower temperatures 128

work better than higher temperatures. However, the 129

best results are in general obtained for T = 0.1, 130

not the lowest possible value T = 0.0. 131

5 Ensemble Models 132

The best single model produces 173 correct sen- 133

tences out of 210 (82.4 %). However, if look at all 134

36 models combined, there are only 6 sentences 135

that all models get wrong. This suggests that by 136

being very smart at combining sentences from dif- 137

ferent models, we could ideally reach an accuracy 138

of 204/210 (97.1 %). In the following, we will 139

study supervised learning of ensemble models that 140

combine outputs from the single models. 141

Our approach makes the simplifying assump- 142

tion that sentences from different hypotheses can 143

always be combined. For instance, in a fictive sce- 144

nario, where Model 1 proposes the partly correct 145

text “Hi there! How’s you?” and Model 2 proposes 146

the partly correct text “Helo! How are you?”, it 147

would be possible to concatenate the correct parts 148
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Minusta tuntuu, että Anna on nyt erilainen kuin
yleensä, koska hän on stressaantunut. Annalla ei
ole aikaa jutella Jutan kanssa, sillä hänen kotiaan ol-
laan korjaamassa. Tähän on hyvä syy: pesukone on
rikki. Pesukoneen rikkoutuminen on siis hyvä syy.
Minusta tuntuu, että Anna on kateellinen, koska
hänestä Anssi on hauska mies.

I think that Anna is now different than usual, be-
cause she is stressed. Anna doesn’t have time to
talk to Jutta, because her house is being repaired.
There is a good reason for this: the laundry ma-
chine is broken. The broken laundry machine is
indeed a good reason. I think Anna is jealous, be-
cause she thinks Anssi is a fun guy.

Table 2: The correction of the text in Table 1 as proposed by one of the models (GPT-3.5, T = 0.5, 1st run). Even
though there may be other more likely interpretations, all but the last sentence were annotated as correct. The last
sentence was considered incorrect, because the original text explicitly states that Anna is jealous that not herself, but
Jutta likes Anssi. Regarding the house being repaired when the laundry machine is broken, the original text is not
clear. Apparently something needs to be fixed in the house because of the broken laundry machine, and therefore
that sentence was annotated as correct.

Figure 1: Accuracies of each of the 36 single models.
Every model is represented by a dot, and the dots are
grouped in "swarms" by LLM type. In every swarm,
we progress from left to right as the temperature (T )
rises, with higher temperatures rendered in darker color.
The best model (GPT-4, T = 0.1, 1st run) reaches
an accuracy of 0.824, which corresponds to 173 fully
correct sentences out of 210 in the data.

from each hypothesis to produce a coherent, correct 149

new text: “Hi there! How are you?”7 150

We formulate the problem as a classification task. 151

For every original sentence in the input, each of the 152

36 models has produced a correction hypothesis, 153

which has been labeled as either correct or incorrect 154

by the annotator. Typically the number of unique 155

hypotheses is lower than 36, because several mod- 156

els produce the same hypotheses. This information 157

can be exploited to train a classifier that predicts 158

when a hypothesis is correct based on the subset of 159

models that have proposed it, as illustrated in Fig- 160

ure 2. During training, the classifier will hopefully 161

learn which models are more reliable than others 162

and discover useful patterns of agreement between 163

models. When the classifier is used for prediction, 164

we proceed sentence by sentence and choose the 165

proposed correction that the classifier assigns the 166

highest likelihood of being correct. 167

As there is a very limited amount of data avail- 168

able, we do not set aside a separate test set. Instead, 169

we use cross-validation such that every learner text 170

in turn serves as the test set and the remaining 24 171

texts are used for training. In this way, we obtain 172

test results for all 25 texts and can study how our en- 173

semble models perform in comparison to the single 174

models. 175

The classifiers that we study are described in the 176

following sections. Due to the limited amount of 177

data, we need to restrict ourselves to fairly simple 178

7Alternatively, we could work on full texts without divid-
ing them into sentences. However, this would be a very crude
measure, as we only have 25 texts in total. Additionally, the
lengths of the texts vary considerably (between 1 and 15 sen-
tences), and the shorter texts are more likely to be successfully
corrected. As we are interested in more fine-grained analysis,
where units of similar size are compared, we decided to work
on sentence level instead.
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Hypotheses
Proposed by models La-

1 2 3 4 5 6 7 8 9 ... 36 bel

How are you?

How you are?

How are things?

What are you like?

How old are you?

Figure 2: Possible correction hypotheses for a fictive
sentence “How yuo are?” (in English for illustration
purposes). Among other things, we see that models 1,
3, 5 and 6 propose the first correction hypothesis “How
are you?”, which is correct, whereas model 36 proposes

“How you are?”, which is incorrect. From this example
we get five data entries to train a supervised classifica-
tion model. The inputs consist of 36-dimensional binary
vectors, where every dimension corresponds to one of
the models and is zero or one depending on whether that
model produced this particular hypothesis. The outputs
are binary as well, indicating whether the hypothesis is
correct or not.

classifiers with a small numbers of parameters to179

tune, in order to avoid overfitting to the training180

set.181

5.1 Naive Bayes182

The first classifier we test is Naive Bayes, using the183

implementation of the NLTK library (Bird et al.,184

2019). The 36 individual models being “on” or “off”185

serve as features as shown in Figure 2. The training186

of the classifier amounts to solving a closed-form187

expression, which means that the classifier is not188

too sensitive to the size of the data set. However,189

the underlying independence assumption is a sim-190

plification that may lead to the exaggeration of the191

effect of correlated features.192

5.2 Maximum Entropy193

We also test logistic regression using the Maximum194

Entropy classifier of NLTK. This classifier does not195

assume conditional independence, but since it does196

not have a closed-form solution, it may end up197

learning a suboptimal set of weights.198

5.3 Weighted Sum199

As we are not sure whether the Maximum Entropy200

classifier converges to an optimal solution on our201

limited data set, we decided to try a simplified, de-202

terministic approach as well. We estimate a weight203

vector w of the same dimensionality as our binary204

correction hypothesis vectors x. During prediction,205

when correction hypotheses are compared, the one 206

with the highest score s is selected: s = w · x. 207

The elements wi of w correspond to the promi- 208

nence of the ith model in the weighted sum. The 209

value of wi is estimated from the training set. Each 210

time Model i proposes a hypothesis that is correct, 211

wi is increased by 1/n, where n is the number of 212

models that propose the same hypothesis. That is, 213

if a model is the only one proposing a correct hy- 214

pothesis, then it will get the full “point”, but if the 215

same hypothesis was also proposed by nine other 216

models, then all these models will get 1/10 of a 217

“point” each. This mitigates the effect of correlated 218

features. 219

5.4 N Agreeing Models 220

To explicitly model correlated features we studied 221

another type of classifier, an asymmetric decision 222

tree that branches onto one side only (“if con- 223

dition 1 then done else if condition 2 then 224

done else if condition 3 then done ... else 225

done”). 226

The last fallback condition (last else clause) cor- 227

responds to using the best single model on the data. 228

However, which single model is the best is deter- 229

mined from the training set, so it is not guaranteed 230

to also be the most accurate single model on the 231

test set. 232

The preceding conditions in the if - else chain 233

correspond to all combinations of 2 .. N models 234

that are more accurate than the best single model 235

when they are in agreement on what hypothesis 236

to propose. These model combinations are sorted, 237

most accurate first. 238

For instance, imagine that the best single model 239

is Model 30, and it suggests a hypothesis that is 240

correct for 80 % of the sentences in the training set. 241

It also turns out that in all cases where Models 17 242

and 31 agree on a hypothesis, that hypothesis is 243

correct in 89 % of the cases. And if Models 17, 25 244

and 26 agree on a hypothesis, then that hypothesis 245

is correct for 95 % of all such occurrences in the 246

training set. These conditions are sorted, highest 247

accuracy first, such that the classifier first checks 248

if the three models 17, 25 and 26 agree, in which 249

case their proposed hypothesis is chosen. If not, 250

the pair of models 17 and 31 is examined next and 251

if they agree, their hypothesis is selected. Only if 252

none of these conditions are fulfilled, the hypothe- 253

sis proposed by Model 30 is used. 254

We have tested N values ranging from 2 to 5, 255

that is, pairs, triples, quadruples and quintuples of 256
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models. For higher values of N , all lower-order257

combinations of models are also included. We258

will not report results for quintuples (N = 5), as259

their results are identical to those of the quadruples260

(N = 4).261

For the pairs of models (N = 2), we have addi-262

tionally tested a minor variant (N = 2∗), in which263

the conditions in the if - else chain are ordered264

differently. In the N = 2 classifier, the accuracies265

of the model pairs are calculated on the full train-266

ing set “statically” and ordered accordingly. In the267

training of the N = 2∗ classifier, the most accu-268

rate model pair is put as the first condition, but after269

this the accuracies of all other pairs are recalculated270

“dynamically” on the remainder of the training set,271

from which the data points that triggered the first272

condition have been removed. This is repeated at273

every step until we reach the final fallback single274

model.8275

A further tested variant consists in replacing the276

fallback single model with the Naive Bayes classi-277

fier (Section 5.1). The results that we report are in278

fact based on this variant, since it produced slightly279

higher accuracies.280

6 Ensemble Model Results281

The accuracies obtained by the ensemble models282

are shown in Figure 3 together with the results283

from the individual single models. Much to our de-284

light, we observe that some of the ensemble models285

(N = 2, 3, 4) do outperform the best single model,286

whereas the others (N = 2∗, Naive Bayes, Maxi-287

mum Entropy and Weighted Sum) do not. However,288

the best ensemble model is not radically better than289

the best single model. Can we do better?290

We have observed that the Claude models per-291

form worst in the task and that low temperatures292

are to be preferred. In our next experiment we293

reduce the set of single models that are included294

in the ensemble model. That is, we leave out the295

Claude models and temperatures above 0.3. The296

results are shown in Figure 4. Now, the advantage297

between the best ensemble model (N = 2∗) and298

best single model grows (0.857 vs. 0.824). In other299

words, the sentence error rate is reduced by 18.8 %,300

which does make a difference. This difference is301

statistically significant at the 90 % confidence level,302

which is decent considering the limited size of the303

data set.304

8We did not test a similar approach on higher values of
N than 2. Therefore, we do not have classifiers called N =
3∗, 4∗, 5∗.

Figure 3: The single models (from Figure 1; in red) plot-
ted together with the ensemble models (in blue-green).
The best performing ensemble model is N = 3 with an
accuracy of 0.838. Also the models N = 4 and N = 2
outperform the best single model by a slight margin
(accuracies 0.833 and 0.829 respectively, compared to
the best single model at 0.824).

Figure 4: Ensemble models (in blue-green) created from
a smaller set of single models (in red), based on GPT-3.5
and GPT-4 only (T < 0.4). The best ensemble model
N = 2∗ obtains an accuracy of 0.857. Second best is
the weighted sum at 0.848.
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6.1 What Rules Are Learned?305

The N = 2∗ model with the accuracy of 0.857306

is the best result we have obtained in our trials307

involving different combinations of LLMs and tem-308

perature values. Therefore it is interesting to see309

what kind of rules are learned. By rules we under-310

stand the conditions put in the if - else chain,311

which here correspond to pairs of agreeing single312

models.313

We will, however, need to study 25 separate rule314

sequences, since we run 25 tests, each time with315

a different test set and a slightly different training316

set. Luckily, the differences between the runs are317

very small. Consistently, the top half of the rules318

combine a GPT-3.5 and a GPT-4 model, whereas319

the rest of the rules combine single models of the320

same type (GPT-3.5 with GPT-3.5 and GPT-4 with321

GPT-4). This suggests that the most reliable, accu-322

rate signal is obtained when different LLM types323

are combined. In other words, two different LLMs324

(GPT-3.5 and GPT-4) complement each other bet-325

ter than repeated runs with the same LLM, at the326

same or different temperatures.327

6.2 GPT-3.5 + Claude?328

Encouraged by the results from combining GPT-329

3.5 with GPT-4, can we benefit from combining330

GPT-3.5 with Claude as well? If, for some reason,331

we do not have access to the best available LLM332

(GPT-4), can we compensate by using an ensemble333

of weaker LLMs (GPT-3.5 and Claude)?334

Unfortunately, this does not seem possible. The335

highest accuracy we have observed for an ensemble336

of GPT-3.5 and Claude models is 0.762. It is no337

better than an ensemble of GPT-3.5 models alone,338

which reaches the same accuracy. This accuracy339

is indeed better than that of any single Claude or340

GPT-3.5 model (best Claude: 0.667, best GPT-3.5:341

0.752). Compared to the single GPT-4 models,342

however, it outperforms only one out of twelve and343

is far below the best single GPT-4 model at 0.824.344

6.3 Other Lessons Learned345

The Naive Bayes and Maximum Entropy classi-346

fiers did not outperform the single models in our347

experiments. Possibly, the training sets were insuf-348

ficient, or these classifiers simply failed to capture349

the correlations between features accurately. The350

Naive Bayes classifier did, however, prove useful351

as the fallback model in our N -agreeing-models352

decision-tree approach.353

We further tested “standard”, symmetric deci- 354

sion trees, using information gain as a splitting 355

criterion for features. Their learning ability was 356

poor on this task. 357

We also tested pruning of overlapping patterns 358

in our N -agreeing-models implementation, but this 359

had no effect on the results. Overlapping patterns 360

emerge, for instance, if a quadruple of single mod- 361

els contains a triple of single models as its sub- 362

set and this triple is as accurate as the quadruple. 363

Then the quadruple is superfluous. Alternatively, 364

if the triple never occurs in other contexts than the 365

quadruple, then the triple can be considered super- 366

fluous. 367

The size of the training set appears to affect 368

which models perform the best. With the full data 369

set available (Figure 3), higher values of N are at 370

the top, and the Weighted Sum model is the worst 371

(of the reported ones). When part of the data points 372

are dropped (Figure 4), the accuracy does not in- 373

crease with higher values of N . N = 2∗ is now at 374

the top and the Weighted Sum is second best. 375

7 Related Work 376

Bryant et al. (2023) have compiled an overview 377

of the state of art in grammatical error correction. 378

This survey covers data sets (predominantly in En- 379

glish) as well as approaches commonly used to 380

solve the task, most importantly: classifiers, sta- 381

tistical machine translation, neural machine trans- 382

lation, edit-based approaches and language mod- 383

els. Unfortunately, the article was written before 384

the breakthrough of GPT-3.5 and GPT-4, and ob- 385

servations regarding LLMs are therefore limited. 386

The survey mentions small-scale experiments (Wu 387

et al., 2023; Coyne et al., 2023), which generally 388

conclude that LLMs have a tendency to overcorrect 389

for fluency, which causes them to underperform on 390

datasets that were developed for minimal correc- 391

tions (Fang et al., 2023). This raises the question 392

whether the standard test sets for (English) GEC 393

are good benchmarks or whether more challenging 394

sets should be devised for the evaluation of more 395

advanced error correction. 396

7.1 GPT Model Performance 397

Coyne et al. (2023) study English GEC using GPT- 398

3.5 and GPT-4 on the BEA-2019 shared task data 399

set (Bryant et al., 2019) and JFLEG (Napoles et al., 400

2017). The authors work on sentences in isolation 401

without context. Their study focuses on prompt 402
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engineering and includes both automatic and hu-403

man evaluation. In line with our results they con-404

clude that the tested models demonstrate strong405

performance and that a low temperature is consis-406

tently associated with better performance in this407

task. GPT-4 performs slightly better than GPT-3.5.408

On the JFLEG set, GPT-4 produces the highest409

score yet reported.410

Fang et al. (2023) perform correction of not only411

sentences in isolation, but also of documents, as412

we do. They also extend their study to German413

and Chinese data sets. They use ChatGPT as their414

LLM, which corresponds most closely to the GPT-415

3.5 (turbo) version that we have used. They find416

that the sentences corrected by ChatGPT exhibit a417

high level of fluency and naturalness, but the sys-418

tem “performs poorly on most error types, such419

as agreement, coreference, tense errors across sen-420

tences, and cross-sentence boundary errors.” We421

believe that GPT-4 would have done a better job at422

fixing this type of errors.423

Penteado and Perez (2023) compare GPT-3.5424

and GPT-4 against the spelling and grammar error425

correction features in Google Docs and Microsoft426

Word for Brazilian Portuguese. In line with the427

other studies, they observe that LLMs prioritize428

fluency and coherence over grammatical accuracy,429

leading to unnecessary changes to the text, increas-430

ing false positives. Therefore, higher precision is431

obtained by rule-based methods that have a nar-432

rower focus on grammatical accuracy and make433

changes only when necessary. However, GPT-3.5434

and GPT-4 clearly outperform Microsoft Word and435

Google Docs on the more challenging texts that436

had been typed fast or contain slang, abbreviations,437

and neologisms.438

7.2 Claude439

We have not found work on GEC, where the Claude440

LLM would have been assessed. Lin and Chen441

(2023) evaluate open-domain conversations with442

large language models. They assess performance443

on four so-called “dimensions”: appropriateness,444

content, grammar, and relevance. They test Claude445

(v1.3) and ChatGPT, which are optimized for chat446

applications, as well as GPT-3.5, which is not.447

When comparing the Claude and ChatGPT mod-448

els, both models demonstrate competitive perfor-449

mance across different evaluation dimensions, with450

Claude slightly outperforming ChatGPT in certain451

configurations.452

Several blog posts compare LLMs. The applica-453

tions of interest vary and the rigorousness of the 454

analyses can be questioned. Garst (2023) com- 455

pares the latest version of Claude (v2) to GPT-4 456

and thinks that Claude 2 shines in key areas, but 457

GPT-4 still leads in general performance: “For nat- 458

ural language processing broadly, GPT-4 remains 459

state-of-the-art. Its sheer model scale and training 460

on a massive internet corpus make it hard to match 461

for conversing, writing, and answering open-ended 462

questions.” This is in line with our own observa- 463

tions, although we have used an earlier version of 464

Claude that is allegedly not as strong as Claude 2. 465

7.3 Ensemble Models 466

Ensemble models have proven effective in GEC 467

tasks. Unlike our approach, where we select one 468

sentence from a number of proposed sentences, 469

many systems compare individual proposed cor- 470

rections (edits) to an annotated reference, such as 471

changing the inflection of a word (for instance, 472

played to playing). Given the reference, it is pos- 473

sible to estimate the precision for specific error 474

types of different single models, and the final hy- 475

pothesis can combine edits from the different sin- 476

gle models. This naturally requires the existence 477

of annotated training data, which we do not have. 478

Li et al. (2019) investigate classification models 479

with bi-directional recurrent neural networks (Bi- 480

RNN) and neural machine translation (NMT) mod- 481

els. Some rules are also involved. Their GEC 482

systems ranked the first in the Unrestricted Track 483

of the BEA-2019 GEC Shared Task (Bryant et al., 484

2019), and the third in both the Restricted Track 485

and the Low Resource Track. Grundkiewicz and 486

Junczys-Dowmunt (2018) test a variety of ensem- 487

ble techniques, which combine statistical and neu- 488

ral machine translation as well as a spell-checking 489

component. 490

In more recent work, Tang et al. (2023) study 491

ensembles of pre-trained language models for Chi- 492

nese (BART, BERT, GPT-2 etc). Sentence- and 493

edit-level ensembles as well as voting techniques 494

are tested, but the ensemble models do not outper- 495

form the best single models. 496

We have found only little work on ensemble 497

models built on GPT-3.5 or GPT-4 and none of it 498

addresses the GEC task. Jiang et al. (2023) propose 499

an ensemble learning model for ranking and fus- 500

ing the outputs from multiple LLMs in instruction- 501

following tasks. However, they use ChatGPT as 502

a reference for ranking other models, not as one 503

of the models in the ensemble. Yuan et al. (2023) 504

7



utilize GPT-3 (Brown et al., 2020) to generate ques-505

tions to given answers in given contexts. Different506

approaches to choosing the best generated question507

are tested. Fu et al. (2023) work on visual ques-508

tion answering, where pretrained language mod-509

els first generate a set of possible answers, and a510

lightweight answer selection model is then trained511

to identify the correct answer from the set. Further512

works of interest that involve combinations of dif-513

ferent LLMs include hierarchical ensembles of T5514

models for summarization (Manakul et al., 2023),515

ensemble learning of mainly BERT-based LLMs516

for sentiment analysis of low-resource African lan-517

guages (García-Díaz et al., 2023), and multiple-518

prompt agreement confidence scores in question-519

answering tasks (Portillo Wightman et al., 2023).520

7.4 Finnish GEC521

Finnish spell checking based on finite-state tech-522

nology (Pirinen, 2014) as well as grammar check-523

ing based on constraint grammar (Karlsson, 1990)524

have a long history, but systematic research on525

Finnish grammatical error correction is very scarce526

because of the lack of annotated data sets. The527

ICLFI (Jantunen et al., 2013) and TopLing (Uni-528

versity of Jyväskylä, 2016) corpora consist of au-529

thentic, anonymized learner texts, but there are no530

correction hypotheses available for model training531

or testing. There used to be an additional resource,532

the so-called YKI corpus based on Finnish national533

certificates of language proficiency exams, but it is534

unfortunately no longer available because of copy-535

right issues.536

An annotated sample of the (since then with-537

drawn) YKI corpus was used as test data in pre-538

vious Finnish GEC studies (self-citation omitted).539

The full-sentence accuracy obtained for the best540

setup was 27.2 %, which falls far behind the figures541

reported in the current work. Even if conditions542

are relaxed slightly by allowing a few “minor er-543

rors”, the accuracy reaches only 44.5 %. Direct544

comparisons cannot be made because of the differ-545

ent corpora used in the studies. However, the types546

of texts and levels of the learners are very similar547

in both setups, and we can therefore say with a548

high level of certitude that the current GPT models549

are far better than our earlier models at producing550

corrections that are grammatical, fluent and natural551

in context.552

8 Discussion and Conclusion 553

In general, we are happy with the accuracies ob- 554

tained in our experiments, especially by the best 555

GPT-4 and ensemble models. The theoretical upper 556

bound on accuracy by an oracle model would be 557

97.1 %, and our best ensemble reached 85.7 %. 558

In line with related work, we were able to con- 559

firm that lower temperatures are to be preferred in 560

text correction tasks. However, API access to the 561

LLMs tested in this work has only been publicly 562

available for a few months, and it is difficult to find 563

relevant related publications. Some of the cited 564

work needs to undergo peer review and is so far 565

only available on arxiv.org. 566

The conduction of the experiments was made 567

more difficult by the lack of gold-standard refer- 568

ence corrections of the texts. Our own annota- 569

tion scheme was simple, as it sufficed to determine 570

whether a sentence was fully correct or not. How- 571

ever, despite the rather small data set (210 sen- 572

tences), each time a model was run on the data, the 573

resulting correction hypotheses had to be annotated 574

manually, and there were 36 such runs in total. 575

A set of verified gold-standard corrections would 576

allow for automatic evaluation and speed up the 577

testing of further models and configurations. As 578

there are typically multiple correct answers, a multi- 579

reference gold-standard would be ideal. A possible 580

continuation of our work could be to produce such 581

gold-standard sets nearly automatically. Highly 582

accurate correction hypotheses would be generated 583

by the best single and ensemble models. Humans 584

would verify the correctness and post-edit, when 585

necessary. There are other possible approaches 586

as well, involving multiple rounds of prompting, 587

where the LLMs are requested to refine their earlier 588

outputs. 589

9 Limitations 590

The size of the data set in this study is small (25 591

learner texts consisting of 210 sentences in to- 592

tal). This means that very fine-grained conclusions 593

cannot be made, since some observed differences 594

are not statistically significant. Nevertheless, the 595

higher-level distinctions are statistical significant, 596

such as the difference in performance between the 597

different types of LLMs. We have also chosen to 598

visualize all individual test results in plots, which 599

helps to give a better sense of proportions. 600

A larger data set would have been preferred, but 601

this would also have required a heavier annotation 602

8



effort (see Section 8). In addition, we would have603

liked to run more tests with identical configura-604

tions (same LLM at same temperature). Since the605

LLMs are non-deterministic, results change from606

one run to another. We ran each unique configura-607

tion twice. To our understanding, the runs should608

be independent of each other, but we are unable609

to exclude the possibility of an ordering effect as610

far as the Claude models are concerned (see Ap-611

pendix B). Additional runs could bring clarity into612

this potential issue.613

Some prompt engineering was performed quali-614

tatively, but no systematic quantitative evaluation615

of the effect of changing the prompts was per-616

formed (see Appendix A).617

A new version of Claude, Claude 2.0, was pub-618

lished after we had generated correction hypotheses619

using Claude v1. We did not redo the experiments620

using Claude 2.0.621

In this work, sentence accuracy is used as the622

evaluation metric. Analyzing the precision and623

recall of the corrections of individual errors or error624

types is beyond the scope of this study. In other625

words, our aim is not to assess how well different626

types of grammar errors or misspelled words are627

corrected. The aim is to look at the end result and628

investigate to what extent challenging learner texts629

can be reformulated into natural, correct, idiomatic630

language.631

10 Ethical Considerations632

The data set used in this study is a subset of the633

International Corpus of Learning Finnish (ICLFI).634

The corpus has been curated from authentic texts635

written by students of the Finnish language at inter-636

national universities. The identities of the authors637

have nonetheless been protected. Names of people638

and places have been anonymized and we have not639

had access to the original names.640

Large language models are trained on very large641

amounts of text data and may therefore learn harm-642

ful biases and prejudices that are reflected in some643

portions of the training data. We have not, however,644

observed any such tendencies in the texts generated645

by the LLMs in our experiments.646
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Appendices812

A Prompts813

The following zero-shot prompt, written in Finnish,814

was utilized to ask GPT-3.5 and GPT-4 to produce815

corrected texts:816

Hei! Korjaisitko seuraavan tekstin817

siten, että siitä tulee sujuvaa,818

erinomaista suomen kieltä eikä sisällä819

asiavirheitä eikä kielioppivirheitä. Älä820

kirjoita ylimääräistä tekstiä. Pelkkä821

korjattu teksti riittää. Tekstin822

alku:\n <LEARNER TEXT GOES HERE>\n Teksti823

päättyy.824

In English the prompt reads: Hi, could you825

please correct the following text in such a way that826

it becomes fluent, impeccable Finnish language827

and does not contain factual errors or grammar828

errors. Do not write superfluous text. Just the cor-829

rected text is enough. Start of the text:\n <LEARNER830

TEXT GOES HERE> \n Text ends.831

The same prompt was basically used for the832

Claude LLM as well, with the exception that833

Claude encourages the use of the keywords “Hu-834

man:” and “Assistant:” to mark the roles in the835

dialog:836

\n\nHuman: Hei! Korjaisitko seuraavan837

tekstin siten, että siitä tulee sujuvaa,838

erinomaista suomen kieltä eikä sisällä839

asiavirheitä eikä kielioppivirheitä. Älä840

kirjoita ylimääräistä tekstiä. Pelkkä841

korjattu teksti riittää.\n <LEARNER TEXT842

GOES HERE>\n\nAssistant:843

Some exploratory prompt engineering went into844

the design of the final prompt, but we did not eval-845

uate the results quantitatively on a test set. Specifi-846

cally, we observed that the LLMs tended to embed847

their answers in polite phrases to create the im-848

pression of a natural dialog. Therefore the prompt849

was modified to explicitly state that only the actual850

correction hypothesis was desired in the output.851

B Random Fluctuation852

We obtained 36 versions of corrected texts for ev-853

ery learner text. Three LLMs were used with six854

temperature values each, and every such configu-855

ration was run twice. That is, every prompt was856

submitted twice to the same LLM with the same857

temperature.858

As the LLMs are non-deterministic by nature,859

we expect results to be slightly different on every860

Figure 5: Accuracies obtained for all the single mod-
els. The data points are exactly the same as in Figure 1,
but they have been grouped into “swarms” differently.
Rather than using temperature as the categorizing fea-
ture, we now study whether the result was produced by
running the configuration for the first or the second time.
Thus, for every LLM, there are six dots in light color
from running the prompts with six different tempera-
tures for the first time, and six dots in dark color, from
running the same setup again. If there is no systematic
ordering effect, the averages from both runs should be
approximately the same.

run. However, there should not be a systematic 861

difference, such that better (or worse) results are 862

consistently obtained the first (or second) time the 863

same configuration is used. The accuracies pro- 864

duced by all single models are plotted in Figure 5, 865

organized by runs (first or second). 866

Statistical significance tests reject the hypothesis 867

that the GPT models are effected by the order of 868

the runs. Interestingly enough, this may not be true 869

for Claude, where higher accuracies were obtained 870

in the first run than in the second (p value of sign 871

test: 0.0625). Further runs would be required to un- 872

derstand if this outcome is systematic or occurred 873

by chance after all. Fortunately, this type of unex- 874

pected behavior was only observed for the model 875

that was consistently the weakest one and had the 876

least potential for solving the task. 877
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