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Abstract

Despite their impressive abilities, large language
models like GPT-3.5 often falter on tasks requir-
ing commonsense and logical reasoning, raising
concerns about their reliability. In this work, we
introduce a suite of cognitively inspired prompt-
ing strategies, grounded in metacognitive, strate-
gic, narrative, and linguistic reasoning frame-
works, to enhance LLMs’ reasoning capabilities.
Using the HellaSwag benchmark, we demonstrate
that our cognitive-based prompts consistently im-
prove accuracy over standard prompting baselines.
Metacognitive and narrative-based frameworks
yield the most robust gains in accuracy, outper-
forming advanced reasoning models like GPT-o4-
mini and existing reasoning strategies like Chain-
of-Thought. Notably, the few-shot METAL and
RNRRR frameworks, which are specific metacog-
nitive strategies, emerge as the most effective
strategies overall. These results underscore the
importance of structured, cognitive-based prompt-
ing in building more dependable and transparent
AI systems, contributing meaningfully to the ad-
vancement of reliable and responsible LLMs.

1. Introduction
Large language models (LLMs), such as GPT-3 and its
successors, have demonstrated remarkable performance in
generating coherent and contextually appropriate responses
to a wide range of questions. However, despite recent ad-
vances in LLMs, these systems often fail at basic common
sense or logical reasoning tasks. For example, when GPT-
3.5 is prompted with the statement, “The man in the center
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is demonstrating a hairstyle on the person wearing the blue
shirt. The man in the blue shirt”, and asked to select a
multiple-choice response, it incorrectly answers “is doing
the hairstyle with his hand and the hairspray,” instead of the
correct response, “sits on the chair next to the sink” (Zellers
et al., 2019). The incorrect response reflects the LLM’s fail-
ure to correctly interpret the spatial and causal relationships
described in the prompt.

This study aims to address these limitations by developing
cognitive-inspired prompting strategies that enhance LLMs’
logical and commonsense reasoning capabilities. Drawing
on structures found in human cognition, such as metacog-
nitive and thematic reasoning, we design and test prompts
that guide models toward more logical, grounded interpreta-
tions. Improving LLMs’ reasoning not only increases their
accuracy but also supports more reliable and interpretable
AI systems.

2. Background
Recent advancements in LLMs have led to significant im-
provements in natural language understanding, yet logi-
cal and commonsense reasoning remains a persistent chal-
lenge. While model-centric approaches such as fine-tuning
have been explored to enhance reasoning capabilities (Tou-
vron et al., 2023), these methods are resource-intensive. To
address this gap, researchers have explored prompt-based
techniques like few-shot prompting and chain-of-thought
(CoT) prompting, which guide models to reason through
step-by-step explanations (Brown et al., 2020; Wei et al.,
2022). Although these general-purpose strategies have
shown promise, they do not explicitly align with the struc-
ture of distinct reasoning types. More recent work has
shifted toward targeted prompting, aiming to guide LLMs
reasoning in a more controlled and interpretable manner (Li
et al., 2023).

In this context, cognitive-inspired prompting strategies have
emerged as a particularly promising avenue to improve reli-
ability and interpretability in models. These methods draw
from structured human reasoning, such as spatial, temporal,
narrative, and metacognitive forms, and have been shown to
improve model performance in domains like spatial infer-
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ence (Liu et al., 2022) and mathematical reasoning (Kramer
& Baumann, 2024). However, it remains an open question
whether such strategies can generalize to open-ended, com-
monsense reasoning tasks, which involve more ambiguous
and context-sensitive judgments. To evaluate this, we focus
on the HellaSwag dataset (Zellers et al., 2019), a bench-
mark for commonsense Natural Language Inference (NLI)
that exhibits a significant performance gap between humans
(>95% accuracy) and LLMs.

2.1. Metacognitive Frameworks

A cognitive science framework that inspires our project is
metacognition, the ability to think about one’s own thinking
(Flavell, 1979). Meta-strategic knowledge, explicit knowl-
edge about thinking strategies, improves classroom perfor-
mance (Zohar & David, 2008), and counterarguments help
develop higher-order reasoning skills (Kuhn & Udell, 2003).

Recent advancements in prompt engineering techniques
have drawn inspiration from the concept of metacognition.
For example, the Metacognitive Prompting (MP) frame-
work mirrors human metacognitive stages, including com-
prehension and text interpretation, judgment formation, crit-
ical self-evaluation, justification, and confidence estimation
(Wang & Zhao, 2024). Likewise, the SELF-REFINE frame-
work repeatedly revises its output through self-feedback
(Madaan et al., 2023). This kind of iterative self-refinement
is a core aspect of human problem-solving (Flower & Hayes,
1981; Simon, 2012). These processes encourage models to
evaluate the plausibility, clarity, and confidence of their
claims, aligning with proven education methods.

2.2. Strategic Reasoning

Strategic reasoning also underlies effective decision-making.
The Process of Elimination (POE) strategy mimics a com-
mon human test-taking heuristic by ruling out implausible
choices before selecting the best one, a method shown to
enhance model understanding (Ma & Du, 2023). Build-
ing upon this, we encourage models to reflect, revise, and
eliminate, to enhance their reasoning reliability.

2.3. Narrative Framework

Strategies that emphasize narrative flow, event structure, and
thematic coherence have been shown to improve compre-
hension and support commonsense reasoning. The National
Institute of Child Health and Human Development reviewed
203 studies on text comprehension instruction and identi-
fied two effective instructional strategies: teaching readers
to answer “who, what, where, when, and why” questions
about a narrative, and instructing readers to focus on the
story structure by posing similar questions to themselves as
they read (Eunice Kennedy Shriver, 2000). These methods

help readers understand the causal and thematic coherence
of a story.

Recent work demonstrates that storytelling serves as an ef-
fective inductive bias for improving LLMs’ performance on
reasoning tasks involving temporal structure. The Narrative-
of-Thought (NoT) framework shows that guiding models to
construct temporally grounded narratives from unordered
event sets before predicting their temporal order signifi-
cantly boosts performance on temporal graph generation
tasks, underscoring the value of narrative-based prompt-
ing for reasoning tasks. More specifically, rather than di-
rectly prompting the model to predict the correct ordering of
events, NoT first asks the model to generate a coherent story
connecting the events, and then construct the structured
temporal graph (Zhang et al., 2024).

Inspired by this approach, we apply narrative-based prompts
to HellaSwag, using narrative comprehension techniques to
give LLMs cognitive scaffolds to improve commonsense
reasoning accuracy.

2.4. Linguistic Cues Frameworks

Among various cognitive prompting strategies, we focus
particularly on linguistic cues. Reading comprehension has
been defined by psychologist Dolores Durkin as “intentional
thinking during which meaning is constructed through in-
teractions between text and reader” (1993). This process
depends heavily on the reader’s ability to interpret linguistic
cues (Durkin, 1993; National Reading Panel, 2000), such
as transition words and prepositions, which signal temporal,
spatial, and causal relationships essential for commonsense
reasoning.

For example, when a reader encounters the word however,
they may pause to reassess previously stated information,
demonstrating an awareness of contrast. Likewise, prepo-
sitions such as behind, next to, or above establish essential
spatial relationships.

LLMs appear to exhibit similar sensitivities to linguistic
cues. For instance, Light et al. (2025) demonstrate that
function words, such as which and therefore, significantly
influence an LLM’s interpretations. Similarly, Zhang et al.
(2019) show that modifying the model’s internal architec-
ture to attend to key linguistic elements improves perfor-
mance. While such work highlights the role of linguistic
cues, it largely centers on architectural changes. In contrast,
prompt-based methods for directing attention to linguistic
cues, like transition words and prepositions, remain largely
underexplored for improving model reasoning.
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3. Methods
3.1. Experimental Design

To evaluate the performance of our cognitively-based
prompting strategies, we conduct experiments using the
2019 HellaSwag dataset (Zellers et al., 2019) and the GPT-
3.5 Turbo model. Specifically, the dataset tests an LLM’s
ability to complete sentences depicting short scenarios with
one of four multiple-choice sentence endings, only one of
which is logically coherent. Given its emphasis on common-
sense reasoning in everyday contexts, HellaSwag serves as
an appropriate benchmark for assessing psychologically-
grounded reasoning frameworks. We use a uniformly ran-
domized subset of 400 examples from the HellaSwag dataset
to ensure manageability while maintaining diversity in sce-
nario types.

Our prompting strategies fall into four psychology-inspired
framework categories: metacognitive-based, strategy-based,
narrative-based, linguistic cue-based reasoning. Within each
category, we evaluate specific frameworks (detailed in the
next section). Additionally, we evaluate the impact of few-
shot vs. zero-shot prompting. Specifically, we include exam-
ple questions with the correct answer and detail an example
of going through the reasoning steps for the prompting strat-
egy (see Appendix C).

For baseline comparisons, we establish a lower bound us-
ing a generic prompt in GPT-3.5 Turbo. Upper bounds are
estimated using the GPT-o4-mini reasoning model and a
more powerful GPT-4.1 model. We also evaluate perfor-
mance against established reasoning strategies, including
CoT prompting and CoT with few-shot prompting. This al-
lows us to benchmark how much cognitive-inspired prompt-
ing strategies can close the performance gap between model
versions.

3.2. Prompting Frameworks

3.2.1. METACOGNITIVE REASONING FRAMEWORKS

METAL Reasoning Framework METAL is a
metacognition-inspired strategy designed to focus on
problem comprehension, deliberate reasoning, counter-
arguments, and self-evaluation. Each letter in METAL
corresponds to a distinct phase of reasoning:

• M: Make a claim

• E: Explain your reasoning

• T: Think of a tempting alternative

• A: Acknowledge limits

• L: Learn from it

It builds upon the stages in the Metacognitive Prompting
(MP) framework (Wang & Zhao, 2024), specifically by
including the “T” and “A” stages that relate to counterar-
gument construction and self-critique, cognitive strategies
known to enhance reasoning skills (Kuhn & Udell, 2003).
In addition, the “L” stage promotes reflective learning.

RNRRR Reasoning Framework RNRRR is an iterative
self-refinement strategy inspired by metacognition, the Self-
Regulated Learning (SRL) model (Zimmerman, 2002), and
reflective problem-solving theories (Flower & Hayes, 1981;
Simon, 2012; Madaan et al., 2023).

It integrates structured reflection and narrative coherence
into a reasoning process that unfolds across five key stages:

• R: Read and choose

• N: Narrate the fit

• R: Rival and reject

• R: Reflect on risks

• R: Reaffirm with strength

The five stages of RNRRR correspond to key components
of the SRL model of information intake, strategic planning,
reflecting, and revising. The “N” draws subtle inspiration
from narrative structures, engaging cognitive storytelling
mechanisms.

3.2.2. STRATEGIC REASONING FRAMEWORK

POELO Reasoning Framework This strategy draws
from the POE framework (Ma & Du, 2023) as options are
ruled out and the most plausible choice is selected from the
remaining candidates:

• P: Preview and pick

• O: Outrule one

• E: Examine another

• L: Look again

• O: Opt with confidence

The strategy follows strategic elimination and reflective
reassessment.

3.2.3. NARRATIVE FRAMEWORKS

Thematic Flow Reasoning Thematic Flow Reasoning
is a narrative-based prompting strategy designed to help
LLMs identify realistic story continuations by tracking emo-
tional and thematic coherence. It draws on cognitive and
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educational psychology findings, which show that readers
improve their comprehension when guided to focus on nar-
rative elements such as tone, activity type, and underlying
themes (Eunice Kennedy Shriver, 2000).

Step 1: Situation Assessment

• The emotional tone of the scene

• The type of activity being described

• The overarching theme

Step 2: Option Evaluation

• Whether it maintains the emotional tone

• Whether it is thematically and situationally consistent

• Whether it avoids abrupt or implausible shifts

5W Prompting 5W Prompting builds on journalistic and
educational techniques that encourage detailed situational
understanding by answering the questions Who, What,
Where, When, and Why. This framework aligns with the
story structure, which helps students evaluate coherence
across characters, actions, space, time and intent in story
comprehension (Eunice Kennedy Shriver, 2000).

Step 1: Narrative Grounding

• Who is involved

• What is happening

• Where the scene is located

• When it occurs in the sequence

• Why the action is happening

Step 2: Option Comparison

• Consistency in the answers to who, what, where, when,
and why

• Whether any option introduces unjustified shifts or
contradictions

3.2.4. LINGUISTIC CUE FRAMEWORKS

The ability to interpret linguistic cues is critical for effective
reasoning (Durkin, 1993; National Reading Panel, 2000).
Cues such as transition words and prepositions signal tem-
poral, spatial, and causal relationships that support common
sense understanding. To target these cues, we designed
three prompt templates, each based on a different type of
linguistic signal:

Transition Words: Prompts included the top 10 most com-
mon transition words that emphasize temporal order
and cause-and-effect relationships, such as First, Next,
However, and Because.

Prepositions: Prompts focused on the top 10 most common
prepositions that show spatial or temporal relationships,
like Behind, Next to, During, and By.

Transitions and Prepositions: Prompts included both the
transition words and prepositions together to test if
using both improves model reasoning.

Examples of the exact prompts used are provided in Ap-
pendix B.

3.3. Evaluation Metrics

To evaluate the reliability of different prompting strategies,
we use two complementary metrics: accuracy and consis-
tency. Together, these metrics provide a comprehensive view
of reliability, capturing both how often a strategy succeeds
and how consistently it does so.

Accuracy is measured as the proportion of correctly an-
swered questions, and we report statistical significance us-
ing p-values to assess whether the strategies meaningfully
improve over the baseline. We show via permutation tests
that the results are significant at the 5% level, indicating
most strategies are effective in improving commonsense
reasoning.

Consistency is assessed through the standard deviation of
accuracy scores across trials. A lower standard deviation in-
dicates more stable performance, implying that the strategy
produces reliable results across runs.

Both consistency and accuracy are critical for evaluating
reliability and robustness.

4. Results and Analysis
4.1. Evaluating Accuracy

We evaluated the performance of various cognitive-based
prompting strategies across zero-shot and few-shot settings,
comparing them to multiple baselines. All proposed zero-
shot reasoning strategies show an increase in accuracy, as
seen in Figure 1. At a 5% significance level for the permuta-
tion test, all zero-shot strategies, except 5Ws and transition
words, outperform the GPT-3.5 Turbo baseline as seen in
Table 1. These findings suggest that prompting strategies
grounded in psychology have potential towards excelling in
tasks requiring complex or commonsense reasoning.

Moreover, the zero-shot versions of METAL, thematic flow,
and POELO statistically outperform CoT zero-shot bench-
marks, additionally demonstrating how cognitive-based
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Figure 1. Average accuracy of cognitive-based strategies with zero-
shot prompting in ascending order. Dashed lines represent bench-
mark accuracies.

Figure 2. Average accuracy of cognitive-based strategies with few-
shot prompting in ascending order. Dashed lines represent bench-
mark accuracies.

Table 1. Permutation test p-values for all prompting strategies relative to selected evaluation benchmarks. Lower values indicate stronger
evidence of significance. The strategies are METAL, thematic flow (TF), transition words, prepositions, transitions and prepositions (T &
P), RNRRR, POELO, and 5W.

Prompting Strategy METAL TF Transition Prepositions T & P RNRRR POELO 5W

Zero-shot (vs. Baseline) 0.0040 0.0040 0.1587 0.0040 0.0159 0.0079 0.0040 0.1349
Few-shot (vs. Baseline) 0.0040 0.0040 0.0040 0.0040 0.0040 0.0040 0.0040 0.0040
Zero-shot (vs. CoT Zero-shot) 0.0040 0.0040 0.8770 0.0992 0.5675 0.0675 0.0198 0.9365
Few-shot (vs. CoT Zero-shot) 0.0040 0.0040 0.0238 0.0119 0.0040 0.0040 0.0040 0.0079
Few-shot (vs. CoT Few-shot) 0.0040 0.0040 1.0000 1.0000 0.7738 0.0040 0.0238 1.0000

frameworks can outperform established reasoning strategies.
While thematic flow and METAL stand out in zero-shot
settings, they do not surpass the CoT few-shot benchmark,
likely due to the absence of explicit examples that show the
intended output.

All proposed few-shot reasoning strategies show statistically
significant accuracy improvements over both the GPT-3.5
Turbo baseline and the zero-shot CoT benchmark, as con-
firmed by permutation testing at the 5% significance level
as illustrated in Table 1 and Figure 2. This aligns with
expectations given the advantages of few-shot prompting.

Additionally, RNRRR, METAL, POELO and thematic flow,
beat the CoT with few-shot benchmark at a 5% significance
level. Of these, all but POELO also beat the reasoning GPT-
o4-mini model, showing that metacognitive-based prompt-
ing and narrative-based prompting perform best. It can
allow GPT-3.5 Turbo to outperform established reasoning
models and other established reasoning prompting methods.
These cognitive-based frameworks allow GPT-3.5 Turbo to
perform better than GPT-o4-mini reasoning.

We also observe a broader trend where few-shot variants of
cognitive-inspired strategies consistently outperform their
zero-shot counterparts, underscoring the benefits of com-
bining cognitive frameworks with example-based prompt-
ing. Metacognitive and narrative strategies in particular,
such as RNRRR’s self-regulation loop, METAL’s integra-
tion of metacognitive and strategic reasoning, and Thematic
Flow’s emphasis on coherence, achieve higher accuracy than
linguistically-oriented strategies, reinforcing their value for
reliable language model reasoning.

See Appendix A for additional results.

4.2. Evaluating Consistency

We evaluate consistency using the standard deviation of
accuracy scores. Lower standard deviation indicates re-
duced variability and more reliable performance across runs.
While a model may perform well on average, high variability
can undermine trust, especially in high-stakes contexts.

As illustrated in Figure 3, all cognitively-inspired strategies
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Figure 3. Standard deviation of accuracy scores few-shot (blue)
and zero-shot (orange) cognitive-based strategies. Dashed lines
represent benchmark standard deviations.

have lower standard deviation than GPT-3.5 Turbo CoT with
zero-shot prompting. With the exception of the Transition
Words framework, all strategies also achieve greater con-
sistency than GPT-3.5 baseline prompt and few-shot CoT
benchmark.

The higher standard deviation observed in the Transition
Words framework may reflect limitations in the clarity of the
linguistic signals provided. The METAL framework stands
out as particularly stable, achieving the lowest standard devi-
ation across few-shot and zero-shot prompting models. One
explanation is that structured metacognition reduces vari-
ability, as think-aloud and evaluation steps anchor reasoning,
and implicit error correction occurs.

4.3. Evaluating Accuracy and Consistency Together

While accuracy and consistency were analyzed separately
previously, examining them together provides a more com-
prehensive assessment of reliability.

We see that few-shot variants of METAL, Thematic Flow,
RNRRR, and POELO consistently outperform GPT-3.5
benchmarks, achieving both higher accuracy and consis-
tency as seen in Figure 4. METAL stands out for its excep-
tional consistency, especially in few-shot settings. Although
few-shot RNRRR’s variance is slightly higher than few-shot
METAL’s variance, its accuracy gain is nearly quadruple
that margin. This trade-off suggests that the improvement
in accuracy outweighs the reduction in consistency, posi-

Figure 4. Average accuracy versus variance of prompting strategies
under few-shot (blue) and zero-shot (orange) conditions. Bench-
marks are shown as green stars.

tioning RNRRR with few-shot as the most effective overall
cognitive-inspired strategy we tested.

Together, these findings highlight that cognitively grounded
prompting strategies not only improve performance but also
enhance consistency, reinforcing their value for reliable
language model reasoning.

5. Conclusion
Our findings underscore that cognitive-based prompting
strategies offer a powerful way to enhance the reliability of
LLMs by improving both the accuracy and consistency of
their responses in complex logical and commonsense reason-
ing tasks. Notably, metacognitive-based prompting frame-
works like METAL and RNRRR boost model performance
and show consistency across responses, which is a key met-
ric for dependable behavior. Our study was constrained
by the available resources, which limited the scope of our
analysis to a subset of the HellaSwag dataset. This work
opens several avenues for extension. One direction is evalu-
ating whether the proposed prompting strategies generalize
across a wider range of reasoning benchmarks. Another
is exploring combinations of prompting frameworks, in-
cluding integrating our approach with established strategies
such as retrieval-augmented generation and self-consistency.
Additionally, future research could examine multi-agent
paradigms. Ultimately, cognitive-based prompting strate-
gies offer a promising path toward developing AI systems
that are not only more capable but also more reliable and
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aligned with principles of responsible AI.

Impact Statement
This work aims to advance the field of Machine Learning
by introducing structured, cognitively-inspired prompting
strategies that enhance the overall reliability of LLMs. By
enhancing performance on commonsense reasoning tasks
and promoting stable outputs across trials, these strategies
become especially valuable in high-stakes domains such as
education, law, and clinical decision support, where accu-
racy and consistency are essential. In this way, our approach
helps mitigate key risks in foundation models, such as hal-
lucinations. Additionally, the structured nature of these
prompts improves the interpretability of model outputs, con-
tributing to the development of more reliable, robust, and
responsible language models.

However, as with any prompting method, the potential
for hallucinations and incorrect reasoning remains. It is
therefore critical that users remain aware of these limita-
tions. We encourage continued exploration and refinement
of cognitive-inspired prompting strategies, with an emphasis
on improving their reliability, transparency, and integration
into broader frameworks for the safe and responsible de-
ployment of language models in real-world applications.
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A. Additional Results

Table 2. P-values and observed differences for prompting strategies relative to different evaluation baselines. Lower p-values indicate
stronger statistical evidence that performance differs from the compared baseline. The strategies are METAL, thematic flow (TF),
transition words, prepositions, transitions and prepositions (T & P), RNRRR, POELO, and 5W.

Prompting Strategy METAL TF Transition Prepositions T & P RNRRR POELO 5W

P-values

Zero-shot (vs. Baseline) 0.0040 0.0040 0.1587 0.0040 0.0159 0.0079 0.0040 0.1349
Few-shot (vs. Baseline) 0.0040 0.0040 0.0040 0.0040 0.0040 0.0040 0.0040 0.0040
Zero-shot (vs. CoT Zero-shot) 0.0040 0.0040 0.8770 0.0992 0.5675 0.0675 0.0198 0.9365
Few-shot (vs. CoT Zero-shot) 0.0040 0.0040 0.0238 0.0119 0.0040 0.0040 0.0040 0.0079
Zero-shot (vs. CoT Few-shot) 0.9921 0.9603 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Few-shot (vs. CoT Few-shot) 0.0040 0.0040 1.0000 1.0000 0.7738 0.0040 0.0238 1.0000

Observed differences

Zero-shot (vs. Baseline) 0.0931 0.1002 0.0129 0.0478 0.0280 0.0524 0.0656 0.0105
Few-shot (vs. Baseline) 0.1560 0.1503 0.0631 0.0739 0.1109 0.1658 0.1425 0.0826
Zero-shot (vs. CoT Zero-shot) 0.0631 0.0703 -0.0170 0.0180 -0.0019 0.0225 0.0357 -0.0195
Few-shot (vs. CoT Zero-shot) 0.1261 0.1204 0.0332 0.0440 0.0810 0.1360 0.1126 0.0527
Zero-shot (vs. CoT Few-shot) -0.0246 -0.0174 -0.1048 -0.0698 -0.0896 -0.0652 -0.0520 -0.1071
Few-shot (vs. CoT Few-shot) 0.0384 0.0327 -0.0545 -0.0437 -0.0067 0.0482 0.0249 -0.0351
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B. Specific Prompts Used

Figure 5. METAL prompt example.

Figure 6. RNRRR prompt example.

Figure 7. POELO prompt example.
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Figure 8. Thematic Flow prompt example.

Figure 9. 5W prompt example.
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Figure 10. Transition words prompt example.

Figure 11. Prepositions prompt example.

Figure 12. Transition and Prepositions prompt example.
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C. Few-shot Prompting Example

Figure 13. Example of a demonstration question included in the METAL prompt to guide few-shot LLM reasoning.
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D. Example Response

Figure 14. Example of a prompt given to the LLM and its 5W reasoning-based response.
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