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ABSTRACT

Continual learning, which aims to incrementally accumulate knowl-
edge, has been an increasingly significant but challenging research
topic for deep models that are prone to catastrophic forgetting. In
this paper, we propose a novel replay-based continual learning ap-
proach in the context of class-incremental learning in acoustic scene
classification, to classify audio recordings into an expanding set of
classes that characterize the acoustic scenes. Our approach is im-
proving both the modeling and memory selection mechanism via
mutual information optimization in continual learning. By regarding
incremental classes of acoustic scenes as different tasks, our model is
expected to learn both task-agnostic and task-specific knowledge by
replaying representative and informative samples. This optimization
also enables the model to utilize past knowledge effectively and learn
from new information during continual learning. We demonstrate
that our approach has a superior performance compared to existing
methods on multiple datasets and continual learning evaluation met-
rics.

Index Terms— Continual learning, acoustic scene classification

1. INTRODUCTION

Acoustic scene classification (ASC) refers to the ability of humans
or machines to recognize an environmental sound in a set of acous-
tic scene classes [1]. Even though the performance of deep neu-
ral network-based models has outperformed humans on this specific
task [2], the success of existing ASC models has mostly relied on
training with a large fixed set of data and pre-defined acoustic scene
classes [1,3,4]. In contrast, humans are intrinsically capable of learn-
ing from streams of data with unseen classes, so that they can adapt
themselves to the complex environment and evolve their knowledge
in a lifelong manner [5]. Such an ability is referred to as contin-
ual learning, which is nontrivial for artificial intelligent systems and
machine learning models.

The objective of continual learning is to address catastrophic for-
getting [6], which means the tendency of models to abruptly erase
past knowledge while learning new tasks. By a) introducing reg-
ularization terms to the loss functions [6, 7], b) separately learning
task-specific knowledge with different modules of parameters [8,9],
or c) recovering the past data distribution by storing and replaying
the memory [10–13], continual learning approaches have shown a
strong performance in the scenario of dynamic data distributions.
Under this practical setting, non-stationary data and tasks arrive in
sequential order, but the model has limited or no access to the previ-
ous data that it has learned from [14].

From the perspective of human perception, recognizing an un-
seen acoustic scene can be regarded as an ensemble of background
noises and sound events [15]. Then humans can associate new sound
categories with specific acoustic scenes based on their extensive life

experiences. Furthermore, Hendrickso et al. [16] showed that the
perception of acoustic scenes in human brains is organized in terms
of a general feature match between sounds and the referents in their
memory. Therefore, we base our ASC model on the replay-based
continual learning approaches, which save a small subset of past data
into a memory buffer and replay samples of the memory when it en-
counters new tasks in the subsequent training process.

Specifically, in this work, we focus on the underexplored do-
main of continual learning in acoustic scene classification, and pro-
pose to improve both the training process and the memory selection
procedure in our ASC model from the perspective of mutual infor-
mation (MI) optimization. MI quantifies the amount of information
between two variables, and has been proven to be helpful in repre-
sentation learning from an information-theoretic view [17–21]. We
base the optimization of MI on an architecture with a feature extrac-
tor followed by a classifier. Since feature extraction is to disentangle
many distinct but informative factors from the data [22], we would
like the feature extractor to learn generalized representations of the
input audio that is agnostic to acoustic scene classes. Meanwhile,
we would like the classifier to learn to map the extracted representa-
tions to correct classes. This paper demonstrates that mutual infor-
mation can help the feature extractor learn task-agnostic knowledge,
while helping the classifier learn task-specific knowledge. For the
feature extractor part, we first present that it is theoretically sound
to learn task-agnostic knowledge by maximizing the MI between the
feature representations of the original input and an augmented acous-
tic scene of the same input. For the classifier part, we show that by
selecting the memory samples with a combination of surprise and
learnability criteria, the samples are expected to be both representa-
tive and informative to boost the continual learning performance of
the ASC model. We evaluate our method on multiple datasets and
continual learning metrics, showing that it can not only decrease the
forgetting effect by learning task-specific knowledge, but improve
the generalizability of the model by learning task-agnostic knowl-
edge as well.

2. RELATED WORK

Replay-based, or rehearsal-based approaches, are a family of con-
tinual learning methods by providing old samples to approximate
the past data distribution, with the price of a small-size memory
buffer [10–13, 23–25]. To retrieve effective samples from the buffer
to benefit the continual learning paradigm, various selection strate-
gies have been investigated. Given a memory buffer with a fixed
size, other than naively saving and replacing samples in the mem-
ory with an equal probability, reservoir sampling has been applied
to compute how likely a sample is to be saved before the total size
of a single pass of data is known [23]. Rebuffi et al. [24] prioritized
the memory selection based on a herding mechanism, which favors
selecting the samples whose features are the closest to the center of
their class. Gradient-based sample selection (GSS) methods aim to



increase the diversity of the samples in the memory by computing
the cosine similarity of each sample with other random samples in
the buffer through their gradients [25]. GSS methods are generally
computationally costly because of the gradient computation.

Although most existing research on continual learning is con-
centrated on the domain of computer vision and reinforcement learn-
ing [6, 10, 11], there has also been a growing body of work starting
to explore its application to speech-related tasks. Meanwhile, most
of them are based on replaying approaches. Yang et al. [26] ap-
plied a gradient-based method to store an episodic memory in au-
tomatic speech recognition (ASR) where there are no explicit task
boundaries. Xiao et al. [27] proposed to update the memory by
selecting the samples based on the uncertainty of the sample em-
beddings through the inference of the ASC model. Cappellazzo et
al. [28] introduced knowledge distillation in both the feature embed-
ding space and the prediction space of spoken language understand-
ing (SLU) models with a rehearsal memory. Our work differs from
the replay-based methods described above by optimizing the model-
ing and memory selection for ASC in terms of MI.

There have also been some other algorithms trying to improve
the continual learning performances from an information-theoretic
perspective. Sun et al. [29] proposed to combine both surprise and
learnability as an online memory selection criterion, such that the se-
lected samples can be informative and avoid outliers. Guo et al. [30]
provided a mutual information maximization method to encourage
the online continual learning system to learn a holistic representa-
tion. Shi et al. [31] tried to preserve the information gain on model
parameters by updating the parameters at a bit level, such that the
loss of information gain can be reduced. Unlike prior work, our
method shows that the optimization of mutual information can a)
learn task-agnostic knowledge through augmented acoustic scenes
and b) learn task-specific knowledge by selecting representative and
informative samples from the memory buffer.

3. METHOD

3.1. Problem Statement

We follow the setting of class-incremental learning (CIL), where
new classes of acoustic scenes keep appearing in continuous streams
of data. Compared to another category of continual learning, i.e.,
task-incremental learning (TIL), CIL does not have access to task
identities during inference time. Therefore, its objective is to build a
holistic classifier among all of the seen classes by making use of the
label information only.

In our context, a task is defined by a set of train and test data that
follows a similar distribution, and in practice, it usually refers to a
new set of data that contains data in different classes. For example,
one task may consist of acoustic scenes from various vehicles, and
another task may include sound events from animals. Consider we
have the data streams X = {Xt}Tt=1 and its corresponding labels
{Y gt

t }Tt=1, where Xt indicates the data at task t and T is the total
number of tasks. Note that Y gt

ti
∩ Y gt

tj
= ∅ for all ti ̸= tj under this

setting. For the modeling, we use an architecture of a feature extrac-
tor Φ and a classifier Θ, where the output of the feature extractor is
Φ(X) = Z, which is the feature representation of X and also the
input of the classifier such that Θ(Z) = Y , where Y indicates the
predicted logits.

At the end of each task t, we inject samples of the input Xt into a
memory buffer with a fixed size M , and the memory will be used to
select samples for the purpose of replay when the model is learning
on subsequent tasks. We will demonstrate the comparison between
different sample selection strategies in Section 4.

3.2. Augmented Acoustic Scenes

Our mutual information optimization relies on the comparisons be-
tween different augmented representations of acoustic scenes, which
are also called pseudo-labeled samples. In MI estimation, the aug-
mentations of the same input will be regarded as positive pairs, while
those of different inputs are taken as negative pairs, such that the
dependency between positive pairs will be maximized and that be-
tween negative pairs will be minimized [17]. Following the notations
in Section 3.1, we will denote Z as the feature representation of the
original input X , and Z′ as the encoded feature of an augmentation
of input X ′.

In this work, we simulate the pseudo-labeled samples through
different augmentation methods. More specifically, we choose to
add Gaussian noise, apply band-stop filtering, or invert along the
time axis to perform multiple types of augmentations.

3.3. Modeling and Memory Selection via Mutual Information
Optimization

By employing an arbitrary model architecture of a feature extractor
followed by a classifier, we show that our mutual information opti-
mization can be applied to both modules of the model. We would
like the feature extractor Φ to learn task-agnostic knowledge to pro-
duce effective latent representations of the input audio, while the
classifier Θ to learn task-specific knowledge to map the learned rep-
resentations to specific acoustic scene classes.
Feature extractor part. To let the feature extractor learn task-
agnostic knowledge, we need to guarantee that the encoded repre-
sentations preserve sufficient information from the original inputs
regardless of their classes. Therefore, we will want to maximize the
MI between X and Z, so that Z will preserve generic information
from X in the modeling of the feature extractor. To better estimate
the MI, we have augmented acoustic scenes X ′ and its correspond-
ing latent representation Z′ described in Section 3.2. Assuming that
Z and Z′ are conditional independent given data X , we have

I(X;Z) = H(Z)−H(Z|X)

= H(Z)−H(Z|X,Z′)

≥ H(Z)−H(Z|Z′) = I(Z;Z′)

(1)

where I(·, ·) indicates the mutual information between two variables
and H(·) denotes the Shannon entropy or conditional entropy given
another random variable. We use the property of conditional inde-
pendence from Line 1 to Line 2, and the definition of conditional
entropy from Line 2 to Line 3. Therefore, we have I(X;Z) ≥
I(Z;Z′) from Eq. 1, which means that maximizing the MI between
Z and Z′ is equivalent to maximizing the lower bound of the MI
between input X and the encoded features Z.

Taking a further step, as from [17], the mutual information be-
tween Z and its augmentation Z′ can be estimated through the In-
foNCE (NCE stands for noise-contrastive estimation) loss as the
lower bound, i.e.,

I(Z,Z′) ≥ logN +
1

N

N∑
i=1

log
(f(zi, z

′
i)/τ)∑N

j=1(f(zi, z
′
j)/τ)︸ ︷︷ ︸

≜LNCE(Z,Z′)

(2)

where zi is the representation of an individual sample in the batch.
zi and z′i are regarded as positive sample pairs since they originated
from the same sample xi, and all other z′js in the batch where i ̸= j
are regarded as negative pairs. f denotes the exponential of simi-
larity function and τ is the temperature. N is the batch size of the



samples, and when it becomes larger, I(Z,Z′) will close its gap to
the lower bound. Therefore, I(Z,Z′) is lower bounded by the In-
foNCE loss and we will use the second term on the right-hand side
as the approximation of MI in our implementations. Overall, in ad-
dition to the task supervision loss, we add the MI estimation to the
objective function to train the model as

Ltotal = LCE(Θ(Φ(X)), Y ) + λLNCE(Z,Z
′) (3)

where LCE(·, ·) denotes the cross entropy loss between the predicted
and the ground-truth logits, and λ is the hyperparameter.
Classifier part. The classifier takes the latent representation Z as
input and predicts the logits Y . In contrast to the feature extractor
where the primary goal is to capture task-agnostic features, since we
would like the classifier to learn task-specific knowledge, we need to
wisely select the samples from the memory, such that they can not
only bring extra information but also make sure the new informa-
tion can be learned by the model. Two criteria, surprise and learn-
ability, can be formalized by measuring the predictive distribution
of the new sample with respect to those in the memory to decide
its usefulness [29]. In our work, we measure the information car-
ried by memory samples by estimating the MI between the encoded
representation Z and the predicted logits Y . In this case, it differs
from the original InfoNCE loss with additional information Y . Since
we would like to train the classifier to learn task-specific knowledge
given the label information, we use Y additionally to determine pos-
itive and negative sample pairs. If we further incorporate the label
information Y into Eq. 2, for each sample feature zi, we consider
zk as positively paired sample for all yk = yi. In other words, sam-
ples with the same predicted labels with respect to sample i will be
constructed as positive pairs. Meanwhile, all pairs of the original
and augmented representations zk and z′k, along with the augmented
representation z′i, are regarded as positive pairs with respect to zi,
while others are taken as negative pairs, i.e.,

LNCE(Z, {Z′}, Y )

=
1

N

N∑
i=1

[
1

N∑
k=1

1(yk = yi)

∑
yk=yi

(
∑

ẑi∈Szi

log(f(zi, ẑi)/τ)

− log

N∑
j=1

(
∑

ẑj∈Szj

f(zj , ẑj)/τ))]

(4)

where Szi indicates the set of all of the original and augmented views
of the sample zk that has the same label with zi, along with the aug-
mented view of itself z′i. The 1(·) function returns 1 if the condi-
tion is true and 0 otherwise. Note that here we use the notations
of sets, {Z′}, to indicate that more than one type of augmentation
techniques can be considered.

When we are selecting from the memory at task t, we would like
to select the samples that are both representative and informative. It
not only needs to carry new information to the existing model, but
also should have a high learnability instead of becoming an outlier.
To achieve this, we assign a score to the samples and select the sam-
ples with the highest scores as

scoret(Y,Z) = −LNCE(Zt−1, {Z′
t−1}, Yt−1)

+ LNCE(Zt, {Z′
t}, Yt)

(5)

The first term on the right-hand side of Eq. 5 indicates that we
would like to be more likely to select samples that minimize the mu-
tual information between Z and Z′, given the class logits by the
previous model at task t − 1. In other words, the samples that are

Method Memory
Size

Acc ↑ BWT ↑ FWT ↑

fine-tune - 20.4 -56.0 0.0

Random
0.2k 42.8 -28.5 49.8
0.5k 49.8 -27.8 54.3
1k 52.6 -27.0 59.2

Herding [24]
0.2k 51.6 -26.9 56.0
0.5k 54.3 -26.3 63.3
1k 56.2 -24.8 65.2

GSS [25]
0.2k 51.9 -25.3 56.5
0.5k 54.6 -25.8 62.9
1k 56.1 -24.6 63.7

Uncertainty [27]
0.2k 55.9 -24.5 63.8
0.5k 57.6 -23.7 67.5
1k 58.9 -22.8 69.0

MIO (Ours)
0.2k 58.0 -23.5 64.7
0.5k 60.7 -22.9 69.1
1k 64.1 -22.5 74.8

Table 1. Results for continual learning on TAU Urban Acoustic
Scenes with different memory selection methods and sizes.

more surprising to the model are favored. Similarly, the second term
indicates that the samples with higher learnability are more probably
to be sampled, since they maximize the MI between Z and Z′ given
Y by the current model, which aligns with our objective function. In
this way, we will be more likely to select samples that are both rep-
resentative and informative, so that the model can effectively recall
past knowledge and learn from new information at the same time.

4. EXPERIMENTS

4.1. Datasets

We use the TAU Urban Acoustic Scenes 2022 [32] and Environmen-
tal Sound Classification (ESC)-50 [33] as our datasets. TAU Urban
Acoustic Scenes consists of 10 classes of acoustic scenes in total,
with around 1,000 samples for each class. Its acoustic scene classes
are mainly about transportation and city noises. ESC-50 is a smaller
dataset that is made up of 5-second-long recordings in 50 seman-
tical classes, with 40 samples for each class. This dataset mainly
covers the sounds from animals, humans and daily activities, etc.
The diversity of these datasets helps us validate the effectiveness of
our continual learning methods under different settings. For the task
splitting, as described in Section 3.1, we split the 10 or 50 classes
in the two datasets into 5 sequential tasks {Xt, Y

gt
t }5t=1. Each task

contains 2 or 10 different classes respectively.

4.2. Baselines

We evaluate the continual learning performance of acoustic scene
classification with multiple baseline approaches together with our
proposed method as in Tables 1 and 2. Fine-tune means the of-
fline training without any continual learning approaches performed,
which is the lower bound of our performance. Random is to ran-
domly select samples from the memory with an equal probability.
Herding indicates herding the embeddings of samples and selects
those who are closest to the center of their corresponding class [24].
GSS refers to gradient-based sample selection, which aims to max-
imize the diversity of the gradients of the samples in the memory
buffer [25]. Uncertainty calculates the uncertainty score of each
sample based on the prototypes from the herding method, and selects



Method Memory
Size

Acc ↑ BWT ↑ FWT ↑

fine-tune - 19.1 -58.7 0.0

Random
0.2k 22.5 -52.5 26.6
0.5k 24.6 -49.7 27.3
1k 26.2 -47.6 29.7

Herding [24]
0.2k 47.5 -30.8 49.3
0.5k 49.3 -28.7 50.6
1k 50.8 -27.9 52.2

GSS [25]
0.2k 48.8 -30.3 49.8
0.5k 49.6 -29.3 50.8
1k 50.3 -28.2 51.9

Uncertainty [27]
0.2k 50.9 -28.9 51.6
0.5k 51.8 -27.6 53.1
1k 52.9 -27.1 53.9

MIO (Ours)
0.2k 52.1 -28.5 53.4
0.5k 53.7 -27.4 55.9
1k 55.3 -26.5 57.3

Table 2. Results for continual learning on Environmental Sound
Classification-50 dataset with different memory selection methods
and memory sizes.

the samples that the model is less confident of [27]. We will com-
pare the performance of our proposed method with these baselines
as different memory selection mechanisms in replay-based continual
learning methods.

4.3. Experimental Setups

For our feature extractor, we use a Temporal Convolutional Network
(TCN) [34] as the feature extractor and a linear layer as the classifier.
The feature extractor takes in the log-Mel spectrogram of the audio
input, computed by a Hanning window with the window length of
25ms and the hop length of 10ms. The latent representation Z is
represented as 100-dim embedding vectors, which are used to com-
pute the scoring function to sample from the memory. We train the
model for 50 epochs for each task with an Adam optimizer and an
initial learning rate of 0.0005. We use the temperature τ = 1.0 for
all the experiments.

4.4. Evaluation Metrics

Aside from average classification accuracy (Acc), we use backward
transfer (BWT) and forward transfer (FWT) as the evaluation met-
rics [35] to show that our method helps not only learn task-agnostic
knowledge, but also preserve the task-specific knowledge. BWT
measures the influence of learning task t on the accuracies of all
previous tasks i < t. The calculation of BWT at task t is defined as

BWTt =
2

t(t− 1)

t∑
i=2

i−1∑
j=1

(at,i − ai,i), t ∈ {2, · · · , T}

where ai,j denotes the accuracy of task j after learning task i. On
the contrary, FWT measures the generalizability of the model by
computing the influence of learning task t on the accuracies of future
tasks. From [10], we have

FWTt =
1

t− 1

t∑
i=2

(ai−1,i − āi), t ∈ {2, · · · , T}

where āi indicates the test accuracy at task i with random initializa-
tion. Overall, a higher BWT score means a smaller forgetting effect

of the model on past task-specific knowledge, while a higher FWT
score means a higher generalizability of the model on task-agnostic
knowledge to benefit unseen tasks.

4.5. Results and Discussion

The experimental results on the TAU Urban Acoustic Scene dataset
are shown in Table 1. The row of fine-tune suffers from catastrophic
forgetting, and its accuracy is close to a random guess since we have
5 tasks in total. It is the lower bound of our continual learning perfor-
mances. For the rest of the rows, we can observe that our proposed
mutual information optimization (MIO) method achieves the high-
est score of Acc, BWT, FWT than other memory selection methods,
which indicates that it can not only retain the task-specific knowl-
edge in the past, but generalize the task-agnostic knowledge to future
unseen classes as well. Another observation is that our method bene-
fits more from a larger memory size, with a higher performance gain
from a smaller memory size to a larger one. This intuition aligns well
with the property of the estimates of mutual information in Eq. 2,
where the estimated MI approaches its lower bound when the num-
ber of samples N becomes larger.

Fig. 1. Average Acc (%) over tasks in sequential order for different
methods. The accuracies are calculated on the test sets of the seen
tasks so far.

Table 2 presents the results on the ESC-50 dataset with the same
set of evaluation metrics. Overall, we can observe a similar tendency
with the results in Table 1, except that the accuracies become lower
because there are 50 classes in total and less number of samples per
class. We also plot the change of the accuracies over the sequential
tasks in Figure 1. From the figure, we can observe that our method
has the least forgetting effect with a smaller decrease in accuracy.
In contrast, fine-tuning has the largest drop with accuracy close to
1
t
, where t is the number of tasks that the model has experienced.

It is noteworthy that from task 2 to task 3, some continual learning
methods have an increased accuracy instead of a decreasing one. We
speculate that this phenomenon is due to the shared properties of the
acoustic scene classes that these tasks consist of.

5. CONCLUSION

This paper presents a replay-based continual learning approach in
the acoustic scene classification task with mutual information esti-
mation. We propose to optimize different levels of the model to learn
task-agnostic and task-specific knowledge from the perspective of
mutual information, and select samples from the memory buffer that
are both representative and informative. We demonstrate that our
proposed method outperforms other continual learning algorithms
by both a lower forgetting effect and higher generalizability.
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