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Figure 1: The proposed ReCon-GS framework for streamable dynamic scene reconstruction achieves
superior rendering qualty with substantially reduced storage. The left figures show the high-quality
rendering results of ReCon-GS in a streaming fashion. The right figure is the performance comparison
with previous SOTA [11 2, 3, 4] 5 [6], where the radius of circle corresponds to the rendering speed.

Abstract

Online free-viewpoint video (FVV) reconstruction is challenged by slow per-frame
optimization, inconsistent motion estimation, and unsustainable storage demands.
To address these challenges, we propose the Reconfigurable Continuum Gaussian
Stream, dubbed ReCon-GS, a novel storage-aware framework that enables high-
fidelity online dynamic scene reconstruction and real-time rendering. Specifically,
we dynamically allocate multi-level Anchor Gaussians in a density-adaptive fash-
ion to capture inter-frame geometric deformations, thereby decomposing scene
motion into compact coarse-to-fine representations. Then, we design a dynamic
hierarchy reconfiguration strategy that preserves localized motion expressiveness
through on-demand anchor re-hierarchization, while ensuring temporal consis-
tency through intra-hierarchical deformation inheritance that confines transfor-
mation priors to their respective hierarchy levels. Furthermore, we introduce a
storage-aware optimization mechanism that flexibly adjusts the density of An-
chor Gaussians at different hierarchy levels, enabling a controllable trade-off
between reconstruction fidelity and memory usage. Extensive experiments on
three widely used datasets demonstrate that, compared to state-of-the-art meth-
ods, ReCon-GS improves training efficiency by approximately 15% and achieves
superior FVV synthesis quality with enhanced robustness and stability. More-
over, at equivalent rendering quality, ReCon-GS slashes memory requirements
by over 50% compared to leading state-of-the-art methods. Code is avaliable at:
https://github.com/jyfu-vcl/ReCon-GS/.
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1 Introduction

Free-viewpoint Video (FVV) reconstruction has emerged as a cornerstone of next-generation immer-
sive media systems, driven by the escalating demands of XR, AR, and VR applications. While this
technology enables dynamic scene exploration from arbitrary viewpoints, its inherent spatiotemporal
complexity poses persistent challenges in balancing real-time performance with reconstruction ac-
curacy. Offline approaches [7, 1} 8 9], though capable of high-quality reconstruction, fail to meet
the low-latency requirements of real-time applications such as streaming media and immersive live
broadcasting. To address this limitation, recent methods [[10} |6] adopt streaming reconstruction
frameworks that progressively model inter-frame deformation for frame-by-frame reconstruction.

Despite these advancements, critical bottlenecks persist in achieving practical real-time FVV re-
construction. First, current streaming 3D Gaussian splatting methods incur redundant storage due
to deformation fields, primarily attributed to the fundamental incompatibility between the uniform
spatial motion encoding strategy of Gaussian primitives and the inherent hierarchical characteristics
of physical motion. This mismatch leads to inaccurate and inefficient deformation modeling for
dominant macroscopic motions, triggering redundant deformation parameter storage and severe error
accumulation issues. While some approaches [11} [12]] mitigate error accumulation in streaming
motion modeling by introducing auxiliary mechanisms (e.g., optical flow estimation networks), such
solutions inevitably increase training costs and significantly compromise practical applicability. Fur-
thermore, Industrial deployment necessitates dynamically balancing storage efficiency and fidelity to
accommodate fluctuating resources. However, existing frameworks employ static strategies, thereby
lacking the flexibility necessary for practical deployment.

To address the aforementioned challenges, we propose the Reconfigurable Continuum Gaussian
Stream, referred to as ReCon-GS, a novel streaming framework that jointly optimizes rendering
fidelity and storage adaptability. Our method introduces Adaptive Hierarchical Motion Representation,
an anchor-driven multi-scale motion encoding paradigm that dynamically allocates Anchor Gaussians
through grid-based farthest point sampling to decompose scene dynamics into coarse-to-fine motion
structures. This paradigm ensures alignment between Anchor Gaussian distributions and spatial
geometric features. Deformation parameters are propagated to clustered General Gaussians via
hierarchical mechanisms, enabling effective multi-scale rigid motion representation with minimal
storage requirements. Then, ReCon-GS implements a Dynamic Hierarchy Reconfiguration strategy
to resolve the degradation of local motion representation caused by Anchor Gaussian drift during
spatial deformation. Specifically, within each hierarchy level, we perform trajectory matching of
Anchor Gaussians across frames to track their movement throughout the sequence, while constraining
deformation field propagation to operate exclusively within these matched trajectories. Reorganized
anchors inherit deformation priors only from their original predecessors at the same hierarchy level,
thereby preserving both motion inheritance granularity and temporal motion coherence. Consequently,
leveraging these architectural innovations, we reformulate 4D reconstruction as a storage-aware
fidelity optimization problem, achieving paradigm-level advancements analogous to rate-distortion
optimization theory. This enables dynamic balance between memory efficiency and rendering quality
according to application demands without compromising real-time performance, as our framework
adaptively adjusts the density of Anchor Gaussians at different hierarchy levels based on scene
complexity.

Extensive experiments validate our framework’s efficacy across diverse scenarios, demonstrating that
ReCon-GS achieves compact yet high-fidelity reconstruction under varying motion patterns while
outperforming state-of-the-art streaming methods in three well-known datasets. Our key contributions
are summarized as follows:

* We propose Adaptive Hierarchical Motion Representation, an anchor-driven multi-scale
motion encoding paradigm that adaptively align Anchor Gaussians with scene geometry to
decompose scene dynamics into coarse-to-fine structures, achieving an efficient yet compact
motion representation.

* We design a Dynamic Hierarchy Reconfiguration strategy to address anchor drift-induced
motion degradation, combining re-hierarchization with intra-level deformation inheritance
to propagate priors exclusively within original hierarchy layers, eliminating cross-layer
interference while preserving motion fidelity.

» Comprehensive experiments across multiple datasets validate ReCon-GS’s superiority over
state-of-the-art streaming methods. Our framework achieves superior performance with 15%



faster training convergence while reducing storage requirements by over 50% at equivalent
rendering quality. Even under constrained storage budgets, ReCon-GS maintains significant
rendering quality improvements, demonstrating robust practical efficacy.

2 Related Work

2.1 3D Gaussian Splatting for Static Scenes

With the rise of novel view synthesis (NVS) tasks, 3D Gaussian Splatting (3DGS) [[13]] has gradually
replaced Neural Radiance Fields (NeRF)-based methods [14, [15} [16l 17, [18] as the mainstream
approach for static scene reconstruction due to its high rendering quality and fast training speed.
However, its massive storage requirements significantly hinder the practical application of 3DGS. Con-
sequently, numerous studies have focused on achieving more compact 3DGS representations while
maintaining high-quality rendering. Some methods [[19} 20, [21] concentrate on pruning Gaussian
primitives, such as removing unimportant Gaussians through trainable mask mechanisms [22]] or gra-
dient thresholding approaches [23]]. Additionally, other approaches [24]] aim to reduce the parameters
of 3D Gaussians to decrease per-primitive storage. Meanwhile, 3DGS methods [[19, 22| [24] 25/ 126]
based on Vector Quantization (VQ) principles have also proven effective in reducing storage demands.
Alternative strategies [27, 1281 [29] explore compact spatial structure representations to minimize 3DGS
storage. Scaffold-GS [30] achieves efficient storage reduction by clustering Gaussians to anchor
points and implicitly representing Gaussian attributes for each cluster through MLPs. Subsequent
works [31}, 132, 133]] further compress 3DGS by incorporating spatial structure priors into entropy
encoders and other compression techniques.

2.2 3D Gaussian Splatting of Dynamic Scenes

3D dynamic scene reconstruction stands as one of the most challenging tasks in computer vision
and graphics. With the rise of 3D Gaussian Splatting (3DGS), dynamic reconstruction approaches
have diverged into two main paradigms. The first involves offline methods [[7, [1} |8, 134} [35]] that
implicitly model scene dynamics through canonical Gaussian fields coupled with spatiotemporal
deformation fields. While these methods achieve compact representations, they struggle with efficient
motion parameterization. Recent advancements address this by embedding Gaussians into sparse
motion representations using anchor points [36} 137, 138]] or control points [39} 40, 41]], enabling
motion propagation through sparse keyframes while preserving reconstruction quality. The second
paradigm adopts streaming frameworks that first reconstruct a high-quality 3DGS representation for
the initial frame and then model subsequent frames via deformation fields [42} 16l [10]. However, the
massive storage overhead of per-frame motion parameters poses significant challenges. Gao et al. [3]]
mitigate this through a hierarchical motion representation framework, decomposing deformations
into coarse-to-fine transformations to reduce parameter dimensionality. Despite this, streaming
frameworks inherently suffer from error accumulation due to incremental updates. To address this,
some methods [43 44} [11} [12,45]] leverage pre-trained motion estimation models (e.g., optical flow
networks) to guide 3D Gaussian deformations via 2D motion priors, enhancing both rendering quality
and temporal consistency. These innovations highlight the critical balance between storage efficiency,
computational tractability, and reconstruction fidelity in dynamic 3D modeling.

3 Preliminaries

3DGS models scenes using anisotropic 3D Gaussians defined by a mean p and a covariance matrix
> =RSS'R', where S = diag(ss, sy, 5-) € R3 represents axis-aligned scaling, and R € SO (3)
is parameterized by a quaternion q. Each Gaussian’s view-dependent color uses spherical harmonics
SH and opacity « € [0, 1].

The mathematical formulation of Gaussian is:

G(x) = e 3 (x—) 2T (x—p) (1

For novel view synthesis, Gaussians are projected onto the imaging plane using a view transformation
matrix W. The projected 2D covariance X’ is computed through the Jacobian J of the projective
transformation:

Y =JWIW'J'. 2)
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Figure 2: Illustration of our ReCon-GS framework. (a) We begin by generating a high-quality base
3D Gaussian Splatting (3DGS) representation for the first frame, then embed it into an adaptively
hierarchical motion presentation framework via grid-based farthest-point sampling. (b) Explicit
Motion Composition updates the base 3DGS across successive frames. (c) and (d) Periodically, a Re-
Hierarchization stage accommodates complex object motion while preserving temporal consistency
through Intra-hierarchical Deformation Inheritance. Finally, a view-based densification further refines
the 3DGS for high-quality rendering.

Rendering proceeds by alpha-blending N depth-ordered Gaussians at each pixel, with the final color
calculated as:

i—1
C:ZCiaiH(l_aj)7 (3)
iEN j=1

where c; and «; correspond to the color and blending weight of the i*"* Gaussian, respectively.

The learning pipeline iteratively alternates between gradient-based parameter updates and topological
adaptation. Parameter optimization is supervised by the £, loss and D-SSIM term:

L= (1-XNLs+ Apssiu, @
where ) is typically set to 0.2.

4 Methodology

4.1 Overview

Our goal is to achieve high-quality dynamic scene reconstruction from multi-view videos under vary-
ing storage constraints. To accomplish this, our framework first generates compact Base Gaussians
Gp through an additive noise-injected 3DGS training strategy [3]] during initial frame reconstruction.
Subsequently, to efficiently parameterize per-frame Gaussian deformations, we propose an adaptive
hierarchical motion representation framework that explicitly models scene dynamics through scale-
aware motion decomposition. Specifically, each Gaussian’s motion is parameterized as a composition
of layer-wise rigid transformations across multiple geometric scales, with each deformation layer
governed by a distinct set of Anchor Gaussians G 4 spatially distributed via grid-based farthest-point
sampling. General Gaussians within each layer hierarchically inherit blended motion parameters from



their nearest anchor counterparts through cross-scale deformation coefficients, enabling progressive
motion aggregation from coarse to fine hierarchies.

To enhance the adaptability of our anchor-based motion representation for scenes with varying motion
magnitudes, we introduce dynamic hierarchy reconfiguration - a self-optimizing mechanism that
redistributes Anchor Gaussians to match evolving scene geometry while maintaining temporal motion
consistency through Intra-hierarchical Deformation Inheritance. Finally, to further refine local details,
ReCon-GS optimizes 3DGS representation through a view-adaptive densification process, enhancing
scene rendering fidelity. The complete pipeline is illustrated in Figure 2 (a).

4.2 Adaptively Hierarchical Motion Presentation

Inspired by the hierarchical decomposition of real-world object motion into multi-scale rigid-body
components, we propose an adaptive hierarchical motion representation framework. Our framework
begins with the Base Gaussians Gp, which is the static 3D Gaussians reconstructed from the
first frame of multi-view inputs. Building upon Gp, we establish an adaptive hierarchical motion
representation through three core stages:

Anchor Gaussian Initialization. Given Gp = {g;}}, with position p; € R3, we first compute the
scene’s spatial bounds as iy, = min; p; and e, = max; p;. Gp is then divided into a uniform

3D grid with resolution M = {N iéihw—‘ , Where N,,chor 18 the number of anchor. For each cell

C;.j 1, we select the Anchor Gaussians g, € G 4 with position p, closest to its geometric center:

. 11 1 A
ga:arggerrcun e —cijrlly, where c;jr = pyi, + z+§,]+§,k+§ @M, 5)

W4,k

with A = ez — Wmin. This grid-based farthest point sampling ensures each anchor locally
represents its cell while maintaining global uniformity. Compared to conventional farthest point
sampling approaches, our grid-based strategy achieves significant computational acceleration through
structured sampling constraints, effectively reducing the time complexity while preserving sampling
quality.

Hierarchical Rigid-Cluster Formation. With G 4 initialized, each General Gaussians g,, € Gy is
assigned to its nearest anchor via L1-distance minimization:

*_

9o = arg min ||, — pall1. 6
9a€Ga

forming primary rigid clusters { R, }. To address residual motions within rigid clusters, we recursively

subdivide the hierarchy into two finer levels within the original spatial coordinate system. At each

subsequent level, we increase the density of Anchor Gaussians by adapting the grid resolution

M = [(Nanchor - 3'=1)1/3], where | = 2, 3 denotes the hierarchy level.

Explicit Motion Composition. As shown in Figure(b), each hierarchy level I € {1, 2, 3} associates
clusters with rigid transformations T() = (Ap®, Aq®,), where Ap) € R? and Aq) € R*
denote incremental translation and rotation of Anchor Gaussians G 4. Thus, Anchor Gaussians G4 act
as rigid motion keypoints that govern the affine transformation of all General Gaussians Gy within
their associated cluster. By propagating these parameters hierarchically, the motion of each Anchor
dictates the collective deformation of its rigid sub-region, emulating real-world rigid-body dynamics.
The total deformation of a Gaussian is the cumulative sum across levels:

3

3
Ap, =" Ap®, Ag, = Aq". @)

=1 =1

Upper level model global rigid motions shared across clusters, while the finest level resolves residual
deformations unique to individual Gaussians. Crucially, we decouple geometric attributes (optimized
via Ap,, and Ag,,) from static appearance parameters (sphere harmonic coefficient S H and opacity o
), freezing the latter to avoid parameter explosion from separately modeling appearance deformations,
which is critical for ReCon-GS’s storage efficiency. Since pixel intensities rely on a-blended Gaussian
contributions, precise geometric deformation alone ensures photorealistic rendering. By optimizing
geometry while freezing appearance attributes, ReCon-GS achieves parameter efficiency without
sacrificing visual quality.



Motion Parameter Preservation. ReCon-GS can store motion parameters at each level more
compactly compared to previous streaming reconstruction method [3]. This is primarily due to
the use of a carefully designed grid-based farthest point sampling algorithm for anchor Gaussian
assignment, instead of a uniform anchor sampling strategy. As a result, ReCon-GS can store motion
parameters for Anchor Gaussians based solely on their relative positions, without the need for
additional indices. This significantly reduces the memory required for storing motion parameters.

4.3 Dynamic Hierarchy Reconfiguration

Using Adaptive Hierarchical Motion Representation framework, we efficiently allocates explicit
motion parameters according to scene density and geometric structures. However, ReCon-GS also
inherits a critical challenge common to streaming reconstruction methods [6, 3]]: persistent scene
motion induces severe deformations in local rigid clusters, causing Anchor Gaussians to gradually
lose their representativeness as rigid motion bases. This degradation propagates errors through the
motion hierarchy, accumulating artifacts in rendered sequences. To address this, we propose Dynamic
Hierarchy Reconfiguration strategy—a self-correcting mechanism that periodically reinitializes
the hierarchical structure while preserving temporal motion coherence through intra-hierarchical
deformation inheritance.

Periodic Re-Hierarchization. At each reconfiguration step t = k7 (k € N*), the framework
regenerate Anchor Gaussians G 4 using grid-based farthest point sampling on the current Gaussian
distribution, ensuring updated anchors align with the latest scene geometry. Then, General Gaus-
sian Gy is reassigned to new anchors via L.1-distance minimization. The process is described in
Figure[2)(c).

Intra-hierarchical Deformation Inheritance.As present in Figure [Z] (d), after re-hierarchization,
we implement intra-hierarchical deformation inheritance to enforce temporal motion consistency
between G 4 across hierarchy levels. For each hierarchy level I € {1, 2, 3}, each new Anchor Gaussian
inherits deformation parameters from its three nearest legacy Anchors to ensure temporal continuity.
Specifically, The translational deformation is governed by:

3
[ 1
Ap, =337 A, ®)
=1

where A u'a(l) denotes the translational deformation parameter of new Anchor Gaussian at level [,

and Au,(lli) represents the translational deformation parameter of the ¢-th matched Anchor Guassian.
Rotational deformation follows an eigenvector-based formulation:

Aq/ ) Umax(M)

3
= o M= oA (8dl) ©)
max 71:1

where Aq;(l) is the rotational deformation parameter of new Anchor Guassian, and Aq,(lli) represents
the rotational deformation parameter of the i-th matched Anchor Guassian. vy, (M) denotes the
eigenvector corresponding to the largest eigenvalue of M.

4.4 Storage-aware Optimization

Thanks to the streaming architecture of ReCon-GS, the storage overhead of Gaussian primitives
constitutes only a minor fraction of the total storage consumption, with the majority allocated
to per-frame deformation field parameters. By adopting an anchor-driven adaptive hierarchical
motion representation, ReCon-GS operates as a storage-aware framework—the hierarchical anchor

resolution { N (EQ chor 3_, dynamically adapts to varying scene complexity and storage constraints.
Moreover, ReCon-GS adopts a decoupled two-stage optimization pipeline to balance motion fidelity
and computational efficiency. In Phase 1, we exclusively train the hierarchical deformation fields while
freezing the geometric and appearance attributes of the Base Gaussians Gp. Once the deformation
fields converge, Phase 2 activates the view-based densification to address persistent discrepancies

between learned motion and scene dynamics.



Table 1: Quantitative comparison on N3DV dataset. The storage metric includes the size without
and with the initial frame, separated by “/”. The training time metric includes the first frame training.
The method with T is reproduced by us through official code in the same experimental environment.

Category ‘ Method ‘ PSNR (dB)t SSIM1 LPIPS| Storage (MB)] Train (sec)] Render (FPS)1
4DGS' [ 31.36 0.950 0.131 0.3 7.8 30

Offline STG [9] 32.05 0.948 - 0.67 20 140
SaRO-GS [5] 32.15 - - 1.0 - 40
Swift4D [46] 32.23 - - 0.4 5.0 125
SplineGS [47] 32.60 - - - 11 76
Dynamic 3DGS [42] 30.67 - - -19.2 560 -
StreamRF [48]] 30.68 0.930 - 17.7/31.5 15 12
3DGStream’ [6] 31.35 0.948  0.130 7.6/7.8 8.1 245

Online | 4DGC [2] 31.58 0.943 - -/0.5 50 168
QUEEN-I [4] 32.19 0.946 0.136 -/0.75 7.9 248
HiCoM' [3] 32.08 0.953 0.130 0.48/0.69 6.6 255
ReCon-GS (ours) 32.66 0.957 0.123 0.40/0.44 6.4 250

Table 2: Quantitative comparison on Meet Room and PanopticSports datasets. The storage metric
includes the size without and with the initial frame, separated by “/”. The training time metric
includes the first frame training. The method with T is reproduced by us through official code in the
same experimental environment. The method marked with * adopts the Discussion scene from the
Meet Room dataset as the training set, with the remaining scenes serving as the test set.

| Meet Room PanopticSports

Method PSNR LPIPS Storage Train Render PSNR LPIPS Storage Train Render
dB)r 1 (MB)|  (sec)l (FPS)T (dB)T | MB)|  (sec)l (FPS)T

3DGStream! [6] | 29.30 0.188  4.0/4.1 477 260 | 23.02 0.187 7.9/8.1 | 5.87 369
IGS-1" [12] 30.13 - -/1.26 2.67 252 - - - - -

HiCoM' [3] 29.57 0.182 0.30/0.39 3.91 236 29.17 0.142 1.33/2.11 8.60 358
ReCon-GS (ours) | 30.84 0.163 0.28/0.30 3.86 256 2933 0.136 0.64/0.8 7.14 410

S Experiments

5.1 Dataset

The Nerual 3D Video Dataset (N3DV) [51] comprises 6 indoor dynamic scenes. Each scene
contains 18 to 21 free-viewpoint videos, with each video spanning 300 frames captured at 30 FPS
and a resolution of 2704 x 2028.

Meeting Room Dataset [48]] comprises 3 dynamic scenes across diverse real-world scenarios. Each
scene contains 13 free-viewpoint videos, with each video spanning 300 frames captured at 30 FPS
and a resolution of 1280 x 720.

PanopticSports Dataset [42]], derived from sports sequences in the Panoptic Studio dataset [52],
includes 6 sports-oriented scenarios. Each scenario consists of 31 free-viewpoint videos, each
containing 150 frames recorded at 30 FPS and a resolution of 640 x 360.

Technicolor Dataset [53]] consists of video recordings captured by a 4 x 4 camera rigs. Each video
has a spatial resolution of 2048 x 1088 and a frame rate of 30 FPS. Following the Ex4DGS [34]],
evaluation is performed on five distinct scenes (Birthday, Fabien, Painter, Theater, and Trains) using
their original full resolution.

5.2 Implementation Details

Our framework initializes first-frame reconstruction using 3DGS [13] with the maximum degree
of spherical harmonics (SH) to 1 and a noise-injected coefficient A\, ;s = 0.01, training on three
datasets for 10,000 to 15,000 steps. During the construction of hierarchical motion representation,



Table 3: Quantitative comparison on Technicolor dataset. The storage metric includes the size with
the initial frame. The training time metric includes the first frame training.

Category | Method | PSNR (dB)t  SSIMt  Storage (MB)|  Render (FPS)t
NeRF-based | HyperReel [49] | 31.80 0.906 1.20 4
. STG [9] 33.60 - 1.10 87
Offline ‘ Ex4DGS [34] ‘ 33.62 0916 2.81 72
Online E-D3DGS [50] 33.24 0.907 1.54 79
ReCon-GS (ours) 33.83 0.932 0.82 207
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Figure 3: The PSNR Trend Comparison between Ours and HiCoM [3] across different scenarios.

we set the finest-level Anchor Gaussians to 1/24 of the total Gaussian primitive count, with each
subsequent layer containing one-third the anchors of its predecessor.

For per-frame optimization, all datasets undergo an initial 100 steps for deformation training. Sub-
sequently, N3DV and Meet Room datasets receive an additional 100 refinement steps for Gaussian
densification and pruning, while PanopticSports employs 400 steps to address its higher motion
complexity. All experiments are conducted on an NVIDIA RTX 4090 GPU, with results averaged
over 3 independent runs to ensure statistical reliability. Extended implementation details are provided
in the Appendix[A]

5.3 Experiment Results

Quantitive comparisons. We conducted a comprehensively evaluation of our method against existing
state-of-the-art (SOTA) online and offline approaches across three datasets using multiple quantitative
metrics, including PSNR, SSIM, LPIPS, storage consumption, training time, and rendering speed. To
ensure statistical validity, storage and rendering speed measurements were calculated as averaged
values across all video frames. As demonstrated in Table [T], Table [2] and Table [3} our method
achieves SOTA performance in rendering quality and training efficiency compared to online baselines.
Specifically, our method outperforms the recent SOTA streaming methods in rendering quality
by more than 0.5dB on the N3DV [51]], MeetRoom [48]], and Technicolor [53]] datasets. This
improvement underscores the effectiveness of our approach in achieving superior visual fidelity in
dynamic scene reconstructions. In the case of the PanopticSports [42] dataset, our method achieves
the best rendering quality while inducing a substantial reduction in storage requirements, decreasing
storage by approximately 60% compared to previous streaming methods. In comparison to offline
methods, ReCon-GS requires slightly more storage, primarily due to the inherent storage advantages
of offline methods in implicit motion representation.

Furthermore, as evidenced in Figure [3] ReCon-GS effectively alleviates temporal performance
degradation observed in recent SOTA method. Through the Dynamic Hierarchy Reconfiguration
Strategy, ReCon-GS successfully circumvents the degradation in motion representation capability of
Anchor Gaussians. More quantitive evaluations are provided in the Appendix|[C.1]

Qualitative comparisons. While our ReCon-GS framework primarily focuses on optimizing the
efficiency of dynamic scene reconstruction, Table|l{and Table [2| substantiate the superiority of our
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Figure 5: Qualitative results of our ReCon-GS under different hierarchical levels

method in rendering quality. As illustrated in Figure ] compared to HiCoM [3] and 3DGStream [6]],
our approach achieves more complete and temporally consistent reconstruction of dynamic scene
details across multiple datasets. Moreover, the proposed method demonstrates more enhanced
dynamic reconstruction capabilities when handling prolonged temporal intervals. We have also
provided an additional subjective quality evaluations in Appendix[C.3]

5.4 Ablation Study

As evidenced in Table[d] we conducted ablation studies on key strategies of ReCon-GS, including
Adaptively Hierarchical Motion Presentation paradigm, Dynamic Hierarchy Reconfiguration strategy
and view-based densification process. The experimental results demonstrate that the Adaptively
Hierarchical Motion Presentation paradigm, despite introducing some memory overhead, significantly
enhances the performance of ReCon-GS, proving the paradigm’s effective motion representation



Table 4: Ablation on key components of our ReCon-GS framework.

Method ‘PSNR (dB)1 SSIM 1 Storage (MB)] Train (sec)] Render (FPS) 1
w/o Hierarchical Motion Representation 31.43 0.9525 0.32 6.37 260
w/o Dynamic Hierarchy Reconfiguration 32.00 0.9521 0.45 6.45 248
w/o View-based Densification 32.15 0.9559 0.40 6.52 287
Ours (full) 32.66 0.9571 0.44 6.44 250

Table 5: Ablation on hierarchy depth of our ReCon-GS framework.

Hierarchy N3DV Meet Room
Depth  pgNR (dB) 1 Storage (MB) | Train (sec) ] PSNR (dB) t Storage (MB) | Train (sec) |
2 32.422 0.40 6.44 30.20 0.28 3.87
3 32.662 0.44 6.49 30.84 0.30 3.86
4 32.658 0.46 6.54 31.01 0.32 4.01

capabilities. Furthermore, the implementation of Dynamic Hierarchy Reconfiguration strategy
further improves ReCon-GS’s rendering quality, indicating enhanced spatiotemporal localization
accuracy of Gaussian primitives and ensured temporal motion consistency. While the view-based
densification process increases per-frame training time, it substantially improves the representation
of high-frequency scene details. This suggests that merely deforming base Gaussian primitives is
insufficient for comprehensive dynamic scene modeling.

Furthermore, Table[5|presents ablation experiments on hierarchy depth, motivated by our investigation
into motion representation efficiency through ReCon-GS. As shown in Figure[5] experimental findings
reveal that a 3-level hierarchy optimally balances high-fidelity scene reconstruction with storage
efficiency. This configuration enables ReCon-GS to achieve superior fidelity-storage trade-offs
compared to other hierarchical configurations. See Appendix [B|for more ablation studies.

6 Conclusion

This paper introduces ReCon-GS, a novel storage-aware framework for high-fidelity multi-view
video reconstruction. ReCon-GS achieves density-aware multi-layer decoupled compact motion
modeling of Gaussian primitives through an Adaptive Hierarchical Motion Representation frame-
work. Furthermore, we propose a Dual-level Deformation Strategy combining inter-frame temporal
deformation and intra-frame spatial deformation, accurately capture spatio-temporal positions of
Gaussian primitives while avoiding reconstruction failures in high-dynamic motions and emerging
objects. Notably, ReCon-GS innovatively transforms dynamic scene reconstruction from conventional
single-objective optimization into a storage-aware fidelity optimization framework. This paradigm
shift allows dynamic balancing between memory efficiency and rendering quality according to appli-
cation requirements, significantly enhancing the practical applicability of 3D dynamic reconstruction
method. Extensive experiments demonstrate that ReCon-GS achieves state-of-the-art performance in
both rendering quality and training efficiency while maintaining exceptional storage effectiveness.
Compared with existing SOTA methods, ReCon-GS attains over 50% memory reduction while
preserving same rendering fidelity.

Limitations. While maintaining alignment with prior methodologies in focusing on multi-view gen-
eral scene reconstruction tasks, our approach is not specifically optimized for monocular datasets or
specialized reconstruction scenarios. Similar to existing streaming-based architectures, we face chal-
lenges in dynamic allocation/updating of Gaussians to handle real-time object emergence/dissolution,
as abrupt scene changes require instant 3DGS structural adaptations.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims are made in the abstract and introduction accurately reflect
the paper’s contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper discusses the limitations of the work in Sec. [6]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: The paper provides the full set of assumptions and a complete (and correct)
proof.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper will discloses all the code and data needed to reproduce the main
experimental results of the paper.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We have released the code.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper specify all the training and test details (e.g., data splits, hyperparam-
eters, how they were chosen, type of optimizer, etc.) in Sec.[5.2]and Appendix [A]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: All experimental results of our proposed method and some baseline methods
are obtained by averaging three experiments conducted on our sources to ensure validity.
However, since some baseline methods are not open-sourced, their results are directly taken
from the reported results in the paper.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper provide sufficient information on the computer resources (type of
compute workers, memory, time of execution) needed to reproduce the experiments. The
details can be found at Sec.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There is no societal impact of the work performed. This research is funda-
mentally academic-oriented, aimed at advancing theoretical understanding and promoting
disciplinary development within the field. As the work currently lacks substantive practical
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applications beyond scholarly contexts, it does not demonstrate measurable societal impact
at this stage of investigation.
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* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets (e.g., code, data, models), used in the
paper, are properly credited, and the license and terms of use explicitly are mentioned and
properly respected.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.
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13.

14.

15.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The paper does not invovle LLMs as any important, original, or non-standard
components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

A More Implementation Details

We implement ReCon-GS upon the open-source codebase of 3D Gaussian Splatting (3DGS) [13].
During initial frame training, we set the spherical harmonic coefficients (SH) to degree 1 to ensure
the storage compactness. For all datasets, we terminate the densification process of 3DGS at 5,000
iterations, which significantly alleviates the overfitting issue in streaming 3DGS during initial frame
training. Additionally, we adopt the opacity preservation strategy from 4DGS to effectively eliminate
oversized Gaussian primitives. The hyperparameter \,,,;s. follows the first-frame configuration from
HiCoM [3]], while other 3DGS parameters maintain their default settings in 3DGS. Specifically,
we train the first frame for 10,000 iterations on the Meet Room dataset, and extend this to 15,000
iterations for both N3DV and PanopticSports datasets.

For subsequent frame optimization, our approach differs from HiCoM’s implementation which uses
250 iterations for deformation field training on Panoptic Sports versus 100 iterations on N3DV and
Meet Room datasets. We uniformly apply 100 iterations for deformation field training across all
datasets due to our superior ability in capturing the motion of Gaussian primitives. In Phase 2, the
refinement of deformed Gaussian primitives, considering the more pronounced surface deformation
in PanopticSports dataset compared to other datasets, we implement 400 iterations for intensive
refinement on PanopticSports dataset versus 100 iterations for N3DV and MeetRoom datasets. All
3DGS-related hyperparameters remain consistent with those used in initial frame training to ensure
methodological coherence.

B More Ablation Studies

As ReCon-GS represents a novel storage-aware framework designed for high-fidelity real-time
rendering in dynamic scene reconstruction, the quantity of Anchor Gaussians per layer in our adaptive
hierarchical motion representation structure fundamentally governs the critical trade-off between
storage efficiency and rendering quality. Concurrently, the iteration counts allocated to each training
stage in subsequent frame training directly determine the training time of our optimization process.

Table[6]investigates the impacts of different iteration configurations across training phases on ReCon-
GS performance. The results indicate that prolonging the deformation field training process in
Phase 1 can effectively improve rendering quality, however, this training configuration significantly
increases computational time. The view-based densification process in Phase 2 demonstrates optimal
performance and best storage quality at 100 steps. As evidenced by Table[d and Table[6] view-based
densification effectively address persistent discrepancies between learned motion and scene dynamics,
though their impact on overall rendering quality remains less substantial compared to the training of
adaptively hierarchical deformation.

We also performed an ablation study on the performance of ReCon-GS, varying the training duration
of the initial frame (Frame 0). The detailed results is shown in Table At 2,500 iterations,
the suboptimal quality and sparse representation of the initial reconstruction lead to the steepest
performance degradation slope. Increasing the training to 5,000 iterations substantially mitigates this
quality degradation. Extending the training to 10,000 iterations yields a converged initial frame, which
further minimizes quality decay while achieving state-of-the-art performance. Importantly, with the
converged initial frame, ReCon-GS requires only a minimal number of incremental Gaussians per
frame to ensure high-quality reconstruction. This result strongly validates the superior robustness of

Table 6: Ablation on training steps of our ReCon-GS framework.
Phase 1 Phase 2 \ PSNR (dB)t SSIM 1 Storage (MB)J] Train (sec)] Rendering (FPS) t

50 100 32.40 0.9560 0.44 5.20 248
150 32.76 0.9568 0.44 7.66 249
100 50 32.56 0.9564 0.46 5.22 246

150 32.64 0.9568 0.49 7.70 249
100 100 | 32.66 0.9571 0.44 6.44 250
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Table 7: Ablation on the Training Steps of Frame 0. The Init. 3DG refers to the initial 3D
Gaussians constructed from the Frame 0. The Incr. 3DG denotes the incremental Gaussians added in
Phase 2 for all following frames.

PSNR Frame O PSNR Slope Storge Init. 3DG Storage Incr. 3DG Storage

Training Steps | (dB) 1 (dB) 1 I (MB)| (MB) | (MB) |
2500 31.03 31.59 0.0077 0.46 8.96 42.17
5000 32.24 32.51 0.0029 0.48 11.14 11.57
10000 32.63 32.75 0.0016 0.46 11.12 4.11

Table 8: First-frame reconstruction results across various scenario configurations. 3DGStream
uses standard 3DGS training, Our Method and HiCoM use standard 3DGS training that incorporates
with positional noise injection.

Coffee Martini Flame Steak Sear Steak
Method PSNR GS Num Storage Train PSNR GS Num Storage Train PSNR GS Num Storage Train
@Byt (&l (MB)| (Sec)l (dB)t (k)] (MB)| (Sec)] (dB)T (k)| (MB)| (Sec)l

3DGStream 27.62 416 7.60 340 33.85 208 7.60 304 2925 214 7.60 317
HiCoM 29.73 348  83.00 368 3427 187 4455 334 3396 191 45.60 317
Ours 29.67 353 16.17 354 31.20 189 8.65 324 3390 191 876 338

ReCon-GS against error accumulation and underscores the critical impact of initial frame quality in
streaming frameworks.

C More Detailed Results

C.1 Quantitative Results

C.1.1 Initial 3DGS Comparison

For streaming 3DGS reconstruction frameworks, the initial frame training plays a pivotal role in
determining the reconstruction quality of subsequent frames. Table [§|presents comparative metrics of
average initial frame training quality and corresponding storage consumption across three benchmark
datasets. While both ReCon-GS and HiCoM implement positional noise injection during initial
Gaussian optimization — a strategic commonality that differentiates them from 3DGStream — our
framework demonstrates superior rendering fidelity. This configuration, combined with our first-
frame spherical harmonic (SH) coefficient restriction to degree 1, enables ReCon-GS to achieve more
compact Gaussian representations compared to HiCoM’s SH degree 3 implementation, significantly
enhancing storage efficiency without compromising visual quality.

C.1.2 Per-Scene Results

Table 0] Table[T0] and Table [TT] present comprehensive comparative results between ReCon-GS and
recent state-of-the-art methods across three benchmark datasets under specific scene.

C.1.3 More Results

Figure [6] demonstrates the superior rate-distortion performance of our method compared to existing
SOTA approaches across multiple scenarios. Table [I2] presents the detailed results under different

hierarchical anchor densities. By modulating hierarchical anchor density { N 520 hor ?_, and leverag-
ing the high-efficiency characteristics of the Adaptively Hierarchical Motion Presentation paradigm,

ReCon-GS maintains robust rendering quality under varying storage constraints.

C.2 Anchor Gaussian Visualization

We visualize the distribution of Anchor Gaussians at different levels for ReCon-GS and HiCoM,
with the results shown in Figure [/l As shown in the Figure[/| compared to the baseline method
HiCoM, ReCon-GS assigns more Anchor Gaussians to motion-rich and texture-rich regions (e.g.,
people, VR glasses, flowers). This is primarily due to the density-based Anchor Gaussian assignment
mechanism used by ReCon-GS. As a result, ReCon-GS is able to perform more refined rigid motion
representation in areas with rich textures, thus improving the overall rendering quality.
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Figure 6: Rate-distortion performance across diverse scenarios. As evidenced by comparative
evaluations, our framework not only achieves superior compression efficiency compared to state-of-
the-art approaches [11 6}, 3} 4, [5, 2]}, but also demonstrates unique adaptability in storage-aware fidelity
optimization - a critical capability for practical deployment scenarios where resource constraints and
reconstruction quality must be jointly optimized.

HiCoM

Ours

1st Layer 2nd TLayer 34 Layer Reference Image
Figure 7: The Visualization of Anchor Gaussian Distribution. 1°¢ Layer is the finest layer, and 3"¢

Layer is the coarsest layer. The yellow points represent the General Gaussian, while the red, purple,
and blue points represent the Anchor Gaussians for their respective layers.
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Table 9: Per-scene quantitative results on the N3DV dataset. The method with T is reproduced by
us through official code in the same experimental environment.

Coffee Martini Cook Spinach Cut Roasted Beef
Category Method
PSNR1 SSIM7 Storage] PSNRT SSIMT Storage| PSNR1{ SSIM7T Storage|

Offline 4DGST [T 30.10 0935 030 31.15 0958 | 030 @ 32.60 0.951 | 0.30

SaRO-GS [5] 28.96 - 1.0 33.19 - 1.0 33.91 - 1.0

3DGStream' [6] 27.75 0917 7.85 3222 0957 779 3267 0957 1.76

4DGC [2] 27.98 - 0.58 32.81 - 044  33.03 - 0.47
Online  QUEEN-1 [4] 28.38 0915 1.17 3340 0956 059 |34.01 0959 0.57

HiCoM' [3] 28.67 0925 082 3373 0962 0.63 3273 0963 0.60

Ours 30.14 0938 0.64 3354 0961 035 3392 0966 0.36
Flame Salmon Flame Steak Sear Steak
PSNR?T SSIM7? Storage] PSNR?T SSIM?T Storage] PSNRT SSIM7T Storagel
Offline 4DGS [T] 3021 0934 030 3349 0961 | 030 @ 30.64 0.961 | 0.30
SaRO-GS [5] 29.14 - 1.0 33.83 - 1.0 33.89 - 1.0

Online

3DGStream' [6] 28.61 0.924  7.83 3347 (0966 7.79 3339 0965 7.76
4DGC [2] 28.49 - 0.51 33.58 - 044  33.60 - 0.50
QUEEN-1 [4] 2925 0923 1.00 | 3417 0962 059 [3393 0962 0.56
HiCoM' [3] 29.70 0932  0.81 3392 0969 0.60 33.71 0.968 0.60
Ours 3043 0.938 0.61 3400 0969 033 3391 0.966 0.35

Table 10: Per-scene quantitative results on the Meet Room dataset. The method with T is
reproduced by us through official code in the same experimental environment.

Category Method

Discussion Trimming Vrheadset
PSNRt SSIM?T Storage] PSNRT SSIM7? Storage]l PSNR?T SSIM? Storagel

Online

3DGStream' [6] 30.06 0.945 410 2859 0939 410 2925 0941 4.10
HiCoM' [3] 29.39 0941 048 29.67 0945 037 29.65 0947 0.30
Ours 30.67 0955 035 3120 0956 028 30.64 0953 0.30

Table 11: Per-scene quantitative results on the PanopticSports dataset. The method with T is
reproduced by us through official code in the same experimental environment.

Basketball Boxes Football
Category Method
PSNR7? SSIMT Storage] PSNR{ SSIM1 Storage] PSNRT SSIM? Storage|
Offline  4DGS' [T]] 2699 0912 034 27.76 0922 | 032 2720 0.922 0.36
Dynamic3DGS [42] 28.22 0910 0.74 2946 0910 0.74 2849 0910 0.74
Online 3DGStream! 6] 20.08 0.815 8.10 23.76 0.861 8.10 22.80 0.856 8.10
HiCoM' [3] 2849 0915 2.06 29.03 0922 2.05 29.64 0926 2.0l
Ours 28.78 0921 0.81 2893 0926 0.80 | 30.01 0931 0.77
Juggle Softball Tennis
PSNR1 SSIM1 Storage] PSNR1 SSIM? Storage| PSNR?T SSIMT Storagel
Offline  4DGST [ 26.72 0923 @ 032 26.88 0923 031 27.64 0925 0.31
Dynamic3DGS [42] 29.48 0.920 0.74 2843 0910 0.74 28.11 0910 0.74
Online 3DGStream’ [6] 26.25 0.891 8.10 2222 0.858 8.10 2299 9.862 8.10
HiCoM' [3] 29.28 0932 2.02 | 29.61 0928 197 | 2897 0925 2.05
Ours 29.71 0938 0.79 | 29.61 0933 0.77 | 2897 0929 0.79
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Table 12: Quantitative Results under different hierarchical anchor density {N, égchor}?zl.

Hierarchical Anchor Density

1/16 1724 1/32 1/48 1/64 1/96
Storage (MB/Frame) 0.63 0.44 0.37 0.28 0.19 0.14
PSNR (dB) 32.72 32.66 32.50 32.39 32.31 32.11

C.3 Qualitative Results

Figure [§] provides expanded quantitative comparisons between ReCon-GS and HiCoM on the N3DV
dataset, highlighting critical performance differentials in dynamic scene reconstruction.

Figure [9] presents extended visual comparisons on the MeetRoom dataset, contrasting geometric
fidelity and temporal consistency across competing frameworks.

Figure [10] details supplementary visual evaluations on the PanopticSports dataset, emphasizing
our method’s enhanced capability in handling complex motion patterns under real-world capture
conditions.
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Figure 8: Qualitative results on N3DV Dataset.
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HiCoM

Figure 9: Qualitative results on Meet Room Dataset.
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HiCoM Ours GT

Figure 10: Qualitative results on PanopticSports Dataset.

28



	Introduction
	Related Work
	3D Gaussian Splatting for Static Scenes
	3D Gaussian Splatting of Dynamic Scenes

	Preliminaries
	Methodology
	Overview
	Adaptively Hierarchical Motion Presentation
	Dynamic Hierarchy Reconfiguration
	Storage-aware Optimization

	Experiments
	Dataset
	Implementation Details
	Experiment Results
	Ablation Study

	Conclusion
	Acknowledge
	More Implementation Details
	More Ablation Studies
	More Detailed Results
	Quantitative Results
	Initial 3DGS Comparison
	Per-Scene Results
	More Results

	Anchor Gaussian Visualization
	Qualitative Results


