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Abstract

Large language models (LLMs) have signifi-
cantly improved their reasoning and decision-
making capabilities, as seen in methods like Re-
Act. However, despite its effectiveness in tack-
ling complex tasks, ReAct faces two main chal-
lenges: losing focus on the original question
and becoming stuck in action loops. To address
these issues, we introduce Focused ReAct, an
enhanced version of the ReAct paradigm that
incorporates reiteration and early stop mech-
anisms. These improvements help the model
stay focused on the original query and avoid
repetitive behaviors. Experimental results show
accuracy gains of 18% to 530% and a runtime
reduction of up to 34% compared to the original
ReAct method.

1 Introduction

Recent advancements in large language mod-
els (LLMs) have enabled more sophisticated
techniques for reasoning and decision-making.
One such technique, the ReAct framework (Rea-
son+Act), has gained popularity for its dual ap-
proach of alternating between reasoning and ac-
tion (Yao et al., 2023). This combination allows
ReAct to excel in handling complex tasks by better
adapting to dynamic environments (Wang et al.,
2024).

Despite its strengths in general question-
answering (QA), ReAct sometimes falls short in
delivering accurate results, as demonstrated in Fig-
ure 1. When confronted with lengthy or intri-
cate questions, the model—paired with the ReAct
framework—may lose track of the original ques-
tion, leading to incorrect responses. Additionally,
the ReAct method can get trapped in repetitive
action loops, continuously performing the same
action without progressing toward a solution. To
address these challenges, we introduce Focused
ReAct, an enhanced version of the original ReAct
method specifically designed for QA tasks.

Question: Howard Van Doren Shaw was the designer of 
which 1917 Progressive Era community?
Thought: 1917 is the year of the community, so I need to 
search Howard Van Doren Shaw and Progressive Era.
Action: Search [Howard Van Doren Shaw]
Observation: ……
Thought: 1900 is the year of the remodel, so I need to 
search Marktown next.
Action: Search [Marktown]
Observation:  ……
Thought: 1917 is the year of the community, so I need 
tosearch Marktown next.
Action: Search [Marktown]
……
Evaluation: False

Figure 1: The yellow highlighted region illustrates where
the model loses focus on the original question, while the red
highlighted region depicts repeated actions that result in a
failed response.

2 Methodology

This section outlines the two core features of the
Focused ReAct method: reiterate and early stop.

2.1 Reiterate to Solve Context Loss

As indicated in the introduction, The first challenge
stems from the extended reasoning process, where
the relevance of the original question diminishes as
additional reasoning and actions are appended. To
resolve this, the concept of reiterate is introduced.
In this approach, the original question is restated at
the beginning of each reasoning step in the ReAct
cycle. This technique is illustrated in the green-
highlighted region of Figure 2.

By reiterating the original question at each step,
the model continually emphasizes the user’s query,
preventing it from being overshadowed by the in-
creasingly long context that ReAct tends to create.
This simple yet effective strategy mitigates the con-
text dilution problem illustrated in Figure 1, ensur-
ing that the output remains aligned with the user’s
request, even in complex or multi-step tasks.



Question: Howard Van Doren Shaw was the designer of 
which 1917 Progressive Era community?
Thought: 1917 is the year of the community, so I need to 
search Howard Van Doren Shaw and Progressive Era.
Action: Search [Howard Van Doren Shaw]
Observation: I found the following information in order to 
answer "Howard Van Doren Shaw was the designer of 
which 1917 Progressive Era community? ".…...
Thought: Hereby I have provide enough information. 
Please give out the answer to "Howard Van Doren Shaw 
was the designer of which 1917 Progressive Era 
community? " with the format of ……
Action: Finish [Marktown]
Evaluation: True

Figure 2: The QA process by Focused ReAct for the same
question, which applies reiteration (highlighted in yellow) and
early stop (highlighted in red) to resolve the context loss and
the repeated action issue.

2.2 Early Stop to Prevent Action Repetition

The second challenge, as outlined in the introduc-
tion, occurs when the model gets caught in repet-
itive loops, generating the same response without
progressing toward the correct answer. To tackle
this, we propose an early stop mechanism. It as-
sumes that by the time a duplicate action occurs,
sufficient information has been gathered.

When the program detects repeated actions, it
triggers a termination request - highlighted in red in
Figure 2 - instructing the model to generate a final
answer based on the existing information. This
approach prevents unnecessary repetition and helps
the QA process arrive at an accurate response more
efficiently.

3 Experimentation

We evaluate Focused ReAct against the ReAct base-
line using the Gemma 2 2B (Team et al., 2024), Phi-
3.5-mini 3.8B (Abdin et al., 2024) and Llama 3.1
8B (Dubey et al., 2024) models. The implementa-
tion uses the PyTorch and Transformers libraries1,
with experiments conducted on a single NVIDIA
L4 GPU with 24GB of memory. The dataset con-
sists of 150 QA tasks, randomly selected from Hot-
PotQA (Yang et al., 2018). We measure accuracy
as the ratio of correctly answered tasks to the total
number of tasks, while runtime is recorded for the
completion of each task.

Table 1 presents the accuracy comparison be-
tween the vanilla ReAct and Focused ReAct across

1Our code implementation and experiments are available
at https://github.com/wmd3i/Focused-ReAct.

Table 1: Accuracy Comparison of ReAct vs. Focused ReAct

Model ReAct
Focused
ReAct

abs./rel. diff

Gemma 2 2B 2.0% 12.6% +10.6 / 530%
Phi-3.5-mini 3.8B 22.0% 26.0% +4.0 / 18%

Llama 3.1 8B 14.0% 23.3% +9.3 / 66%

the Gemma 2, Phi-3.5, and Llama 3.1 models. Fo-
cused ReAct demonstrates an 18%-530% improve-
ment in accuracy.

Table 2: Runtime Comparison (Average and Std) for ReAct
vs. Focused ReAct

Model ReAct
Focused
ReAct

abs./rel.
diff

Gemma 2 2B 11.68±2.66s 7.68±2.41s -4.0 / 34%
Phi-3.5

-mini 3.8B
23.23±8.42s 22.50±11.19s -0.73 / 3%

Llama 3.1 8B 24.10±23.48s 23.12±25.35s -0.98 / 4%

Table 2 summarizes the average runtime and
standard deviation (std) for both the original Re-
Act and Focused ReAct methods. Models with
fewer parameters show a 34% reduction in runtime,
while models with larger parameter sizes exhibit no
significant decrease. This discrepancy may be at-
tributed to the fact that smaller models, with weaker
reasoning capabilities, benefit more from Focused
ReAct optimizations. In contrast, larger models are
more robust at maintaining context and performing
deeper reasoning, which may reduce the relative
impact of Focused ReAct’s efficiency gains. As
a result, the runtime benefits are less pronounced
compared to smaller models.

4 Conclusion

This paper identifies two common issues with the
ReAct method in QA: losing focus on the original
question during extended reasoning and becoming
stuck in repetitive action loops. To overcome these
problems, we propose Focused ReAct, which in-
corporates reiteration and early stop to improve
upon the ReAct framework. Compared to the orig-
inal ReAct method, the new approach achieves
accuracy improvements between 18% and 530%,
along with a reduction in runtime of up to 34%.

For future work, we plan to extend Focused
ReAct to a broader range of tasks and scenarios,
evaluate its generalizability and robustness, and
explore techniques to further accelerate its perfor-
mance (Xu et al., 2024).

https://github.com/wmd3i/Focused-ReAct
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