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Abstract

Generative AI systems have seen unprecedented adoption, raising urgent questions
about their safety and accountability. This paper emphasizes that Responsible
Generative AI cannot be achieved through isolated fixes, but requires a multi-
layer synthesis of technical, regulatory, and design approaches. We survey four
pillars of this roadmap: (1) workflow-level defenses, such as sandboxing and
provenance tracking, that confine models within safe operational boundaries; (2)
evaluation protocols and compliance criteria inspired by emerging regulations,
including risk assessments, logging, and third-party audits; (3) liability frameworks
and international coordination mechanisms that clarify responsibility when AI
systems cause harm; and (4) the “AI Scientist" paradigm, which reimagines AI as
non-agentic and uncertainty-aware, enforcing safe operating envelopes through
design patterns like planner–executor separation and human-in-the-loop oversight.
Taken together, these perspectives highlight how technical safeguards, governance
evidence, and safe-by-design paradigms can converge into a coherent strategy for
the sustainable and trustworthy deployment of generative AI. Through this review
article, we synthesize multidisciplinary insights to guide the development of safer
GenAI systems.

1 Introduction

The rapid deployment of Generative AI (GenAI) technologies in society has made responsible AI
development more urgent than ever [68]. Modern AI systems are now integral in high-stakes domains
from healthcare and finance to transportation and education, where their decisions can significantly
impact lives and economies. Ensuring these AI technologies are ethical, transparent, and accountable
is crucial. Responsible AI (RAI) frameworks have emerged to address key issues including fairness,
bias mitigation, privacy protection, security, and the safeguarding of human rights [95].

Despite a growing body of work on RAI principles and best practices at the goverance level , there
remain notable gaps in bridging high-level guidelines with real-world implementations. Recent
analyses indicate that existing AI governance frameworks (e.g. the NIST AI Risk Management
Framework [69], the EU AI Act [6], ISO/IEC standards [96]) collectively address only roughly
one-third of identified AI risks, leaving significant oversight and safety issues unmitigated [61]. A
2025 metric-driven audit of AI governance standards [70] found that the NIST framework fails to
address 69.23% of identified security risks; in contrast, ALTAI [14] and the ICO Toolkit [53] exhibit
even larger gaps in coverage and defense capabilities. Complementing this, a broader review of
AI governance literature highlights persistent deficiencies in actionable mechanisms, stakeholder
inclusion, and empirical validation across frameworks [19] This disparity is especially pronounced in
the context of post-ChatGPT generative AI, where technical challenges like hallucinations, bias, and
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misuse have escalated alongside rapid adoption. This is a worrying imbalance that underscores how
far practice is lagging behind policy.

Figure 1: High-level structure of Responsible
GenAI survey.

In this paper, we provide a survey of Responsible
Generative AI (GenAI), focusing on four critical ar-
eas aligned with current AI safety concerns (Figure 1).
Our key contributions are: (1) Synthesizing workflow-
level defenses that confine GenAI systems within safe
operational boundaries, preventing data leaks and
unauthorized behaviors (Section 2). (2) Examining
emerging evaluation protocols and compliance crite-
ria shaped by regulatory frameworks such as the AI
Act, with emphasis on risk management, documen-
tation, and auditing for high-risk systems (Section 3).
(3) Analyzing liability and governance approaches,
considering how responsibility for AI-driven harms
might be assigned and the role of international coor-
dination in addressing cross-border risks (Section 4).
(4) Introducing the “AI Scientist” paradigm, a design perspective that frames GenAI as constrained
and uncertainty-aware rather than autonomous, achieved through system architectures that enforce
human oversight and limit unchecked autonomy (Section 5).

Finally, we conclude with insights on how these technical, regulatory, and design strategies together
offer a roadmap toward the sustainable and responsible deployment of GenAI (Section 6). This is
not a traditional survey cataloguing all papers in the field. Instead, we adopt a synthetic, integrative
perspective: aligning technical defenses, regulatory evaluation, liability frameworks, and design
paradigms to propose a roadmap for Responsible GenAI.

2 Workflow-Level Defenses Against Data Leakage and Unauthorized Actions

As GenAI models are increasingly embedded in complex workflows, they face heightened risks of
information leakage and misuse of external tools. A recurring vulnerability is that large language
models (LLMs) may inadvertently expose sensitive training data or execute unintended commands
when presented with malicious prompts [65]. Recent studies show that adversaries can design input
payloads that induce AI agents to leak confidential information, contact unauthorized services, or
execute harmful actions, even without direct access to the model itself [12]. This phenomenon,
commonly known as prompt injection [64], is particularly concerning in tool-augmented agents
that integrate with browsers, file systems, or code interpreters, underscoring the need for robust
workflow-level defenses [110].

Sandboxing execution environments has emerged as a key defensive mechanism. Sandboxes restrict
the system inputs, outputs, and tool access under defined safety policies. Capability-based sandboxing
architectures, such as CaMeL [97], partition an agent’s reasoning from its execution. In this design, a
Privileged LLM generates plans while a Quarantined LLM processes untrusted inputs under strict
oversight, with every data element labeled for provenance and access permissions. This separation
of planning from execution prevents hidden instructions from propagating into irreversible actions,
substantially improving resilience against prompt-based attacks without altering the underlying
model.

Beyond sandboxing, provenance tracking and data governance provide essential safeguards
against unintended data exposure [83]. Provenance tracking systematically monitors the origin,
status, and permissible uses of data across workflows. User-provided inputs, for instance, may be
tagged as “unverified" and barred from propagating into outputs or external communications unless
validated by policies. Complementary mechanisms such as logging, content fingerprinting, and
digital watermarking [25] aid in leak detection and attribution. Training-stage defenses, including
differential privacy [31] and federated learning [109], further reduce the likelihood of memorization
and regurgitation of sensitive information. As shown in Fig. 2, plans from the Privileged LLM must
pass a policy gate before any execution by the Quarantined LLM.

A third layer of defense involves runtime monitors and filters that enforce real-time oversight
[100]. Input sanitizers can neutralize exploit patterns such as prompt overrides (e.g., “ignore previous
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User / external inputs → Input sanitizer → Planner (Privileged LLM) →

Policy gate (review) → Executor (Quarantined LLM) → Tool sandbox (browser/FS/code)

Provenance & logs — Output auditor (secrets/toxicity/tool-abuse)

Figure 2: Sandboxed planner–executor architecture: plans generated by a privileged LLM are
reviewed at a policy gate; only approved actions are executed by a quarantined LLM within a tool
sandbox, with sanitization, auditing, and provenance/logging for traceability.

instructions”) [42], while output auditors scan model responses for violations like secret leakage or
unauthorized tool calls. Only policy-compliant outputs are executed or returned to the user, effectively
establishing a dynamic safety net.

Taken together, these workflow-level safeguards represent a defense-in-depth approach to GenAI
safety. Case studies in applied domains, including agriculture, have already proposed “digital
sandboxes” that allow AI systems to be tested in isolated environments before deployment [87].
Similarly, industry providers now offer moderation APIs and guardrail frameworks such as Llama
Guard [52], embedding these protections directly into AI workflows. By combining sandboxing,
provenance-based governance, and runtime auditing, organizations can significantly reduce the risks
of data leakage and unauthorized actions in AI-driven ecosystems.

3 Evaluation Protocols and Compliance Criteria

Effective evaluation of generative AI is not a single benchmark but an assurance process that spans the
full lifecycle. In our view, it integrates three complementary strands: technical validity, governance
and oversight in production, and alignment with regulatory criteria. Technical validity demonstrates
what the model can safely do; governance and oversight sustain how it is operated safely; regulatory
alignment defines what counts as sufficient evidence.

Table 1: Pre-deployment evaluation criteria for technical validity.

KPI Definition (examples)

Fairness (SPD / DI / worst-
group gap)

SPD = P (ŷ=1 | A=a) − P (ŷ=1 | A=b); DI =
P (ŷ=1 | A=a)

P (ŷ=1 | A=b)
;

∆wg = maxg errg −ming errg [20, 90].

Robustness under
shift/adversary

Erradv =
errors under perturbation

Nperturbed
; Dropshift =

acciid − accshift
acciid

[48].

Prompt-injection resistance JSR =
successful jailbreaks

attempts
on a held-out prompt-injection suite [64].

PII leakage rate LPII =
PII leaks
tokens

× 10,000, measured via canary strings or extraction
probes [49].

Toxic/hazardous content rate Tox =
policy-flagged outputs

total outputs
(red-teaming / classifier-based screening)

[44].

Calibration (ECE) ECE =
∑K

k=1

|Bk|
n

∣∣acc(Bk)− conf(Bk)
∣∣; allow abstention under low

confidence [85].

Interpretability coverage IC =
samples with faithful local explanations

total samples
; report explanation fi-

delity [91].

Technical validity. Pre-deployment testing should go beyond accuracy [30, 90] to cover fairness and
bias (subgroup error gaps and counterfactual checks), robustness (adversarial and distribution-shift
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stress tests [48], prompt-injection [64] and tool-abuse resistance, safety and privacy [49] (hazardous-
content controls, PII-leakage resistance, watermark/fingerprinting integrity), and interpretability [91]
and calibration (useful explanations, confidence reporting, abstention under uncertainty) [85]. These
tests are usually automated, versioned, and tied to release gates, with red-teaming and regression runs
on every substantive model or policy update. We summarize core pre-deployment metrics in Table 1.

Governance and lifecycle oversight. In deployment, evaluation continues through provenance and
traceability (e.g., datasheets for datasets and lineage tracking) [43, 86], with drift-aware monitoring
for distribution shift [88]. It further relies on structured operational logging (prompts/outputs,
tool-use traces, policy hits, and overrides) [21, 93], human-in-the-loop escalation for sensitive
actions [63, 15], and public-facing transparency artefacts such as Model Cards and System Cards
documenting intended use, limitations, and known risks [72, 78, 16]. Runtime metrics—drift signals,
incident rates, false negatives of policy filters (e.g., Llama Guard/OpenAI moderation) [52], and
time-to-mitigate [92], close the loop between design-time assurances and field performance. Table 2
presents key AI governance frameworks and the distinct principles or regulatory approaches they
emphasize. Appendix Table 5 summarizes core AI governance controls, how they are operationalized.

Table 2: Overview of major AI governance frameworks and the core principles or
regulatory approaches they emphasize.

Framework / Instrument Regulatory Approach

International principles and initiatives
OECD AI Principles (2019) [79] Human-centered values; transparency, robustness, accountability;

inclusive growth and well-being.
UNESCO Recommendation on the Ethics
of AI (2021) [103]

Safeguard human rights and diversity; impact assessments; sustain-
ability and social benefit.

Council of Europe Framework Convention
on AI (CAI) [24]

Bind states to protect human rights, democracy, rule of law across
the AI lifecycle.

G7 Hiroshima AI Process (2023) [40] Responsible development of (gen)AI; provider codes of conduct
and risk mitigation.

Global Partnership on AI (GPAI) [45] International cooperation and practical guidance, pilots, and best-
practice sharing.

EU instruments and allied digital regulation
EU AI Act [6] Risk-based duties for high-risk AI: conformity assessment, logging,

transparency, post-market monitoring.
AI Liability Directive (proposal) [34] Easier redress: presumptions of causality/disclosure when AI duty

breaches contribute to harm.
Product Liability Directive (revised) [35] Strict liability for defective products incl. software/AI; expands

access to evidence.
GDPR [36] Data protection by design; DPIAs; data-subject rights incl. safe-

guards for automated decisions.
Digital Services Act [37] Platform accountability: systemic risk management, transparency

reporting, researcher access.

US policy and guidance
NIST AI Risk Management Framework
[76]

Voluntary risk-based lifecycle practices (gov-
ern–map–measure–manage); documentation & monitoring.

AI Bill of Rights (OSTP, 2022) [107] Five protections: safe/effective systems; anti-discrimination; data
privacy; notice/explanation; human alternatives.

US Executive Order on AI (2023) [98] Safety testing/reporting; standards coordination; secure model de-
velopment; critical-use safeguards.

FTC AI Guidance [38] Enforce truth-in-advertising and fairness laws; avoid deception,
unsubstantiated claims, unfair bias.

NIST Privacy Framework (2020) [75] Privacy risk management & engineering practices across the data
lifecycle.

Other national/sectoral frameworks
Canada Directive on Automated Decision-
Making [101]

Algorithmic Impact Assessment; tiered safeguards; transparency
for public-sector ADM.

(continued on next page)
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(Regulatory Approach)

Framework / Instrument Regulatory Approach

UK AI White Paper (pro-innovation) [27] Principles-based oversight via existing regulators; coordination,
sandboxes over horizontal law.

Singapore Model AI Governance Frame-
work [84]

Practical playbooks: transparency, explainability, human oversight,
robustness.

China Generative AI Measures (2023) [26] Provider registration, content governance, provenance, security
assessments for gen-AI.

Japan AI Governance Guidelines [71] Human-centric, safe deployment; transparency and accountability
expectations.

Standards (ISO/IEC, IEEE, BSI)
ISO/IEC 23894:2023 (AI risk manage-
ment) [57]

Organizational AI risk management aligned to ISO risk families.

ISO/IEC 22989 (AI concepts/terminology)
[55]

Common definitions/scope to align stakeholders and standards.

ISO/IEC 23053 (ML pipeline framework)
[56]

Reference lifecycle for ML pipelines: roles, artifacts, controls.

ISO/IEC 42001 (AI management system)
[58]

Certifiable management-system standard to govern AI in organiza-
tions.

ISO/IEC 5259 (Data quality for analytics)
[59]

Data quality metrics & documentation underpinning trustworthy
AI.

IEEE 7000-series (e.g., 7001, 7003) [51] Engineering processes for transparency and algorithmic bias miti-
gation.

Regulatory alignment. As the most comprehensive binding regime to date, the EU’s AI Act [82]
does evaluation in a risk-based conformity process: high-risk systems must demonstrate lifecycle
risk management, data governance and quality, transparency with meaningful human oversight,
and cybersecurity/robustness, and must maintain a Quality Management System with post-market
monitoring and incident reporting [82]. The Act requires technical documentation and logging
sufficient for traceability, often retained for years, which directly complements our workflow-level
defenses and governance controls. Non-binding yet influential frameworks: the OECD [80], NIST
[77], and Canada’s Directive on Automated Decision-Making [3], offer compatible checklists and
processes; practitioner repositories synthesize these expectations for operational use [95].Appendix
Table 6 summarizes major AI governance / risk management frameworks and the kinds of evaluation
evidence they emphasize.

Evaluation infrastructure: AI-ready testbeds To make pre-deployment KPIs and release-gates
actionable, we rely on AI-ready testbeds [17] that provide controlled, repeatable environments
for stress-testing GenAI systems (e.g., variability, hallucinations, bias, privacy leakage) and for
generating audit artefacts (plans, logs, incident reports) aligned to regulatory evidence. These
platforms support red-teaming, distribution-shift trials, and policy/filter evaluations before high-
stakes deployment, and they integrate with continuous monitoring post-release. Table 3 provides an
overview of represenatative AI-Ready Testbeds for evaluating RAI practices.

Assurance and release gating. Self-assessment is necessary but not sufficient for high-stakes
uses; independent audits and, where applicable, third-party conformity assessments provide external
verification of bias mitigation, robustness, privacy protections, documentation quality, and operational
controls [89, 82]. To make evaluation actionable, we produce auditable artefacts, risk registers with
traced mitigations, red-team reports and residual-risk statements, versioned test suites with pass/fail
thresholds, and linked Model/System Cards and data datasheets; bound to specific model/policy
versions [72, 43, 77]. Release decisions are then gated on minimum bars for prompt-injection
resistance, PII-protection, subgroup equity, oversight responsiveness, and audit completeness.

4 Liability Frameworks and International Coordination for AI Safety

The question of “who is responsible” when AI systems cause harm remains a complex and pressing
issue. Generative AI can produce outputs or actions that lead to real-world damage , for example,
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Table 3: Overview of AI-Ready Testbeds for Evaluating Responsible AI Practices.

Testbed Domain Key Features (aligned to KPIs / governance)

AI4EU AI-on-Demand
Platform [23]

General AI Dev. Responsible-AI workflows; reproducible runs; trans-
parency & explainability; datasheets/model-card sup-
port.

IEEE Ethical AI Systems
Test Bed [108]

Ethical AI Dev. Evaluation against ethical frameworks; human-
centered checks; fairness & accountability; auditabil-
ity.

AI Testbed for Trustwor-
thy AI (TNO) [99]

Trustworthy AI Scenario-based robustness/shift tests; trans-
parency/fairness assessment; standardized reporting &
risk logs.

ETH Zurich Safe AI
Lab [33]

Safety-Critical AI Adversarial & distribution-shift stress tests; failure
forensics; incident postmortems; reliability metrics.

HUMANE AI [50] Human-Centric AI Alignment with human values; societal-impact evalua-
tion; fairness pipelines; stakeholder review.

AI for Good Test Bed
(ITU) [54]

Social Good / RAI UN SDG–aligned pilots; impact/risk assessment;
ethics reviews; multi-stakeholder evaluation settings.

UKRI Trustworthy
Autonomous Systems
(TAS) [102]

Autonomous Systems Safety cases; accountability & transparency;
regulatory-compliance trials; sandboxed autonomy
stacks.

AI Verify (Model Gover-
nance for GenAI) [13]

Model Governance Governance controls testing; transparency & disclosure
checks; release gates; conformity evidence artifacts.

ClarityNLP Health-
care [22]

Healthcare NLP Clinical fairness/robustness checks; ethical data usage;
traceable audit trails for decisions.

ToolSandbox [67] Tool-augmented
LLMs

Stateful multi-step tool-use evaluation; privacy leakage
& policy compliance; accountability under tools.

defamatory content, privacy violations, biased decisions affecting individuals, or even physical harm
if an AI system controls machinery [73]. In such cases, determining liability is challenging: does the
blame lie with the model’s developers, the provider who deployed it, the end-user who prompted it, or
even the data that influenced it? This ambiguity is highlighted in recent discussions on AI governance,
which note that responsibility for AI outcomes often remains contentious and ill-defined. Without
clear liability frameworks, there is a risk that victims of AI-induced harm may have little recourse,
and that companies may lack sufficient incentives to mitigate risks proactively.

Policymakers around the world are beginning to struggle with these challenges by updating legal
frameworks. In the European Union, alongside the AI Act’s ex ante requirements, there have been
proposals for an AI Liability Directive to adjust how civil liability works for AI systems [81]. One
idea is to ease the burden of proof for victims by introducing a presumption of causality , if a
high-risk AI system fails to meet its regulatory requirements and then causes harm, the fault could
be presumed to lie with the system’s provider unless they prove otherwise. This would account for
the “black box” nature of AI by not requiring plaintiffs to explain the inner workings of complex
models to win a claim. More generally, legal scholars are debating whether AI should fit under
existing product liability laws (treating an AI like a product whose manufacturers are strictly liable
for defects) or whether new categories of liability (such as treating advanced AI as having a form of
legal agency or personhood) are needed. At present, no jurisdiction has fully settled this – different
approaches are being tested, from case law in the US applying negligence standards to AI outputs, to
EU proposals of strict liability for certain AI applications like autonomous vehicles. What is clear
is that without a consensus on liability, accountability gaps will persist, potentially undermining
public trust in AI technologies.

International coordination is equally crucial for managing AI risks. AI systems and their impacts
often transcend national borders: a generative model trained in one country might be deployed
globally via the internet, and harmful AI-driven content (such as deepfakes or misinformation)
can propagate worldwide. Moreover, there is an AI arms race dynamic among leading nations
and companies – rapid competitive development that could compromise safety in the absence of
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cooperation. To address this, experts call for global governance mechanisms, drawing analogies
to how nations negotiated treaties for nuclear arms control or climate change. In the AI context,
this might include sharing safety research, establishing communication hotlines for AI incidents, or
mutually agreeing on certain red-lines (for example, not connecting AI systems to autonomous nuclear
launch systems). There are early signs of such cooperation: for instance, the Global Partnership on
AI (GPAI) [47] is a multi-country initiative aimed at fostering collaboration on AI ethics and safety.
Likewise, the OECD’s AI Principles and the G7’s recent statements on AI oversight [41] represent
attempts to harmonize ethical standards internationally.

Table 4: Overview of liability frameworks for AI, showing their mode (ex ante, ex post, or soft
law), the responsibility mechanisms they rely on, and the types of evidence typically used to support
accountability.

Instrument / venue Mode Responsibility mechanism Evidence relied upon

EU AI Act [81] Ex ante Lifecycle risk management, trans-
parency, logging, QMS, and post-
market monitoring to ensure traceabil-
ity.

Technical documentation; ver-
sioned logs; risk registers; in-
cident reports.

AI Liability Direc-
tive (proposal) [29]

Ex post Presumption of causality where high-
risk AI breaches duties and causes
harm; rebuttable by provider.

Compliance records: logs; test
reports; governance artefacts.

Revised Product
Liability Direc-
tive [28]

Ex post Strict liability for defective prod-
ucts (including AI/software): requires
proof of defect, damage, and causa-
tion.

Release notes; QA/test
records; failure and incident
analyses.

U.S. negligence/tort
(general) [62]

Ex post Duty of care, breach, causation, and
harm; the standard of care derived
from prevailing practices.

Audit trails; red-team re-
ports; governance and moni-
toring artefacts (e.g., NIST AI
RMF [77]).

Council of Europe
AI Convention [7]

InternationalBaseline for rights protection and over-
sight; encourages interoperable docu-
mentation for accountability.

Model/system cards; op-
erational logs; conformity
dossiers.

G7 & OECD princi-
ples [41, 80]

Soft law Converging expectations on account-
ability, transparency, and robustness
guiding audits and practices.

Governance policies; trans-
parency reports; evidence
crosswalks.

However, coordination is complicated by geopolitical tensions. Joint workshops and expert dialogues
have been held involving researchers on topics like AI risk evaluation, indicating a shared recognition
that unchecked AI race-to-the-bottom could be catastrophic for all sides. Additionally, proposals
have emerged for information-sharing arrangements where AI labs internationally might exchange
findings about discovered vulnerabilities or best practices, under frameworks that protect each party’s
competitive interests while advancing collective safety.

From a governance perspective, establishing clear liability and accountability across borders
may require new international agreements. Just as there are international conventions on products
or aviation liability, we may see treaties or harmonized laws that ensure an AI developer in one
country can be held to account for harms their system causes in another. Cross-border data flows and
jurisdiction issues (for example, an AI model that draws on personal data from multiple countries) also
highlight the need for coordination in enforcement of AI regulations. Without alignment, a patchwork
of AI laws could allow bad actors to forum-shop or operate in lax jurisdictions, undermining stricter
regimes elsewhere. To prevent this, bodies like the International Centre of Expertise in Montreal
(for AI regulation) [74] and the Council of Europe (drafting an AI treaty on human rights) [7] are
working to build international consensus.
In summary, liability frameworks for AI are evolving to assign responsibility when GenAI systems
misbehave, but many open questions remain. Resolving these will likely involve a combination of
updates to domestic laws (e.g. explicit duties for AI system providers, insurance mandates for AI
products, etc.) and international coordination to ensure consistent safety standards globally.

7



5 The "AI Scientist" Paradigm and Design Patterns for Safe AI Systems

A promising direction in the quest for safer AI is reimagining the role and design of AI systems
themselves. The “AI Scientist” paradigm [66] refers to an approach where AI models act as
constrained research assistants : non-agentic, analytically rigorous, and aware of their own
uncertainty, rather than autonomous agents with open-ended goals. The motivation for this paradigm
is to avoid situations where an AI agent might form and pursue long-term objectives misaligned with
human intent. By keeping AI non-agentic, we mean the system does not initiate actions on its own
or try to achieve self-devised goals; it only operates within the tasks and bounds explicitly given by
humans. An uncertainty-aware model [105], meanwhile, is one that can recognize when it is not
confident or when a situation is novel, and then either seek human guidance or default to inaction
rather than pressing on blindly. Together, these qualities aim to make AI behavior more predictable
and controllable , akin to a diligent scientist that proposes hypotheses and experiments, but always
checks with a human principal investigator before making a consequential move. As shown in Fig. 3,
we operationalize the “AI Scientist” as a planner–gate–executor loop with uncertainty-aware HITL
escalation and sandboxed execution.

Figure 3: “AI Scientist” control loop. A Planner (Privileged LLM) proposes a plan, which passes
through policy checks (constitutional/safety rules) and an uncertainty gate (act / ask / abstain when
confidence < τ ). If a check fails, the system escalates to human-in-the-loop (HITL) review. Only
approved plans reach the Executor (Quarantined LLM), which operates inside a tool sandbox
(allow/deny lists, capability scope, rate limits). An output auditor enforces content/tool policies,
while provenance & versioned logs (prompts, plans, approvals, actions, outcomes) support post-
market monitoring and liability evidence. This instantiates the separation-of-powers, oversight gates,
uncertainty-aware abstention, and internal rule-checking patterns discussed in §5 [32, 94, 18, 60, 15].

To implement the AI Scientist paradigm, researchers are proposing several design patterns that
enforce safe operating envelopes for AI systems. One key pattern is the provable separation of
planning and execution. This generalizes sandboxed agent architectures: an AI system decision-
making logic (planning) is decoupled from its action interface (execution), with a strict policy gate in
between. Concretely, the system may generate a plan (e.g., a sequence of tool/API calls) but those
actions are not executed until a verifier (human or automated) approves the plan. Recent agentic
frameworks operationalize this with distinct Planner and Executor components and policy checks
before any tool use, improving robustness to prompt injection and tool abuse [32, 94, 97]. Formal
methods and capability-scoped interfaces are being explored to make this separation provable, i.e., to
guarantee that planning cannot cause side effects without passing through a controlled interface [94].

Another critical design pattern is to incorporate human-in-the-loop (HITL) gates at strategic points
in the AI workflow [15, 1, 5]. Rather than having a human operator only at the start (providing an
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initial prompt) and the end (receiving the final output), the AI Scientist model envisions humans
involved in oversight throughout the process. For example, if a GenAI model is being used to draft
an analytical report, the system might pause after each section, flag areas of low confidence or
potential controversy, and ask for human input or confirmation before continuing. This ensures that
any emerging issue can be corrected early. Human oversight is especially important in high-stakes
domains: it has been noted that even when AI-driven systems operate in defense or medical settings,
maintaining human control is critical to prevent unaccountable actions.

Beyond architecture, the AI Scientist approach also involves cultivating certain properties in the
AI reasoning. One such property is calibrated uncertainty estimation: the AI should be able to
output not just an answer or action, but also a measure of confidence or a distribution over possible
answers [60]. If the model is unsure (below a certain confidence threshold), it can be programmed to
refrain from high-impact actions or to explicitly ask for help. This is analogous to how a prudent
human scientist would operate: acknowledge doubt and seek peer review when results are uncertain.
Recent alignment strategies encourage models to engage in chain-of-thought reasoning, where they
transparently “think through” a problem step by step [106]. This can help both the model and the
human overseers to detect where the reasoning might be going astray. Approaches like Anthropic
Constitutional AI [18], which embed guiding principles into the model’s decision process, also align
with the AI Scientist ethos by having the model internally check its outputs against ethical rules or
constraints. These separation of powers, oversight gates, uncertainty-aware abstention, and internal
rule-checking patterns are mutually reinforcing: separating planning from execution creates natural
HITL checkpoints; confidence estimates make those checkpoints informative; and internal critiques
catch issues before plans are proposed for approval.

6 Discussion and Conclusion

GenAI holds immense promise across industries, but realizing its benefits sustainably will require a
concerted effort to make these systems “responsible by design". In this survey, we have outlined a
multi-faceted approach to Responsible GenAI, touching on technical safeguards, evaluation frame-
works, legal accountability, and architectural design paradigms. Our review highlights that no single
measure is sufficient on its own: robust AI safety will emerge from the interplay of many layers
of defense and governance.

At the workflow level, sandboxing and provenance-tracking mechanisms can drastically reduce
immediate risks by confining what AI systems can do and monitoring what they access. These
technical measures act as the first line of defense, directly preventing many failure modes (like
data leaks or errant actions) before they escalate. Building on this, comprehensive evaluation and
compliance protocols ensure that AI systems are rigorously vetted against ethical and safety criteria
before and during deployment. Emerging regulations like the EU AI Act provide a blueprint for
such protocols, effectively raising the bar for what it means for an AI system to be “safe enough"
for high-risk use cases. In parallel, clarifying liability and accountability through updated laws
and international coordination creates the external pressures and incentives needed for organizations
to prioritize safety over speed. If developers and deployers know they will be held responsible for
harms, they are more likely to invest in the necessary safeguards. International cooperation, while
challenging, is especially important to prevent regulatory gaps and promote shared safety standards
in the global AI arena.

Finally, the AI Scientist paradigm and associated design patterns represent a forward-looking
strategy to bake safety into the essence of AI systems. By structurally limiting autonomy and
integrating uncertainty awareness and oversight, this approach tackles the alignment problem at its
root, aiming to prevent catastrophic outcomes by design rather than relying purely on after-the-fact
controls. As AI research progresses, such paradigms will help keep advanced AI systems within
human-commanded safe operating envelopes. In conclusion, ensuring a sustainable future with
generative AI will demand bridging efforts across data, models, and regulations : in other words, a
synthesis of technical innovation with policy and human-centered design. The path forward lies in
continuing to refine workflow defenses, develop richer evaluation benchmarks for social and ethical
criteria, craft laws that distribute responsibility fairly, and engineer AI that is as transparent and
controllable as it is powerful. By heeding the insights from each domain discussed in this survey,
stakeholders can collaboratively steer generative AI towards outcomes that are not only cutting-edge
in capability, but also worthy of the trust that society places in them.
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Table 5: AI governance controls: operationalization and auditable evidence.

Governance control Operationalization (examples) Auditable evidence (examples)

Data governance & lineage Datasheets; lineage tracking; access control;
dataset update policy

Datasheets [43]; lineage & access
logs; change records

Transparency artefacts Model/System Cards; intended-use & limita-
tions; risk disclosures

Model Cards [72]; System Cards
[78, 16]

Operational logging & trace-
ability

Prompt/output logs; tool-use traces; policy
hit/override logging; retention schedule

Production-readiness checks [21];
RMF records [69]; debt risks [93]

Human oversight (HITL) Review checkpoints; escalation paths; over-
ride controls; SLAs for sensitive actions

HITL guidelines [15]; oversight
policy [63]

Policy enforcement & safety
filters

Moderation pipelines; allow/deny lists; rate
limits; periodic red-teaming

Filter eval reports (FN/FP); policy
docs; guardrails [52]

Post-market monitoring Drift detection; incident management; on-
call runbooks; corrective actions

Monitoring dashboards; incident
postmortems; RMF metrics [77]

Compliance documentation Conformity dossier; risk register; residual-
risk statements; audit trail

Design specs & logs; audit re-
ports; AI Act alignment [82]

Table 6: Comparison of selected AI governance and risk management frameworks, highlighting
evaluation mechanisms and typical auditable evidence.

Framework Type / scope Core evaluation & assurance elements Typical auditable evidence

EU AI Act [82, 39] Binding regulation (EU) Risk classification; conformity assess-
ment; QMS; lifecycle risk manage-
ment; transparency/oversight; robust-
ness/cybersecurity; post-market monitoring

Technical documentation; logs/retention;
risk reports; incident reports

OECD AI Principles [80] Non-binding principles
(OECD)

Accountability; robustness/safety; trans-
parency; fairness; risk–benefit assessment

Governance policies; impact assess-
ments; transparency statements

NIST AI RMF 1.0 [69] Voluntary risk framework
(US)

Map–Measure–Manage–Govern; risk iden-
tification; metrics; controls; continuous
monitoring

Risk register; measurement plan; moni-
toring KPIs; governance records

ISO/IEC 42001 (AIMS)
[4]

Certifiable management
system

Organization-level AI management require-
ments; process controls; continuous im-
provement

AIMS scope; procedures; internal audits;
management reviews

GAO AI Accountability
Framework [104]

Public-sector accountabil-
ity

Governance; data; performance; monitor-
ing

Accountability checklist; audit artifacts;
change/control logs

UK ICO [11] & Alan Tur-
ing “Explaining AI” / AI
Auditing

Regulator guidance (UK) Explainability; documentation; audit pro-
cesses; routes for redress

DPIAs/AIA-style docs; explanation
records; audit plans

UK AI Cybersecurity
Code of Practice [9]

Government code (UK) Secure-by-design AI; threat modeling; con-
trols; monitoring

Secure-by-design evidence; threat mod-
els; security test results

Canada AIDA [46] & Vol-
untary GenAI Code

Legislation (proposed) &
code (Canada)

Risk/impact management; transparency; in-
cident reporting

Impact assessments; notices; incident
logs

WHO LMM Guidance for
Health [10]

Sectoral guidance
(Health)

Safety/efficacy; data governance; monitor-
ing; clinical risk mgmt

Clinical validation; data lineage; post-
deployment monitoring

Singapore AI Verify
(Model Governance for
GenAI) [8]

Model governance
(GenAI)

Model governance controls; testing expec-
tations; transparency

Governance checklists; testing sum-
maries; release gates

ISO/IEC TR 24027 [2]
(Bias/Data Quality)

Technical report (ISO) Bias sources/metrics; data quality guidance Bias assessments; data quality reports

NIST SP-1270 (Bias) [92] Special publication (US) Identify/manage bias; metrics; mitigation
process

Bias measurement plans; subgroup anal-
yses; mitigation evidence

MIT “AI Risk Repository”
(crosswalk) [95]

Repository / synthesis Cross-mapping of risks, controls, standards,
practices

Control mappings; checklists; references
to tests/benchmarks
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly present the scope of our survey. They
state four core contributions: (1) synthesizing workflow-level defenses for generative AI, (2)
examining evaluation protocols and compliance criteria shaped by regulation, (3) analyzing
liability and governance approaches, and (4) introducing the "AI Scientist" paradigm. Each
of these is elaborated in dedicated sections of the paper (Sections 2–5) and revisited in the
conclusion, ensuring consistency between claims and content

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We acknowledge that, as a survey, our work does not provide new empirical
experiments but instead synthesizes and evaluates existing literature. While we aim for
breadth across technical, regulatory, and governance perspectives, we note that some areas
(e.g., rapidly evolving industry practices and region-specific regulations) could not be
exhaustively covered. We also highlight that the “AI Scientist" paradigm remains aspirational
and requires further empirical validation, which is beyond the scope of this paper.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: This paper is a survey and does not introduce new theoretical results, theorems,
or formal proofs. Instead, it synthesizes and critiques existing technical, governance,
and regulatory literature. Where relevant, we reference prior work that provides formal
definitions or proofs (e.g., fairness metrics, robustness evaluations), but no original theorems
are contributed by this paper.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]

Justification: This paper does not present original experimental results. Instead, it surveys
and synthesizes existing literature on Responsible Generative AI, including technical safe-
guards, governance frameworks, and regulatory perspectives. Where we cite experimental
work (e.g., on fairness metrics, robustness, or evaluation testbeds), reproducibility details
are provided in the referenced papers, but no new experiments are introduced in this survey.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: This paper does not introduce new datasets, models, or code, as it is a survey.
However, to support transparency and reproducibility of our synthesis, we will make the
full set of references (bibliography) openly available, serving as the primary “data” of this
survey. This allows readers to trace back all claims and analyses to the cited works. No
additional code or experimental assets are required for the paper’s contributions.

6. Experimental setting/details
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Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]

Justification: This paper does not introduce new experiments or models. It surveys existing
literature on Responsible Generative AI and therefore does not involve training/test setups
or hyperparameter tuning.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: As a survey, the paper does not include original experiments. Where experi-
mental findings from prior work are discussed, we reference the corresponding studies that
provide their own statistical reporting.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: This paper does not present original experimental results, so no compute
resources are reported. Instead, we synthesize findings from prior literature that may have
used varied computational resources.

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The paper is a literature survey and does not involve human or animal subjects,
sensitive data collection, or potentially harmful interventions. All referenced works are
properly cited, and the study fully adheres to the NeurIPS Code of Ethics.

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses both positive and negative societal impacts of Respon-
sible Generative AI. On the positive side, we highlight how aligning technical safeguards,
evaluation protocols, and governance frameworks can improve safety, transparency, and
accountability in AI systems. On the negative side, we discuss risks such as bias, privacy
leakage, misuse (e.g., disinformation, surveillance), and governance gaps if safeguards are
not implemented. We also propose mitigation strategies, such as sandboxing, provenance
tracking, and the “AI Scientist”.

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not release new datasets or models. Instead, it surveys existing
work and highlights safeguard mechanisms proposed in the literature, such as sandboxed
execution, runtime monitoring, moderation pipelines, and regulatory oversight frameworks,
but it does not itself release any high-risk assets.

12. Licenses for existing assets
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Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All referenced works, datasets, models, and governance frameworks are cited
to their original sources with appropriate bibliographic references (see References section).
Since no external code or datasets are directly reused, there are no additional licensing
concerns beyond proper scholarly citation.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not introduce new datasets, models, or code. The contribution
is conceptual and survey-based, synthesizing existing literature and governance frameworks.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve human-subject research or crowdsourcing studies.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve experiments with human subjects and therefore
does not require IRB approval.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: This survey does not use LLMs as part of its methodology or results. Any AI
tools used were limited to standard writing/editing assistance and did not affect the scientific
content or originality of the work.
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