Under review as a conference paper at ICLR 2026

DISTILLATION OF LARGE LANGUAGE MODELS
VIA CONCRETE SCORE MATCHING

Anonymous authors
Paper under double-blind review

ABSTRACT

Large language models (LLMs) deliver remarkable performance but are costly to
deploy, motivating knowledge distillation (KD) for efficient inference. Existing
KD objectives typically match student and teacher probabilities via softmax, which
blurs valuable logit information. While direct logit distillation (DLD) mitigates
softmax smoothing, it fails to account for logit shift invariance, thereby restricting
the solution space. We propose Concrete Score Distillation (CSD), a discrete
score-matching objective that overcomes both softmax-induced smoothing and
restrictions on the optimal solution set. We resolve the training instability and
quadratic complexity of discrete score-matching in autoregressive LLMs, and the
resulting CSD objective aligns relative logit differences across all vocabulary pairs
between student and teacher with flexible weighting. We provide both mode-
seeking and mode-covering instances within our framework and evaluate CSD on
task-agnostic instruction-following and task-specific distillation using GPT-2-1.5B,
OpenLLaMA-7B, and GEMMA-7B-IT. Experiments show that CSD consistently
surpasses recent KD objectives, achieves favorable fidelity—diversity trade-offs, and
yields complementary gains when combined with on-policy techniques, demon-
strating its scalability and effectiveness for LLM distillation.

1 INTRODUCTION

Large language models (LLMs) have demonstrated remarkable generative capabilities across a wide
range of tasks (Achiam et al., 2023; Dubey et al., 2024; Liu et al., 2024; Comanici et al., 2025).
Such progress has been primarily driven by the vast amount of training data and the unprecedented
scale of model parameters (Kaplan et al., 2020). However, when deploying such LLMs in real-world
applications, the recurring inference cost becomes prohibitively expensive. Consequently, research
into reducing the parameter size of LLMs while preserving performance has become particularly
crucial for enabling efficient inference. In this context, knowledge distillation (KD) (Hinton et al.,
2015) has emerged as a promising approach for LLMs, as it allows a smaller student model to inherit
the capabilities of a large teacher model, thereby enabling more efficient inference.

The common paradigm in KD for LLMs is to align the per-token probability distributions of the
student with those of the teacher. Kullback—Leibler (KL) divergence was initially the most widely
adopted objective, and the search for more effective probability matching losses has since become
a central topic of research. Alternative objectives have been proposed within the framework of
f-divergence (Wen et al., 2023; Gu et al., 2024; Agarwal et al., 2024), as well as its smoothed
variants (Ko et al., 2024; Shing et al., 2025; Ko et al., 2025). However, existing distillation losses
primarily targeted the estimated probabilities obtained through the softmax transformation, instead of
directly utilizing the raw neural network outputs (logits) from either the teacher or the student. As
illustrated in Figure 1b, even when the teacher’s logit values differ substantially, their corresponding
probability values can be nearly indistinguishable. Such smoothing hinders the student from faithfully
capturing the teacher’s knowledge, a challenge further exacerbated in modern LLMs with large
vocabularies, where most tokens are assigned near-zero probabilities (See Figure 1a).

In traditional KD, direct logit distillation (DLD) (Ba & Caruana, 2014; Urban et al., 2017) has been
proposed as an alternative strategy, with advantages in generalization capability and in removing the
softmax smoothing (Kim et al., 2021). However, such approaches have not been thoroughly explored
in the context of LLMs. This paper identifies a key drawback of DLD: its restriction on the optimal
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Figure 1: Motivation for logit-level distillation and limitations of prior work. (a) Statistics of per-
token probabilities for every vocabulary for 16 input—output sequences from the teacher model
(GPT-2-1.5B). The probabilities are highly sparse, with only 0.0023% being greater than 0.01. (b)
Despite large differences in logits (e.g., [—1, —4, 4] vs. [1, =9, 6]), softmax yields nearly identical
probabilities and gradients. (c) Prior direct logit distillation restricts the solution set.

solution set as described in Figure 1c. Considering the softmax activation in inference, it is sufficient
for the teacher’s and student’s logits to agree up to an additive constant, but the previous solutions of
DLD fail to accommodate such an acceptable slack constant, a.k.a. logit shift invariance. Such a
restriction on the solution set may hinder the discovery of optimal solutions in distillation, particularly
when the teacher and student models have a large capacity gap, as is often the case with LLMs.
Therefore, the goal of this paper is to establish a design space of distillation losses that overcome
both the softmax-induced smoothing of teacher knowledge and the restriction on the solution set.

This paper adopts the idea from energy-based models (Song & Kingma, 2021), which design
objectives that avoid the constraint of probabilistic models (sum-to-one) by using the score-matching
objective (Hyvirinen & Dayan, 2005). We propose Concrete Score Distillation (CSD), a discrete
form of the score-matching objective (Meng et al., 2022) adapted for autoregressive LLM distillation.
We address training instability and computational overhead arising when applying the score-matching
objective to LLMs, and provide theoretical guarantees of optimality, showing that its solution set is
broader than that of DLD from both theoretical and empirical perspectives. The resulting objective
reduces to matching the relative logit differences across all pairs of vocabulary items between the
student and teacher, while allowing flexible weighting across all vocabulary pairs in linear time with
respect to vocabulary size. Furthermore, we present instances within our framework that exhibit both
mode-seeking and mode-covering properties.

In our experiments, we conducted both task-agnostic instruction-following distillation and task-
specific distillations (summarization, mathematics, and translation) using GPT-2 (Radford et al.,
2019), OpenLLaMA (Geng & Liu, 2023), and GEMMA (Team et al., 2024) backbones. The
proposed CSD consistently outperformed recent probability-matching objectives as well as direct
logit distillation. By appropriately choosing weighting functions, we further demonstrated that our
method resides on the frontier of the diversity—fidelity trade-off. Finally, we observed complementary
performance gains when integrating our loss with on-policy techniques.

2 PRELIMINARIES

2.1 KNOWLEDGE DISTILLATION OF LARGE LANGUAGE MODELS

We consider autoregressive large language models (LLMs), consisting of a teacher pp and a student
qg, where the student is a smaller and more efficient model. Given an input context c, the student
generates an output sequence y = (y1,y2, - - - , yr) With probability ¢ (y|c) = Hthl g0 (ytlc, y<t),
where L denotes the sequence length, and the teacher’s probability is defined analogously. Each token
y¢ is drawn from the fixed vocabulary set V := {v1, va, ...}. As in prior works (Lin et al., 2020; Ko
et al., 2024), we assume the teacher and student share the same vocabulary set. To compute the token
probability g (y¢|c, y<¢), an LLM typically adopts a parametric function fp : V¢l x V=1 — RIVI,
which maps the input (c,y;) to a logit vector fs(c,y¢) € RIVI. The logit corresponding to token
yt is denoted by fp(c, y<+)[y:]. For brevity of notation, the explicit input arguments of the function
fo will be omitted hereafter. Let f7 be the parametric function of the teacher. Accordingly, the



Under review as a conference paper at ICLR 2026

probability of each token is calculated through the following softmax transformation:

exp(fr[y:])
ey Xp(fr[a]))

exp(foly:])
vy €XP(fo[z]))’

q‘9(yt|C7Y<t) = Z pT(yt|C7Y<t) = Z (1)

Problem definition: The goal of knowledge distillation for LLMs is to align the student’s per-token
probability distribution with that of the teacher, so that the student inherits the teacher’s capabilities.
We assume access to input—output sequence pairs (c,y) ~ D, obtained either from a fixed dataset or
from samples generated by the student or teacher (Lin et al., 2020; Ko et al., 2024). For each selected
instance (c,y), distillation is performed by selecting a specific discrepancy metric D and minimizing
the discrepancy between the per-token probability distributions with respect to 6:

L
1
Eey)on |1 2D 0r (le.y<r) llas (le.y<e)] - @

t=1

Prior work and motivation: In previous studies, D is most commonly chosen as the KL diver-
gence (Hinton et al., 2015), which is formulated as follows (the input of the probability is omitted):

pr(yile, y<t)

. 3
qe(yt|C7Y<t) ©

D (prllge) = Z pr(yile,y<i)log
y+€V

However, Dy, focuses on the teacher’s probabilities and is constrained by the softmax. As shown in
Figure 1b, although the teacher carries rich knowledge across all vocabulary items at the logit level,
much of it is lost after softmax, and the teacher provides nearly identical gradient signals to most
minor tokens. Accordingly, in classical KD studies (Ba & Caruana, 2014; Urban et al., 2017), direct
logit distillation (DLD) has been widely adopted as a logit-level mean squared error (MSE) loss:

Loun 0 prow) = 3 3 wlye) (foly] — frled)*, )

Y€V

where w(+) is a strictly positive weighting function!. Kim et al. (2021) showed that Lp;p provides
better generalization and representation capability by taking minority indices into account. Since
faithfully distilling logit information is crucial for large-vocabulary LLMs, we investigated the use of
DLD for LLM distillation. However, we found that its optimal solution does not permit logit constant
invariance, thereby severely restricting the solution set. This observation motivated us to develop a
logit-level distillation loss that does not restrict the optimal solution.

2.2  SCORE MATCHING FOR A DISCRETE RANDOM VARIABLE

Score-matching (SM) (Hyvirinen & Dayan, 2005) was originally proposed in energy-based mod-
els (Song & Kingma, 2021) with continuous variables x € R?. An energy function Ey : R? — R
maps X to a scalar. The corresponding probability and the score-matching objective are given by:

_ exp(~Ey(x))

Zo ) ESM(&pdatm w) = Ew(x) [Hvx log go (X) — Vx Ingdalu(X)Hg] S

q0(x)
where Zy = [,_exp(—Fjp(x))dx is the partition function, and w(-) is a weighting function. The term
Vi log go(x) = —VxFEy(x) is known as the Stein score, which uniquely identifies the probability
distribution without requiring the computation of Zy. Ly facilitates the design of losses without
considering the normalization constraint of probabilistic models. The probability computation gg
here follows, analogously, the form of the LLM probabilities in Eq. (1). The difference is that an
LLM outputs energy values fy over all finite states at once, whereas an EBM handles continuous
variables, so that each input to Fjy yields only a single scalar output.

Inspired by how EBMs design losses beyond the normalized structure of a probabilistic model through
score-matching, we extend this idea to construct logit-level distillation losses for LLMs. However,
because the Stein score is defined through derivatives, it cannot be directly applied to discrete random
variables. Meng et al. (2022) proposed a generalized score function, applicable to both continuous

'Throughout this paper, we assume each weighting function sums to one over the vocabulary for simplicity.
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and discrete variables, named the concrete score: sg(y) := [g‘;g” . Similar to the Stein score,
eV

the concrete score characterizes local changes at the current state, but replaces them with probability
ratios between all other point masses. This term is also uniquely identifiable with the underlying
distribution. The corresponding concrete score-matching objective is then defined as:

2
Lesm(0; paaa, w Z > w( ( ole) _ pdata(x)) ; (6)

S5 (¥)  Paa(y)

where w(+, -) is a positive weighting function. Previous work on language models (Lou et al., 2024)
typically adopted this loss by directly parameterizing the concrete score (also known as discrete
diffusion models) to mimic the data distribution. In contrast, we take this concept as a starting point
to design logit-level distillation losses for autoregressive-type language models, which are more
dominant in real-world applications.

3 METHOD

This section introduces the proposed Concrete Score Distillation (CSD) objective for knowledge dis-
tillation (KD) in autoregressive large language models (LLMs). Section 3.1 discusses the challenges
of directly applying Lcsm to LLMs, so we propose a modified objective with theoretical guarantees
of optimality and compare the objective with Lpy p. Section 3.2 presents an efficient analytic gradient
computation for CSD, analyzes its gradient structure, and compares it with that of Dy .

3.1 CONCRETE SCORE DISTILLATION FOR LARGE LANGUAGE MODELS

Tackling training instability: We observe that optimizing the student model ¢y by minimizing

Lcsm(0; pr, w) leads to training instability, as the likelihood ratio (;1:((;)) can diverge as the denomina-

tor approaches zero. In the discrete diffusion model (Lou et al., 2024), a single vocabulary item is fed
into the neural network sy, which directly outputs the ratios over the other vocabulary items, thereby
avoiding instability. In contrast, autoregressive LLMs compute probabilities for each vocabulary item
separately and then take their ratios, making this issue specific to autoregressive LLMs.

Training instability is a well-known issue in likelihood ratio estimation (Rhodes et al., 2020). Follow-
ing Higuchi & Suzuki (2025), we address it by applying a monotonically increasing function to the
concrete scores. In particular, we adopt the logarithm, which yields the following objective:

2
Lesp (05 pr, w) = % Z Z w(yt, ) (log wlale,yer) _ log Pr(zie,y <) ) (N

Y EV 2EV q0(yelc, y<t) pr(yelc,y<t)
=3 Z > wye ) (fole] = folyd] — frlz] + frlvd)*- ®)
thV zeV

The choice of the logarithm function provides two benefits: (1) it yields an MSE loss between logits
(i.e., neural network outputs), ensuring stability by avoiding the likelihood ratio computation; and (2)
it naturally leads to the logit-level loss design, which aligns with our motivation.

B

Logit distillation with intra-vocabulary relationships: Joly:] / T I/r
Unlike Lpyp, which directly matches student and teacher [1]4[3]
logits for the same vocabulary item, Lcsp aligns the logit .

residuals across different vocabulary items between the - —

student and the teacher. This allows the student not only

to be compared against the teacher but also to perform n

relative comparisons among its own vocabulary items. In  Student concrete score  Teacher concrete score

contrast to Dgy, where softmax normalization implicitly .

adjusts each vocabulary item relative to all others, our logs ~Figure 2: Schematic for Lesp (Eq. (8)).
explicitly controls the pairwise relationships between student vocabulary items y; and = through the
weighting function w(y,, z). Figure 2 illustrates how a logit vector fs(c,y;) € RVl (e.g., [1, 4,
—3]) produces a concrete score and how it is matched with the teacher’s concrete score. The following
theorems provide the theoretical guarantee of the proposed objective function.
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Algorithm 1: Gradient computation of Concrete Score Distillation

Input: Student fy, teacher fr, prompt c, prefix y -, function w(+, ) = wy (-)wa(+).
Compute the student logit fy[y:] = fo(c,y<t), Vyr € V.

with no_grad:

Compute the teacher logit frly:] = fr(c,y<¢), Vy: € V.

Compute the weighted average logits:

= X, evlon(u) x falydl-detach], fi* = X2, cylwa(ys) x folyel-detach]

=3 evlwi () x frlyll, 777 = 3, evlwa(y) x friye]]
Compute the weighted normalized logits:

Fa Tye) = folye) — o Fo lye) = folye) — f3'>, Yy € V.

7 ] = friyd — ::Lrul’ }UZ[?{t] = frly] — _%UQaYyt eV )
weraa(ye) = [wi(ye) [ £ lye) = F2 Iyl | + walwe) |75 ) = £ el | von € v

VoLesp (0;pr,w) =32, ey [Weraa (Y1) Vo folyt]
return Vo Lcsp (0; pr, w)

Proposition 1. (Consistency) Given context ¢ and prefix y <+, assume sufficient model capacity. For
any w(-,-) > 0, define the set of optimal parameters as O, = arg ming Lcsp (0; pr, w). Then, for
any 6* € Ofgp, we have Lesp (0% pr, w) = 0, and the following holds for all y, € V:

9o+ (yelc, y<t) = pr(ytle, y<t)-

Please refer to Section A.1 for the proof. Proposition 1 shows that consistency holds when matching
the log-transformed concrete scores of the student and teacher, and guarantees that our objective
leads the student to converge to the target teacher.

Theorem 2. (Solution Superset) Under sufficient model capacity, let the set of optimal parameters
Ofsp = argming Lesp (0; pr, w) and OF;;, = arg ming Lprp (0; pr, w), then following holds:

* *
@CSD 2 G)DLD .

Please see Section A.2 for the proof. Theorem 2 implies that all solutions obtainable by Lpp can
also be recovered by L¢sp. This is because Lcsp is invariant to constant shifts in logits; for example,
when fo[y:] = frly:] + C forall y; € V, the probabilities are identical and the Lcsp is zero, whereas
the LpLp is not optimal. This advantage could be pronounced under limited model capacity, where
the larger solution set of Lcsp enables more faithful approximation of the teacher’s knowledge.

3.2 GRADIENT COMPUTATION AND ANALYSIS

The remaining challenge of the proposed objective Lcsp in Eq. (8) lies in its computational cost
of O(|V|?). Unlike D1, and Dprp, Dcsp requires a double summation over the vocabulary set V.
This formulation is infeasible to implement in standard computational environments due to memory
constraints. Nevertheless, we show that the gradient of this objective can be computed in linear time:

Theorem 3. (Efficient Gradient Computation) Assume w(y:, x) = wi (yr)wa(x), then the gradient
of Lesp (0; pr, w) with respect to 0 could be computed in O(|V]) as:

VoLeso (0:pr,w) = Y wlun)” (folyd — Frlul) Vofoly) ©)

yr €V

where w(ye) = (wr (). wa(w)”, Tolo) = (7l 73 ) Erlud = (Filonl. 7 )
with £ (] = folye] — Bugfol2ll f¥1ye] = Ffrlye] — Eww)lfriz]] are normalized logits.

The proof is provided in Section A.3. These results follow from factorizing the independent variables.
Algorithm 1 further details the gradient computation of Eq. (9) step by step, with each step requiring
only linear time over the vocabulary. An alternative approach is to use Monte Carlo estimation.
Instead of taking a weighted sum over all possible states of y; with w1, one can draw a single sample
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of y, according to probability w; and compute the loss in expectation. However, this approach
increases the variance within the batched samples, leading to degraded estimation accuracy and
typically lower performance compared to the analytic computation (see Figure 5).

Gradient analysis: The gradient of Lcgp in Eq. (9) has a structure similar to that of Dg;. For
intuitive understanding, let us consider the case where the weighting function of CSD is the uniform
distribution U. Then, the gradient of each loss becomes:

exp(folye]) exp(fr[y:]) >
VoD = - \Y ,
) (et~ S apti ) e

normalized student logit normalized teacher logit

2 D wey Jolz] 2 ey frl2]
VoLeso (0:prU) = 3 V|< <fo[yt] - W) - (fT[yt] - 2 )90l

y+ €V
normalized student logit normalized teacher logit

In gradient descent, both losses decrease the student’s logit fy[y;] where the student’s normalized
logits are large, and increase fy[y:] where the teacher’s normalized logits are large. The only
difference lies in how the logit coefficients are normalized over the vocabulary set: Dy inherits the
softmax form, which, as noted in Figure 1b, poses a major problem for transferring the teacher’s
knowledge. In contrast, our Lcsp uses centering normalization, allowing the student to directly
capture the teacher’s logit information. Moving beyond the uniform weighting case study, the
formulation in Eq. (9) further provides a design space for logit normalization through (w1, w2), where
wy controls the weighting of vocabulary tokens during gradient updates and wo governs coefficient
normalization, with their roles applied again in reverse order (w2, wy).

4 EXPERIMENTS

This section comprehensively validates the effectiveness of the proposed Concrete Score Distillation
(CSD) across various experimental setups. Section 4.1 shows results on task-agnostic instruction-
following distillation, comparing CSD with alternative loss functions and assessing its performance
when combined with recent on-policy methods. Section 4.2 further examines task-specific set-
tings, including math, summarization, and translation, to evaluate the applicability of CSD. Finally,
Section 4.3 establishes the contribution of each component in CSD through ablation studies.

4.1 TASK-AGNOSTIC INSTRUCTION-FOLLOWING DISTILLATION

Experimental setup: We follow the training setup of DistiLLM (Ko et al., 2024). For the distillation
dataset D, we use databricks-dolly-15k (Conover et al., 2023), containing about 14,000
samples for training, with 500 held out for validation and 500 for evaluation. For comparison with the
baseline, we optionally add a pretraining loss using the pretraining dataset OpenWebText (Gokaslan
& Cohen, 2019) in some cases of Table 2. We first fine-tune the GPT-2-1 . 5B (Radford et al., 2019)
teacher on the dataset, and then distill it into GPT-2-0.1B and GPT-2-0 . 3B students. Similarly,
we distill OpenLLaMA~-7B (Geng & Liu, 2023) into OpenLLaMA-3B. We determined the learning
rate and batch size by referring to the search ranges used in prior studies (Gu et al., 2024; Ko et al.,
2024). We use the detached student probability as the default choice for both w; and w», and analyze
alternative choices through ablation studies. Please refer to Section C for further details.

Baselines: Since our main focus is on the loss function, we compared our method with existing
objectives using the same teacher checkpoint. The baselines include KL, reverse KL (RKL) (Gu et al.,
2024), symmetric KL (the mean of KL and RKL), Jeffrey’s divergence, Total Variation (Wen et al.,
2023), Generalized Jensen—Shannon (GJS) (Agarwal et al., 2024) with smoothing parameter 0.9,
Skewed KL (SKL) (Ko et al., 2024), Skewed reverse KL. (SRKL) (Ko et al., 2024) with smoothing
parameter 0.1, and a—f divergence (AB) (Wang et al., 2025) with parameters (0.2, 0.7). We followed
the hyperparameter choices reported in each paper and the implementation of DistiLLM. For KL, we
performed a full-range hyperparameter search, as in our method. For losses not specified in prior
work, we adopted the same settings as for KL.

Evaluation metrics and setups: We evaluated on five instruction-following benchmarks: 1) the
test set of Dolly, 2) Self-Instruct (Wang et al., 2023), 3) Vicuna Eval (Chiang et al., 2023), 4) Super-
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Table 1: Comparison of loss functions for distilling GPT-2-1. 5B into GPT-2-0. 1B. Every result
is from our implementation with the same teacher, purely using the distillation objective. ROUGE-L
scores were averaged over five random seeds; best scores are boldfaced, second-best underlined.

Loss Dolly Eval Self-Instruct Vicuna Eval Super-NI UnNI Avg. (1)
Teacher 27.00+019 14.07+037 1631+03 26.46+041 31.10+006 22.99
KL 23.52+025 10.02+t0s5s 14.57+032 16761017 18.55+013 16.68
RKL (Gu et al., 2024) 2426+011 11.19+017 15.80+026 20.17+015 22.99+014 18.88
Sym-KL 23.29+ 020 10.24+ 031 15.25+043 17.46+011  20.60+008  17.37
Jeffrey 23.00+ 038  10.82+044 15.00+050 18.19+011 20.07+011  17.42
TV (Wen et al., 2023) 23.88+030 11.03+051 15.13+044 24.58+025 2524+006 19.97
GIJS (0.9) (Agarwal et al., 2024) 24.10+ 024 11.40+030 16.02+057 20.28+013 22.55+012 18.87
SKL (0.1) (Ko et al., 2024) 2417+ 024 11.21+053 1529+ 024 22.65+014 24.69+011  19.60
SRKL (0.1) (Ko et al., 2024) 24.53+ 021 12.19+020 15.63+022 233741027 24.28+018  20.00
AB (0.2, 0.7) (Wang et al,, 2025) 24.20+0.12 11.82+020 15.87+036 21.44+020 25.59+000 19.78
CSD (Ours) 2494020 12.06+046 15.78+049 24.60+-031 25.88+:013 20.65
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(a) Fidelity vs. Diversity trade-off. (b) Temperature adjustment in the range [0.2, 1.8].

Figure 3: An in-depth analysis of the distributional behavior of different loss functions.

Natural Instructions (Super-NI) (Wang et al., 2022), and 5) Unnatural Instructions (UnNI) (Honovich
et al., 2023). ROUGE-L (Lin, 2004), which measures similarity to the golden answer, was used
as the primary metric. We additionally employed Self-BLEU (Zhu et al., 2018) and Distinct-N (Li
et al., 2016) as diversity metrics. Furthermore, GPT-4 feedback (Zheng et al., 2023) was used as a
proxy for human judgment. Checkpoints were saved at each epoch, with evaluation performed on the
one achieving the best validation ROUGE-L. The decoding temperature was set to 1 by default, and
following prior work, reduced to 0.7 for GPT-judge evaluation.

Loss-level comparison: To purely analyze the effect of the distillation loss itself, this comparison
excludes the use of pretraining losses, initialization with an SFT-tuned student, and any on-policy
techniques. Table 1 shows that the proposed CSD objective outperforms the other nine objectives,
ranking first on three of the five benchmarks, second on one, and achieving the highest average score.
SKL (Ko et al., 2024) and AB (Wang et al., 2025) exhibit slightly lower performance than previously
reported, likely due to their reliance on pretraining losses or on-policy techniques.

Figure 3a shows the fidelity—diversity trade-off based on ROUGE-L and Self-BLEU scores. Tra-
ditionally, KL favors diversity, whereas RKL favors mode-seeking. Within this trade-off, SKL,
SRKL, TV, and AB achieve higher ROUGE-L scores than RKL, but at the cost of reduced diversity,
reflecting a stronger emphasis on fidelity. Diversity, however, remains an important aspect of user
experience in instruction-following, and it becomes a valuable metric as it enhances performance
when combined with best-of-N sampling. The proposed CSD provides an additional lever to control
the fidelity—diversity trade-off. By default, using the detached student probabilities (.5, S) yields the
highest fidelity. Replacing one side with uniform (U, S) or with the teacher (7', S) gradually increases
diversity. This is likely because the (.5, S) makes the model focus only on regions where the student
already assigns a high likelihood, limiting its exploratory ability. The trade-off offered by CSD
envelopes those of existing losses, and we expect that even better operating points may exist within
the design space of w; and we. Figure 3b presents an ablation on temperature, which enables easy
adjustment of the trade-off during inference. Even within a reasonable range of decoding temperature,



Under review as a conference paper at ICLR 2026

Table 2: Instruction-following performance of CSD with on-policy techniques for various backbones.
D denotes the distillation dataset. ROUGE-L scores are averaged over five random seeds, with the
best score for each student highlighted in bold.

Method Loss D  DollyEval  Self-Instruct Vicuna Eval  Super-NI UnNI Avg. (D)
Teacher (GPT-2-1.5B) 27.00+019 14.07+037 1631+03 26.46+041 31.10+006 22.99
Teacher (OpenLLaMA-7B) 27.60+ 034 18.17+080 17.85+048 31.05+031 32.40+028 25.41

GPT-2-1.5B — GPT-2-0.1B

GKD (Agarwaletal,, 2024)  GJS  Mix 22.48+020 10.08+067 15.61+008 13.88+021 16.59+013 15.73
DistiLLM (Koetal.,2024) SKL Ada 2528+ 028 12.04+ 049 16.66+ 0314 22.13+031 24.32+ 014 20.09
ImitKD (Lin et al., 2020) KL On 21.79+018 10.25+037 14.65+062 17.35+012 19.43+013 16.69
GKD + Ours CSD Mix 25.50+034 12.03+065 16.65+045 21.39+014 23.48+003 19.81
DistiLLM + Ours CSD Ada 25.34+:027 1193036 16.99+020 2296024 24.72+000 20.39
ImitKD + Ours CSD On 25.70+:02: 12.40+045 1718+ 050 22.91+046 25.47+017 20.73

GPT-2-1.5B = GPT-2-0.3B

GKD (Agarwaletal., 2024)  GJS  Mix 25.15+041 11.22+033 16.45+048 17.35+029 22.25+005 18.48
DistiLLM (Ko et al., 2024) SRKL Ada 26.92+:023 13.75+020 16.90+025 26.12+027 29.65+014 22.67

ImitKD (Lin et al., 2020) KL On 23.61+03¢ 12.37+026 15.53+027 20.20+020 24.42+029 19.23
GKD + Ours CSD Mix 27.11+t04 13.71+t045 16.98+020 25.49:035 30.16-013 22.69
DistiLLM + Ours CSD Ada 26.77+01s 13.96+062 17.05+ 034 26.29+ 008 29.56+000 22.72
ImitKD + Ours CSD On 27.14:02¢ 14.85:066 16.88+018 26.28 021 30.43-002 23.12

OpenLLaMA-7B — OpenLLaMA-3B
TAID (Shing et al., 2025) tKL Ada 26.53+023 17.73+060 18.14+039 31.93+023 31.55+012 25.18

DistiLLM (Ko etal., 2024) SKL Ada 28.63+028 20.20+066 19.15+032 35.31+019 34.74+010 27.61
DistiLLM (Ko et al., 2024) SRKL Ada 28.83+041 20.76+037 19.37+015 36.82+014 35.76+013 28.31
ImitKD + Ours CSD On 29.63:040 21.81+047 20.37+051 36.49+013 36.86+010 29.03

Table 3:  Task-specific distillation perfor-

0.55

<+ 3 KD [ GKD
§ B ScqkD  EEW DistLLM mance from the GEMMA-7B-1IT teacher to the
LI>J‘ B ImitkD Bl Ours GEMMA-2B-1IT student.
=2 0.50
8 Summarization Translation GSM8K
é 045 Loss ROUGE-L COMET  Accuracy
g Teacher 37.09 79.23 60.27
S KL 35.02 73.96 24.03
E JS 35.60 74.05 23.73
o TV 27.49 73.73 0.00
035 B e Jeffrey 35.29 74.02 23.28
. . . 25.86 59.65 0.00
Figure 4: GPT-4 feedback performance, showing 26.68 7310 0.00

the proportion of responses judged correct relative  csp (Ours) 35.67 7414 25.78
to the golden answers. The teacher’s score is 0.61.

CSD achieves better trade-off points than other losses. In particular, CSD (U, S) demonstrates a
well-balanced exchange between diversity and fidelity through temperature adjustment.

Orthogonal improvement with recent on-policy advances: Table 2 reports the performance of
recent distillation baselines augmented with the CSD loss, demonstrating its orthogonal applicability.
We applied the CSD (S, .5) loss to ImitKD (Lin et al., 2020), GKD (Agarwal et al., 2024), and
DistiLLM (Ko et al., 2024). The primary distinction among these methods, apart from their losses,
lies in the choice of dataset D: ImitKD uses purely student-generated on-policy data, GKD combines
fixed data with student outputs, and DistiLLM adaptively selects between them based on validation
loss. As a result, the average ROUGE-L score improved for both GPT-2-0.1B and GPT-2-0. 3B
students across all cases. The best result on each benchmark was also achieved by our method, with
particularly strong performance under pure on-policy settings. We also evaluated using GPT-4 as the
judge in Figure 4, where our best model was judged superior to other baselines. There may exist CSD
variants other than (S, .5) that perform better for specific D, but we leave this exploration to future
work. Finally, applying our best setting to a larger OpenLLaMA also outperformed recent baselines,
demonstrating the scalability of CSD with respect to model size. We also provide comparisons with
more baselines in Table 5 of Section D.



Under review as a conference paper at ICLR 2026

Table 4: Ablation on the logit-level loss design space. T', U, and S % W
denote teacher, uniform, and detached student probabilities. ROUGE- 8% 23
L scores are averaged over five seeds; best scores are in bold. 02
2
2 N
Loss  wi(-) wa(-) | DollyEval Self-Instruct VicunaEval ~Super-NI ~ UnNI  Avg. (1) é —e— CSD (ss) (Analytic)
=2 CSD (ss) (MC)
T - 0.09 0.07 0.18 0.07 006 0.09 g
DLD U - 11.25 5.55 9.10 9.02 824 8.3 o o ¥
S - 24.22 12.01 1542 2544 2488 20.39 Figure 5: Ablation between
lj; 5 167~3221 ;‘-(2);‘ 1941267 142;5139 1‘28037 152;9317 analytic gradient calculation
cSD S S 2494 1206 1578 2460 2588 2065 (Ed- (9)) and Monte Carlo
©us) U S | 2415 1225 1525 2255 2519 1988 sampling for the (S,S)
T S 22.77 10.62 1406 1881 2171 1759  weighting Lcsp calculation.

4.2 TASK-SPECIFIC DISTILLATION

Experimental setup: We verify the effectiveness of CSD across diverse tasks, including dialogue
summarization, low-resource translation, and arithmetic reasoning. Experiments were conducted on
the DialogSum (Chen et al., 2021), Flores-200 (Costa-Jussa et al., 2022), and GSM8K (Cobbe et al.,
2021) datasets. We used GEMMA—-7B—1IT (Team et al., 2024), fine-tuned with SFT as the teacher and
GEMMA-2B-1IT as the student, following the experimental setup of Xu et al. (2025). We compared
with the baselines using the same teacher, changing only the loss function. Please see Section C for
further details.

Results: Table 3 presents a performance comparison across three tasks against the baseline loss
functions. The proposed CSD objective function achieved the best performance on all three tasks
under identical experimental conditions. In the arithmetic reasoning task, we observed multiple cases
where certain losses resulted in zero accuracy. A case study in Tables 7 to 10 in Section D shows
that these models often generate excessively long reasoning steps without reaching a final answer,
reflecting a failure to learn proper formatting; moreover, much of the reasoning itself was incorrect.
As illustrated in Figure 3a, the losses TV, SKL, and SRKL exhibit mode-seeking tendencies, which
we conjecture may have caused collapses into suboptimal modes depending on the task and model.
In contrast, CSD obtained stable performance by applying (7', S) weighting in this case.

4.3 ABLATION STUDIES

Table 4 presents ablation studies on the weighting function choices in CSD and compares them
with direct logit distillation (DLD). DLD accommodates only a single weighting function. When
comparing DLD with T, U, and S against CSD with (7', T), (U, U), and (S, S), respectively, our
method consistently achieved higher average scores. As shown in Theorem 2, we hypothesize that the
broader solution space positively contributed to this improvement. Figure 8 in Section D shows that
DLD restricts solutions to those with a residual constant of zero, CSD adapts residual constants per
token, providing evidence that it explores a broader solution set. Beyond performance, CSD provides
a more flexible loss design space through two weighting functions. As illustrated in Figure 3a,
replacing (S, .S) with (U, S) or (T, S) reduces ROUGE-L but increases diversity, highlighting that
CSD can adapt to tasks requiring either mode-covering or mode-seeking properties. Figure 5
compares the method to resolve O(|V|?) computational cost: 1) using analytic gradient computation
from Theorem 3 and 2) Monte Carlo sampling. Employing the analytic form led to faster training
and improved convergence, demonstrating that the value of Theorem 3 translates into empirical
performance.

5 CONCLUSION

We introduced Concrete Score Distillation (CSD), a novel design space for distillation losses in large
language models. CSD simultaneously addresses the challenges of softmax-induced smoothing and
restrictions on the optimal solution set, which prior methods have failed to resolve together. Within
this framework, we presented instances of both mode-covering and mode-seeking, and demonstrated
scalability by consistently surpassing prior work across diverse tasks and model backbones up to 7B
parameters. We anticipate that even better instances can be discovered within the proposed design
space, particularly by refining w; and ws and adapting them to the type of data (fixed or on-policy).
This points to promising directions for future exploration of improved instances.
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A PROOFS AND DERIVATIONS

A.1 PROOF OF PROPOSITION 1

Proposition 1. (Consistency) Given context ¢ and prefix y «+, assume sufficient model capacity. For
any w(-,-) > 0, define the set of optimal parameters as O g, = arg ming Lcsp (0; pr, w). Then, for
any 6* € Ofgp, we have Lesp (0% pr, w) = 0, and the following holds for all y, € V:

90+ (yelc, y<t) = pr(ytle, y<t)-

Proof. We have the following objective:

, 1 go(zle,y<i) pT(xlc,y<t))2
Leso (9ipr,w) = 2 y;};jw(yt,x) <10g o (ytlc,y<t) o pr(yile,y<i) (10
- % Z Z w(ye, ) (folz] — folyel — frlal + friv)®. (1)
Yy €V xeV

Since the objective is a weighted sum of squares with strictly positive weights w(-,-) > 0, the loss
attains its minimum if and only if each squared term vanishes, i.e.

fe*[x] - fe*[yt] = fT[ac] - fT[yt]a Yy, x €V. (12)

Then, the probability of a student satisfying the following:

. B exp(fo-[yt]) _ exp( fo- [y:])
ooy =5 expUo-ll)) ~ SoeyexpUoelyd + frlel — Felol))
exp(fr[y:])

N > sy exp(frlz])) = pr(yele, y<i). (14)

O

A.2 PROOF OF THEOREM 2

Theorem 2. (Solution Superset) Under sufficient model capacity, let the set of optimal parameters
OFsp = argming Lesp (0; pr, w) and OF; ;, = arg ming Lprp (0; pr, w), then following holds:

Ocsp 2 Obrp-
Proof. We have the following objective for direct logit distillation (DLD):

Lou (6:r,0) = 3 3 wlwe) (alu] — frlyd))* 15)

%

Since the loss is expressed as a strictly positive weighted sum of squares, it achieves its minimum
value only when all squared terms are individually zero, i.e.,

fos o lyel = frivl, Yy €V. (16)

Unlike DLD, the optimality condition of our loss is more relaxed. Specifically, it is sufficient for 6*
to satisfy the condition in Eq. (12), i.e.,

forlye) = friy) +C, Yy, eV, CeR. amn

At C = 0, our objective recovers the solution set of DLD; for an arbitrary choice of C, it yields a
strictly larger optimal solution set. This arises from the fact that the softmax mapping used to express
probabilities is invariant under additive constants, whereas DLD explicitly constrains this constant to
coincide with that of the teacher, which consequently reduces the solution set.

O
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A.3 PROOF OF THEOREM 3

Theorem 3. (Efficient Gradient Computation) Assume w(y;, ) = w1 (y)wa(x), then the gradient
of Lcsp (0; pr, w) with respect to 0 could be computed in O(|V]) as:

VoLesp (9;PT7U)) = Z W(yt)T (fe [yt] - fT[ZU:&]) Vo fo [yt], 9

Y€V

T = ~ ~ T . - ~ T
where w(y:) = (wn (o), woly) " Bolyd = (F32lwil, 5" l) . Brld = (Fi2 Mol 2 wel)
with [ ] = folvi] — B folall, 7] = frlve] = Euge[frla]] are normalized logits

Proof. We have the following objective:

2
»CCSD (0 pT U} Z Zwl yt w2 (log (w‘c7y<t) _ log pT(x|07Y<t)> (18)

ytev TEV o(ytle, y<t) pr(yele, y<t)
9 Z Zwl ye)wa(z) (fola] — folye] — frlz] + friv)?. (19)
y,ev €Y

And its gradient is given by:

VoLesp (0;pr,w) = DY wiy)wa(x) (folz] — folyed — frlz] + frlv]) Vo(folz] — foly))
Yyt €V xeV
= Z Zwl yo)wa(x) (folz] — frlz]) Vo(folz Z Zwl ye)wa(z) (folz] — friz]) Vo(foly:))
Y€V xeV Y€V x€V
@ @
+ Z Zwl(yt)wQ(I) (—=folye] + frlye]) Vo(folz Z Zwl ye)wa(x) (—folye] + friyel) Vo(foly:])
ye€V xeV Yyt €V €V
©) @

® =M S w(a) (fala] — frlel) Volfolal) = 37 walye) (folui] — Frlue]) Vo(falye)

eV 2%
1
@ =) wT)x wi(ye) (folye] = frlye]) Vo(folue]) = ) wilye) (folye] — frlve]) Vo(folue])
M;‘; i) (foly 7[ye]) Vo(foly y;} ye) (folye]l — frlye)) Vo(foly
{Z wa(x — frlz ])} { > wl(yt)ve(fe[yt])}
€Y 2%
~Eun ) Lfol2] = frlal] x Y wiye)Vo(folye))
Yyt €V
@:_{Zwl(yt) (fa[yt] fT yt } {sz Vo fa }
2% TEV

= —Bu, ) [folye] = Frlye]l x Y wa(a)Vo(folz

z€V

By o) ole] = friel] x D wa(y) Vol folye)

Y€V
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@+@ =Y wily) (folv:] = frlvi] = By [fola] — frlal]) Vo(folue))

Y€V

= > wilw) (filo) = i i) Volfolue)

Yyt €V

O+ = Z w2 (ye) (folye] = frlye] — B, @ [folz] — frlz]]) Ve (folye])

1A%

= 3" walye) (i o = F [wi]) Vo (Folu)

Y€V

O+Q+@+@ = wyn)” (folyi] — Frluil) Va(folui)

Yyt €V

B RELATED WORKS

The choice of discrepancy metric between teacher and student probability distributions is central to
knowledge distillation for large language models (LLMs). Prior work has predominantly employed
either forward KL divergence (Hinton et al., 2015) or reverse KL divergence (Gu et al., 2024). These
divergences, however, exhibit distinct biases: forward KL is inherently mode-covering, while reverse
KL is mode-seeking. Consequently, optimization under either measure imposes an unavoidable
trade-off between fidelity and diversity. To address this limitation, recent studies have explored
alternative measures, including (generalized) Jensen—Shannon divergence (Wen et al., 2023; Agarwal
et al., 2024), adaptive KL divergence (Wu et al., 2025), and a—0 divergence (Wang et al., 2025).
Complementarily, Ko et al. (2024) introduced skew KL and skew reverse KL divergences to improve
optimization stability. Beyond the KL family, total variation distance has also been investigated (Wen
et al., 2023). Broadly, existing approaches extend in two directions: (i) instantiating different
generating functions within the f-divergence family, or (ii) constructing hybrid objectives that
combine multiple divergences. In contrast, we propose a novel logit-level distillation framework
grounded in concrete-score matching (Meng et al., 2022), which departs from the f-divergence
family and offers both extensibility and originality. Furthermore, we introduce a loss design space
with multiple instances, including instances that envelope the diversity—fidelity trade-off exhibited by
previous methods.

Concurrently, a complementary line of work has examined dataset composition to mitigate the
distribution mismatch between training and inference. Several studies have explored on-policy
strategies, either using only student-generated outputs (Lin et al., 2020) or combining them with a
fixed dataset (Agarwal et al., 2024) and teacher-generated outputs (Gu et al., 2024; Xu et al., 2025).
To reduce the computational overhead of on-policy training, Ko et al. (2024) proposed an adaptive
off-policy method with a replay buffer. By contrast, our contribution focuses on developing a novel
discrepancy metric, which is orthogonal to these dataset composition strategies and can be seamlessly
integrated with them as shown in Table 2.

C EXPERIMENTAL DETAILS

Task-agnostic instruction-following distillation: All experiments were conducted primarily on four
RTX 3090 GPUs. Following prior work (Gu et al., 2024; Ko et al., 2024; Wang et al., 2025), we
searched learning rates in [Se-4, 1e-4, 5e-5] and batch sizes in [8, 16, 32]. Each configuration was
trained for 20 epochs, saving a checkpoint at every epoch, and evaluated using the checkpoint with
the highest validation ROUGE-L score. We used the same five evaluation seeds [10, 20, 30, 40, 50] as
in prior work to compute the mean and standard deviation of the evaluation metric. The baselines in
Table 2 were run with the official code settings of prior work (Ko et al., 2024), with additional tuning
for the batch size. In the OpenLLaMA experiments, all baselines and ours were standardized to a
batch size of 8, the maximum supported in our environment. Baselines used the learning rates from
their official code, while we fixed the learning rate to 1e-4 (commonly effective for GPT-2) with CSD,
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without further tuning. For ablation studies in Table 4 and Figure 5, we used the same configuration:
learning rate 1e-4 and batch size 8. For GPT-4 feedback in Figure 4, we use the following templates
following prior work (Zheng et al., 2023; Ko et al., 2024) as shown below. We computed the ratio
between the model answer and the golden answer for each of the 500 samples from Dolly Eval, and
reported the average over all samples. We provide the reference implementation for CSD in Code 1.

Task-specific distillation: We follow the experimental setup of Xu et al. (2025) with a fixed dataset.
For teacher SFT, we trained summarization and arithmetic reasoning for 3 epochs and translation
for 10 epochs, using the full datasets. Model evaluation was performed every 16 steps, and the
checkpoint with the lowest validation loss was selected.The batch size was fixed to 128 for all tasks,
with the learning rate set to le-5. For each task in distillation, we distilled both the baselines and our
method from the same teacher checkpoint with a fixed learning rate of 1e-5 and batch size of 8, using
about 1,000 samples. We trained for 3 epochs on summarization and arithmetic reasoning, and 10
epochs on translation. For the baselines, checkpoints were saved every 25 steps, and the one with
the lowest validation loss was used for evaluation. For CSD, since the loss itself cannot be directly
computed and training relies on its gradient, validation loss was unavailable; thus, we evaluated using
the final checkpoint. For all tasks, we set w; and ws using the teacher’s and student’s probabilities.
For evaluation, we used task-specific metrics: COMET (Rei et al., 2022) for translation, ROUGE-L
(Lin, 2004) for summarization, and answer accuracy for arithmetic reasoning, all evaluated on each
task’s test dataset.

GPT-4 feedback template

[System] Please act as an impartial judge and evaluate the quality of the response provided
by an Al assistant to the user question displayed below. Your evaluation should consider
factors such as the helpfulness, relevance, accuracy, depth, creativity, and level of detail of
the response. Begin your evaluation by providing a short explanation. Be as objective as
possible. After providing your explanation, please rate the response on a scale of 1 to 10 by
strictly following this format: “[[rating]]”, for example: “Rating: [[5]]”.

[Question]
{question}

[The Start of Assistant’s Answer]
{answer}
[The End of Assistant’s Answer]

import torch
import torch.nn.functional as F

def CSD_loss (student_logits, teacher_logits, mode):
student_probs = F.softmax (student_logits, dim=-1)
teacher_probs = F.softmax (teacher_logits, dim=-1)

if mode == :
loss = (student_logits - teacher_logits - torch.sum(student_probs % (student_logits -
teacher_logits), dim=-1,keepdim=True)) .detach() * student_probs.detach() =

student_logits

elif mode == :
lossl = (student_logits - teacher_logits - torch.sum(teacher_probs * (student_logits -

teacher_logits), dim=-1,keepdim=True)) .detach() * student_probs.detach() =
student_logits
loss2 = (student_logits - teacher_logits - torch.sum(student_probs x (student_logits -
teacher_logits), dim=-1,keepdim=True)) .detach() x teacher_probs * student_logits
loss = (lossl + loss2) / 2
distil_loss = torch.sum(loss, dim=-1) ## summation over vocab

return distil_loss

Code 1: CSD loss function implementation
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D ADDITIONAL EXPERIMENTAL RESULTS

This section presents additional experimental results. Figure 6 shows the logit and probability statistics
of the GPT-2-1. 5B teacher, corresponding to Figure 1. Figure 7 illustrates further fidelity—diversity
trade-offs using Distinct-N metrics, corresponding to Figure 3a. Figure 8 demonstrates that DLD
converges only to solutions with zero residual constants, whereas CSD learns token-dependent
residual constants, leading to better convergence points (as evidenced by ROUGE-L scores). Figure 9
presents validation ROUGE-L scores during training, corresponding to Table 1. CSD not only
converges to a higher point but also achieves faster performance gains in the early stages. Table 5
provides comparisons with additional baselines corresponding to Table 2, and Table 6 compares CSD
with the MSE probability-matching objective under different weighting schemes. Finally, Tables 7

to 10 present case studies of model generations for math questions.
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Figure 6: Comparison between teacher’s logit and probability statistics. While the logits span a wide
range from —20 to 5 and convey rich information, the probabilities are mostly concentrated near zero.
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Figure 7: Fidelity vs. Diversity trade-off with more metrics.
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Figure 8: Solution set restriction of direct logit distillation (DLD) and the flexible selection of logit
residual constants in Concrete Score Distillation (CSD). CSD achieves better instruction-following
performance with broader solution sets.
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Figure 9: Validation ROUGE-L scores over training epochs.

E THE USE OF LARGE LANGUAGE MODELS

In this work, LLLMs were used only for minor writing assistance, such as grammar correction after
drafting. In addition, since the research topic is LLM distillation, LLMs were employed as the subject
of experiments and also as evaluation models for performance assessment.



Under review as a conference paper at ICLR 2026

Table 5: Comparison with more baselines corresponds to Table 2.

Method Loss D  Dolly Eval Self-Instruct ~ Vicuna Eval Super-NI UnNI Avg. (1)
Teacher (GPT-2-1.5B) 27.00+ 019 14.07+037 1631+032 26.46+041 31.10+006 22.99
GPT-2-1.5B — GPT-2-0.1B

SFT SFT Fix 23.49+025 10.56+020 15.09+ 048 17.13+012 19.97+00s 17.25
SeqKD (Kim & Rush, 2016) SFT pr 23.86+049 11.67+080 14.73+037 21.04+019 23.55+011 18.97
KD (Hinton et al., 2015) KL Fix 23.52+025 10.02+058 14.57+032 16.76+017 18.55+ 013 16.68
Ours CSD Fix 24.94+020 12.06+046 15.78+049 24.60+031 25.88+ 013 20.65
Ours CSD On 25.70+023 12.40+ 048 17.18+ 052 2291+ 046 25.47+017 20.73
GPT-2-1.5B — GPT-2-0.3B

SFT SFT Fix 25.09+062 12.23+079 16.24+040 23.42+011 26991013 20.79
SeqKD (Kim & Rush, 2016) SFT pr 24.79+026 11.03+095 15.27+030 18.91+020 21.78+0.10 18.36
KD (Hinton et al., 2015) KL Fix 25.41+05 11.15+020 15.83+ 026 20.13+038 23.57+013 19.22
Ours CSD On 27.14+023 14.85+066 16.88+ 015 26.28+021 30.43+004 23.12

Table 6: Comparison with MSE loss between probabilities corresponds to Table 4.

Loss w1(-) wa(-) | Dolly Eval ~Self-Instruct Vicuna Eval Super-NI UnNI ~ Av. (1)
T - 24.41 11.45 14.43 24.08 2553 19.98
ProbL2 U - 16.43 6.51 9.73 10.94 13.16 11.35
S - 15.62 6.59 10.63 10.31 1251 11.13
T T 6.82 4.24 9.16 453 483 591
U U 17.21 8.08 14.27 13.19 14.07 13.37
CSD S S 24.94 12.06 1578  24.60 25.88 20.65
(Ours) U S 24.15 12.25 15.25 22.55 2519 19.88
T S 22.71 10.62 14.06 18.81 21.71 17.59
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Table 7: Qualitative comparison on the GSM8K dataset. Only CSD (Ours) produces the correct final
answer; other students give incorrect results.

Prompt for model:

Q: A robe takes 2 bolts of blue fiber and half that much white fiber. How many bolts in total does it
take? A:

Correct Answer:

It takes 2/2=«2/2=1»1 bolt of white fiber

So the total amount of fabric is 2+1=«2+1=3»3 bolts of fabric
#itH 3

Teacher sampled output:

The robe takes 2 x 1/2 = «2*1/2=1»1 bolt of white fiber.
So it takes 2 + 1 = «2+1=3»3 bolts in total.

#itHt# 3

CSD (ours) student sampled output:

The robe takes 2 x 1/2 = «2*1/2=1»1 bolt of white fiber.
So, it takes 2 + 1 = «2+1=3»3 bolts in total.

#H# 3 (V)

KL student sampled output:

2 bolts of blue fiber + 1 bolt of white fiber = «2+1=3»3 bolts in total
3 bolts of blue fiber + 2 bolts of white fiber = «3+2=5»5 bolts in total
#it##t 5 (X)

Jeffrey student sampled output:

The robe takes 2 x 2 = «2*2=4»4 bolts of blue fiber.
The robe takes 4 / 2 = «4/2=2»2 bolts of white fiber.
The robe takes 4 + 2 = «4+2=6»6 bolts in total.
#iHHE 6 (X)

JS student sampled_output:

The robe takes 2*2=«2%*2=4»4 bolts of blue fiber.
The robe takes 4/2=«4/2=2»2 bolts of white fiber.
The robe takes 4+2=«4+2=6»6 bolts in total.
HHHE 6 (X)
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Table 8: Qualitative comparison on a GSM8K dataset. The SRKL student’s sampled output shows
degenerative repetition and drifting arithmetic reasoning.

Prompt for model:

Q: A robe takes 2 bolts of blue fiber and half that much white fiber. How many bolts in total does it
take? A:

Correct Answer:

It takes 2/2=«2/2=1»1 bolt of white fiber

So the total amount of fabric is 2+1=«2+1=3»3 bolts of fabric
H#HHHE 3

SRKL student sampled output:

The robe takes 2/2=1/2 bolts of white fiber.
So, it takes 1/2*2=1 bolt of blue fiber.
So, it takes 1+2=3 bolts in total.

So, it takes 3*1=3 bolts in total.

So, it takes 3*2=6 bolts in total.

So, it takes 6+1=7 bolts in total.

So, it takes 7*2=14 bolts in total.

So, it takes 14+3=17 bolts in total.

So, it takes 17*2=34 bolts in total.

So, it takes 34+1=35 bolts in total.

So, it takes 35 bolts in total.

So, it takes 35*%2=70 bolts in total.

So, it takes 70+1=71 bolts in total.

So, it takes 71 bolts in total.

So, it takes 71*2=142 bolts in total.

So, it takes 142+3=145 bolts in total.
So, it takes 145%2=290 bolts in total.
So, it takes 290+1=291 bolts in total.
So, it takes 291 bolts in total.

So, it takes 291*2=582 bolts in total.
So, it takes 582 bolts in total.

So, it takes 582%2=1164 bolts in total.
So, it takes 1164 bolts in total.

So, it takes 1164*%2=2328 bolts in total.
So, it takes 2328 bolts in total.

So, it takes 2328%2=4656 bolts in total.
So, it takes 4656 bolts in total.

So, it takes 4656*2=9312 bolts in total.
So, it takes 9312 bolts in total.

So, it takes 9312%2=18624 bolts in total.
So, it takes 18624 bolts
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Table 9: Qualitative comparison on a GSMS8K dataset. The TV student’s sampled output shows
degenerative repetition and drifting arithmetic reasoning.

Prompt for model:

Q: A robe takes 2 bolts of blue fiber and half that much white fiber. How many bolts in total does it
take? A:

Correct Answer:

It takes 2/2=«2/2=1»1 bolt of white fiber

So the total amount of fabric is 2+1=«2+1=3»3 bolts of fabric
H#HHHE 3

TV student sampled output:
The robe takes 2 x .5 = 1 bolt of white fiber.
So it takes 2 + 1 = 3 bolts in total.
The robe takes 3 x 2 = 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.

... (repeats) ...

The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
The robe takes 6 bolts in total.
So it takes 6 bolts in total.
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Table 10: Qualitative comparison on a GSM8K dataset. The SKL student’s sampled output shows
degenerative repetition and drifting arithmetic reasoning.

Prompt for model:

Q: A robe takes 2 bolts of blue fiber and half that much white fiber. How many bolts in total does it
take? A:

Correct Answer:

It takes 2/2=«2/2=1»1 bolt of white fiber

So the total amount of fabric is 2+1=«2+1=3»3 bolts of fabric
#iHH# 3

SKL student sampled output:

The robe takes 2/2=1/2 bolts of white fiber.
So it takes 2+1/2=3/2 bolts of fiber in total.
So it takes 3/2=1.5 bolts of fiber in total.
So it takes 1.5%2=3 bolts of fiber in total.
So it takes 3+1=4 bolts of fiber in total.
So it takes 4*2=8 bolts of fiber in total.
So it takes 8+1=9 bolts of fiber in total.
So it takes 9+1=10 bolts of fiber in total.
So it takes 10+2=12 bolts of fiber in total.
So it takes 12+1=13 bolts of fiber in total.
So it takes 13+1=14 bolts of fiber in total.
So it takes 14+4=18 bolts of fiber in total.
So it takes 18+1=19 bolts of fiber in total.
So it takes 19+1=20 bolts of fiber in total.
So it takes 20+2=22 bolts of fiber in total.
So it takes 22+1=23 bolts of fiber in total.
So it takes 23+1=24 bolts of fiber in total.
So it takes 24+1=25 bolts of fiber in total.
So it takes 25+1=26 bolts of fiber in total.
So it takes 26+1=27 bolts of fiber in total.
So it takes 27+1=28 bolts of fiber in total.
So it takes 28+1=29 bolts of fiber in total.
So it takes 29+1=30 bolts of fiber in total.
So it takes 30+1=31 bolts of fiber in total.
So it takes 31+1=32 bolts of fiber in total.
So it takes 32+1=33 bolts of fiber in total.
So it takes 33+1=34 bolts of fiber in total.
So it takes 34+1=35 bolts of fiber in total.
So it takes 35+1=36 bolts of fiber in total.
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