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Abstract

User-LLM interaction history contains rich user
preferences, which may guide the model in gen-
erating more personalized responses. There has
not been a systematic exploration of whether cur-
rent LLMs can infer and align these preferences
automatically, and to what extent they can. To
fill this gap, we have conducted this study on the
capabilities of the current LLMs. We begin by for-
malizing the task and introducing the InterPref
benchmark for evaluation. This benchmark in-
cludes: 1) A set of interaction histories that con-
tains different preferences, constructed through real
histories we collected from a self-built temporary
website. 2) A systematic evaluation tool kit. We
tested the performance of over 20 open-sourced and
proprietary LLLMs across various scenarios, includ-
ing the bare model, hand-crafted prompts, human-
designed workflows, and fine-tuning. Our findings
reveal that this task is an overlooked capability
in current LLM alignment. Furthermore, by com-
paring different models and analyzing the failure
cases, we provide insights for enhancing model per-
formance in the future. We demonstrate that fine-
tuning on InterPref can make LLM consider more
preferences. This exploration paves the way for the
development of future powerful personalized Al
assistants. The project can be accessed at https:
//anonymous. 4open.science/r/InterPref.

1 Introduction

Large Language Models (LLMs) have led to
the development of LLM-powered personal as-
sistants (Qiu et al., 2019; He et al., 2020). Dif-
ferent users exhibit varying personal preferences
when using LLM assistants, spanning across var-
ious fields from daily life to professional knowl-
edge. To take advantage of such preferences, some
works focus on integrating a prompt-based memory

mechanism into LLM, allowing it to maintain user
preferences (OpenAl, 2024). Others have explored
generating personalized responses using additional
context retrieval (Yuan et al., 2024; Ning et al.,
2024). However, although the introduction of ex-
ternal mechanisms is immediate and effective, to
what extent can the model’s inherent capabilities
achieve this? Specifically, if we directly provide
the interaction history to the model as its context,
can the model infer the user’s preferences and align
them automatically?

In this work, we first propose the task of Direct
Inference-time Preference Alignment (DIPA)
that aims to generate personalized responses to
the query directly based on the previous history.
We construct InterPref, a benchmark designed for
comparatively evaluating whether the model’s re-
sponses align with the different user preferences.
The core idea of this benchmark is shown Figure 1.

The InterPref is based on realistic multi-turn
user-LLM interactions and provides an unbiased
evaluation kit to judge the models’ capabilities. We
first collect a large amount of real User-LLM in-
teractions from a self-built website and synthesize
new histories through a delicate pipeline. The syn-
thetic data will be fully open-sourced, while the
real data will remain closed-source due to user pri-
vacy concerns. We conducted experiments on syn-
thetic data, the real data we collected, and the open-
sourced ShareGPT (shareAl, 2023), and demon-
strated their consistency. Any organization can
contact us if they want to conduct evaluations us-
ing our collected real data.

For the evaluation, we found that the tradi-
tional method of using LLM to score individual
answers (Kwok et al., 2024) is seriously unsta-
ble in our task. Therefore, we adopt the robust
paired comparative evaluation method (Chiang
et al., 2024; Munos et al., 2024). Our experiments
show that this method is consistent between evalu-
ators and not affected by length or self-preference
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%2 : The user lacks knowledge in physics.

Hi, I' ve heard of Newton’s second law, and it
seems to be related to force and motion, but I
don’t quite understand its exact meaning. Can
you help explain it?

Interaction
History

2 Of course! Newton’s second law states that ...

Current

% B : The user has extensive knowledge in physics.

Hello, I am a professor in the field of physics,
focusing on multiple research areas. Currently, I am
working on some physics problems and have enco-
| | untered some challenges. I hope to get your help.

ii 1 Hello! I am happy to assist you. Please tell me ...

Could you help me explain what quantum computing is? j@)

Paired preferences, interaction histories, current queries are provided by our dataset.
Paired responses are evaluated by our method.

Query #
2 Let's start with ... Imagine a regular computer
Model as a library with ... A Quantum Computer, on
Response the other hand, is like a super-smart librarian

who can look at ... More beginner-friendly!

i 2 You might ... to help illustrate the principles of
! superposition and entanglement ... such as the

i synchronization of gears or the manipulation of
i mechanical waves ... © More professional!

Figure 1: The model understands different preferences embedded within the interaction history and generates
responses to the same query that align with distinct user preferences.

bias (Singhal et al., 2024; Panickssery et al., 2024),
providing a fair result. Specifically, we designed
two metrics:

Pass Rate: This indicator compares the re-
sponses of a single model under two different user
preferences, shown in Figure 1. It is to measure
whether the LLMs can generate responses that
align with different user preferences or merely out-
put neutral responses regardless of different users.

Win Rate: This indicator measures the sensi-
tivity of different models to the same pair of user
preferences. By conducting random pairwise com-
parisons in a set of models, we use the Bradley-
Terry coefficient (Bradley and Terry, 1952) as a
measure of the capabilities of a single model.

After evaluating 20 different models and we
found that:

* The vanilla LLMs tend to ignore the user’s pref-
erences in the history, and only obtain about 20%
pass rate on our test set.

* In a hand-crafted prompt, some models automat-
ically exhibit the behavior of gathering prefer-
ences from history rather than directly answering
the question (similar to slow-thinking), and we
have found this to be crucial for the task.

* In the same series, the performance gradually in-
creases with the model size, but a significant gap
exists between model series (such as Llama sig-
nificantly outperforms Qwen). This contrasts
with the results observed in reasoning bench-
marks such as math, indicating that this capa-
bility is independent of those existing ones.

* The current models can only grasp superficial
preferences, but cannot grasp preferences that

need deeper reasoning, such as the user’s pre-
ferred conversation style.
We used fine-tuning to make the model inference
without hand-crafted prompts, and the fine-tuned
Llama3.1-8B achieved a pass rate of about 40.0%
on real conversations, showing a significant im-
provement over the baseline model (20.4%).

2 Related Works

Inference-time Alignment Previous work on
inference-time preference alignment has imposed
various restrictions on tasks or relied upon some
external mechanisms. Some studies have focused
on user preferences in specific downstream tasks,
such as personalized summarization (Patel et al.,
2024; Ao et al., 2021), recommendation (Sun and
Zhang, 2018; Zhang et al., 2023), or style imita-
tion (Cho et al., 2025). Some other methods for
general tasks presuppose the inclusion of external
mechanisms. Some approaches require construct-
ing context before the interaction as a way to cold
start (Salemi et al., 2024; Yang et al., 2024). Some
necessitate additional user annotations during the
interaction (Lau et al., 2024). In contrast, we try
to internalize this capability into the model’s own
parameters, as (Zhao et al., 2025). This aligns more
with the trend towards automation and directly re-
flects the user experience of LLM assistants in their
current website form.

Personalized Dialogue System Dialogue sys-
tems have been widely studied, and personaliza-
tion remains a key focus. Existing personalized
dialogue systems can generally be categorized into
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Figure 2: (a) We collected and chunked real interaction history. (b) We extracted the preferences from the chunks,
details are provided in Section 3.3.1. (c) We paired the preferences and obtained the query, details are provided in
Section 3.3.2. (d) We alternately concatenate the pre-defined templates to construct the interaction history, details

are provided in Section 3.3.3.

1) systems that require the model to imitate a per-
sona, known as role-playing (Cheng et al., 2024a;
Samuel et al., 2024; Cheng et al., 2024b), 2) sys-
tems that require the model to align with the user’s
persona (Yuan et al., 2024; Liu et al., 2021; Kwok
et al., 2024). However, these dialogue systems are
typically built on datasets based on human-human
conversation (Zhang et al., 2018; Wakaki et al.,
2024; Joko et al., 2024). The interaction style in
these datasets differs significantly from the human-
LLM interactions. In our work, we constructed a
personalized dataset for the human-LLM interac-
tion style, addressing this critical gap.

3 InterPref Construction

In this section, we first simply introduce the formu-
lation of direct inference-time preference alignment
(DIPA), and then present the construction of the
synthetic data for InterPref.

3.1 Task Formulation

Given the multi-turn interaction history h, =
{(qui,rus) | 1 =1,2,...,n} for the user u. gy ;
denotes the i-th query of user u, and r,, ; denotes
the model’s ¢-th response. Along with the cur-
rent user query ¢y n+1, DIPA requires the LLM
to capture the user’s preferences and generate a
user-preferred response 7y, 41:

Tu,n-{—l - LLM(hua Qu,n—‘rl) (1)

Then, r, and ¢, will update h,, serving as
the data source for the model to understand ever-
changing preferences.

3.2 Data Collection

As shown in Figure 2(a), we developed a data-
collecting website that allows the public to interact
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Figure 3: Preferences across multiple domains, includ-
ing seven main categories, such as “Lifestyle”.

with ChatGPT and record their conversations. How-
ever, since these conversations contain sensitive
personal information, we chose to extract highly
abstracted preferences from these conversations
and reconstruct new histories. After collecting all
the interaction records over a long period (not con-
tinuous in time or topic). We first prompt an LLM
to chunk the conversation into individual sessions,
each focusing on a single topic.

3.3 Data Construction

We introduce the data construction pipeline as fol-
lows: (1) Extract preference from real conversa-
tions, shown in Section 3.3.1. (2) Construct related
queries based on the preferences, shown in Sec-
tion 3.3.2. (3) Create conversation histories accord-
ing to the preferences, shown in Section 3.3.3. Our
data construction pipeline is illustrated in Figure 2.



3.3.1 Preference Extraction and Duplication

As shown in Figure 2(b), we utilized LLM to ex-
tract user preferences from each chunked dialogue.
Through observation, we find that there are a large
number of similar expressions in user preferences.
To eliminate duplicate preferences, we applied a
text embedding-based approach and clustered them,
assigning a category name to each cluster. Ulti-
mately, we successfully collected 1, 093 different
user preferences. The topic composition of these
preferences is shown in Figure 3.

3.3.2 Query Construction

In this section, we introduce the construction of
the query related to the preference. Considering
that the query must be relevant to both preferences
used for comparison during the evaluation, we need
to pair the preferences first. Then, we use human
annotators to select the queries from the model-
generated candidates. The overview of this pipeline
is shown in Figure 2(c).

Preference Pair Generation Since the prefer-
ences are only a sparse sampling of the true pref-
erence space, we may not find a suitable pairwise
mapping of preferences within the original dataset.
Therefore, we employ an LLM-based synthesis ap-
proach to generate more preferences for pairing.
We denote p,, as the preference extracted from the
raw data, and p? as a synthetic paired preference on
the same topic, making both relevant to the query.
Some examples are shown in Table 1. The paired
preference serves as the basis of the query genera-
tion and the evaluation.

Query Selection and Verification For each pair
of preferences p,, and p, the LLM generates three
candidate queries. Human annotators then filter
and verify the queries. Annotators can judge the
correlation between query and preference based on
their common sense, and subsequently filter out
some queries whose answers are not open enough.

3.3.3 History Construction

We adopt a template-based method to construct
histories with desired preferences, as shown in Fig-
ure 2. We observed that template-based construc-
tion can better preserve the desired preferences
than allowing the model to talk freely. Specifically,
we constructed two templates through trials, each
containing two rounds of dialogues:
 The user asks a question, and the LLM answers.
After that, the user requests the model to re-

user: Hey, I’m planning a trip and looking for some
thrilling activities. Got any recommendations for an
adrenaline junkie like me?

assistant: Sure! How about a relaxing beach vacation
where you can unwind and soak up the sun ...

user: Relaxing isn’t really my style. I'm more into
action-packed adventures. Can you suggest some-
thing that will get my heart racing?

assistant: Absolutely! How about going skydiving
or bungee jumping ...

Figure 4: An example of the “rewrite” template.

answer the question through comments, referred
to as “rewrite”, shown in Figure 4.

* The user asks a question, and the LLM answers.
Then, the user continues asking further questions
on points of interest, referred to as “follow-up”.
To better simulate the real-world history, where

the conversation is discontinuous in terms of both
time and topic. We select five preferences from
different categories, concatenate the corresponding
histories, and form an interaction history of over
20 turns. We verified the quality of the dialogue
history from the following two perspectives:
Preference Preservation Whether the conversa-
tions contained the user preference we desired? We
required Llama3.1-70B to re-extract preferences
from the conversations generated by GPT-40. The
results showed that such a construct-extract opera-
tion successfully preserved 94% of the preferences.
Lexical Diversity Can the lexical diversity of con-
structed conversations be comparable with that of
real ones? We calculated the self-BLEU (Zhu
et al., 2018) scores (the lower the better) for our
dataset (0.477) and other similar datasets (0.505 on
average), detailed in Appendix B. The experimen-
tal results show that our data maintains a moderate
level of lexical diversity among all the datasets.

3.3.4 Construction of Confidential Dataset

We constructed two confidential datasets based on
the ShareGPT and the data we have collected. We
adopted the same method as described above to
construct user preferences and then paired prefer-
ences based on GPT-40. Finally, we have a total
of 250 test data points from ShareGPT and 700
data points from our collected data. The data we
collected will remain closed-source, but we call on
any team to contact us for evaluation.



Casel

Case2

Preference p,  The user is in their early sixties

The user enjoys light-hearted and humorous interac-
tions

Preference p¢  The user is a young adult

The user prefers serious and formal interactions

Query gu,n+t1
bies?

Can you suggest some enjoyable and fulfilling hob-

Can you help me write a speech for my best friend’s
wedding?

Table 1: Examples of preference pairs and corresponding queries. The topic of preference pairs should be the same.

Model Series Model Pass Rate/% 1
Qwen2.5-7B 20.5
Qwen series Qwen2.5-14B 28.0
Qwen2.5-32B 22.0
Qwen2.5-72B 46.5
) ) Mistral-7B 26.0
Mistral series  Mistral-Large-2407 66.0
Llama3.1-8B 52.5
Llama3-70B 56.0
Llama series Llama3.1-70B 57.0
Llama3.3-70B 56.5
Llama3.1-405B 63.0
Gemini-1.5-flash 53.0
Gemini series Gemini-1.5-pro 61.5
Gemini-2.0-flash 60.5
GPT-3.5-turbo-1106 51.0
GPT-4-turbo 54.5
GPT series GPT-40-mini 56.5
GPT-40 56.5
GPT-01-mini 62.5
) DeepSeek-V3 50.5
DeepSeek series DeepSeck-R1 60.5
Human Human 55.0

Table 2: The pass rate of different model series, using
Llama3.1-70B as the evaluator.

4 Experiments

We first introduce the metrics, then we evaluate
many widely used LLMs on our benchmark. We
ensure the reproducibility of our results in Sec-
tion 4.2 and Section 4.3, for they are complete
based on the open-sourced synthetic dataset.

4.1 Evaluation Metrics

Evaluating the alignment between a response and
user preferences is inherently challenging due to
the subjectivity of preference interpretation. Our pi-
lot experiment shows that the evaluation of a single
response is unstable. Specifically, we use GPT-4o,
Llama3.1-70B, Qwen2.5-72B, and human anno-
tators to score the degree of alignment on a scale
from 1 to 5 on responses generated by GPT-40. The
Fleiss’ Kappa (k) coefficient among all the evalua-
tors is 0.236, indicating that the agreement among

evaluators is low. We attribute this inconsistency
to the lack of a baseline response for comparison
and evaluators’ different understandings of the pref-
erences. To address this challenge, we employ a
paired comparative evaluation framework (rather
than absolute scoring), which improves robustness
through relative judgments.

Our comparative evaluation framework intro-
duces two key metrics:

Pass Rate This metric answers one question:
Can the LLM generate a response that aligns with
different preferences? The core hypothesis of this
metric is that: If the evaluator can reliably iden-
tify which response targets which preference, we
can conclude that the LLM possesses alignment
capability. We formalize this metric as follows:

N
pass = Z H(eval(r — pand ¢ — pd)>, 2
i=1

r — p indicates that response 7 is correctly
matched to preference p by the evaluator. The
proportion of successful matches by the evaluator
across the entire dataset is referred to as the pass
rate. We conducted experiments in Appendix D.1
to verify that the biases rarely affect the pass
rate, and the consistency between the capable LLM
evaluator and humans is up to 83%.

Win Rate Furthermore, even if both models can
generate differentiable responses, is there a dif-
ference in the quality of their alignment with the
preferences? To investigate this, we conduct a met-
ric where annotators compare responses from the
two models to select the response pair that better
reflects the given preferences. The win rate score
of model ¢ of model j is calculated as:

N

w(ioj) = Y 1(eval ((risrd) = (1) ), @

=1



Win Rate

Models BT-coet
ag.GPT-40 ag.Llama3.1-70B  ag.Llama3.1-8B  ag.Qwen2.5-7B
GPT-40 — 0.51 0.65 0.75 0.983
Llama3.1-70B 0.48 — 0.58 0.77 0.949
Llama3.1-8B 0.34 0.41 — 0.60 0.424
Qwen2.5-7B 0.23 0.22 0.39 — -0.356

Table 3: Win rate matrix of four models. Every model in a row is compared with the remaining three models in the
column to calculate the win rate. (ag. represents “against”). All data points are calculated independently. Due to the
annotation including a draw option, the sum of the win rates between the models is slightly less than 1.

Here, r; denotes the response generated by model
7. This metric introduces both preference-wise
comparison and model-wise comparison. We ask
annotators to mimic real users in making choices
based on their own observations and perspectives.
We collaborated with an annotation company to en-
sure that all annotators were well-educated and
fairly compensated. We present the annotation
documents in Appendix F. We use the Bradley-
Terry (Bradley and Terry, 1952) model to aggregate
the win rate matrix, which measures the relative
abilities of two models, into an absolute measure
of a single model’s ability.

4.2 Main Experiments

Settings All models would generate responses
based on a hand-crafted prompt. This is because
our pilot experiments show that LL.Ms have diffi-
culty completing this task without a prompt, and
Section 4.3 will discuss this. The prompt is shown
in Appendix H. For the pass rate, we use Llama3.1-
70B as the evaluator. To reduce the potential influ-
ence of positional bias of the LLM evaluator, we
swapped the order of preferences and responses and
performed the evaluation four times. The evaluator
makes a correct distinction only if it successfully
identifies the correct correspondence in all different
orders (this also means that the baseline for random
guessing is 6.25%.). For the win rate, we selected
four models of varying sizes and series to construct
a small-scale chatbot arena (Chiang et al., 2024)
experiment. We sample 200 pairs of interaction
histories from the entire dataset as the test set.

Results All the pass rates are shown in Table 2,
and the win rate matrix is shown in Table 3. The
Pearson Coefficient between pass rate and win rate
is 0.959 (p-value=0.0414). Considering their com-
pletely different calculation methods and evalua-
tors, they corroborate each other’s validity. Our
findings are as follows:

(1) The model’s capability on the DIPA task

is significantly different from its traditional rea-
soning capability. Model series that perform
strongly in reasoning tasks, such as Qwen2.5, tend
to perform poorly on DIPA. Similarly, within a
model series, for example, the reasoning ability on
code and math of Llama3.3-70B is significantly
stronger than that of Llama3.1-70B, yet its capa-
bility on DIPA does not correspondingly improve;
the same relationship is also found in GPT-40 and
GPT-40-mini. We speculate that the performance
might be more profoundly related to the alignment
techniques the model employs, and thus, the capa-
bilities within the same series are more similar.

(2) The ability to engage in slow think-
ing, or the capability to generate chain-of-
thought (CoT) style responses, significantly im-
pacts the model’s performance. The models in
the Llama series perform well on the benchmark,
with Llama3.1-70B achieving a pass rate and a BT
coefficient close to GPT-40. A possible reason we
found is the response patterns of this series of mod-
els. The Llama series models often use phrases
like “Given your (interest/situation/background)”
in their responses. Llama3.1-70B included such
prefixes 108 times in its responses, while Llama3.1-
8B used them 64 times, and GPT-40 only 17 times.
And this emergent CoT-style prefix significantly
impacts the model’s performance. An interesting
comparative result is that: When we explicitly in-
structed the GPT-40 to use such prefixes (noth-
ing changes other than adding a few tokens in the
prompt), its pass rate increased to 69.5%. This may
be because such models are capable of recognizing
that a summary of preferences from the interaction
history is needed. This leads us to believe that the
ability for slow thinking is essential in DIPA. An-
other evidence is that slow-thinking models, such
as GPT-ol-mini and DeepSeek-R1, show signifi-
cant improvements compared to other models such
as GPT-40-mini and DeepSeek-V3.
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Figure 5: Result of the impact of Inference Paradigms. (left) Performance of models in TD condition. The win rates
are calculated by comparing each other. (middle) The performance of models in CoT condition, using Llama3.1-8B
as a baseline to get the win rate. (right) Models were performed in WF conditions using Llama3.1-8B as a baseline.

4.3 Impact of Inference Paradigms

In the previous experiment, we mentioned that the
models have difficulty completing the task without
a prompt. In this experiment, we further explore
the model’s performance under different prompting
methods, aiming to gain a clear overview of the
upper and lower bounds of the model’s capabilities.

Settings We selected several common methods

for inference:

* No-prompting (NP): The vanilla LLM.

* Task description (TD): We incorporated a task

description in the prompt.

Chain-of-Thought (CoT): Based on the TD, we

further require the LLM to output a chain-of-

thought reasoning process.

* Workflow (WF): We manually designed the rea-
soning workflow for the LLM by decomposing
the task into two sub-tasks: first, summarizing
the relevant preferences, and then generating the
response based on those preferences. The design
details can be found in the Appendix E.

Results The result is shown in Figure 5. Our
findings are as follows:

(1) Under the NP condition, GPT-40 achieved a
pass rate of 18.5, while Llama3.1-70B achieved
only 16 (the baseline for random guessing is
6.25%.). This indicates that current LLMs strug-
gle to automatically consider preference.

(2) Under the TD condition, the model achieved
a significant improvement. The pass rate of GPT-
4o increased from 18.5 to 35, while the pass rate of
Llama3.1-70B increased from 16 to 47. Also, the
chain-of-thought instruction further improves the
performance. This indicates that the model’s failure
under the NP condition is not due to insufficient
text understanding capability, but rather because it
may not realize the need to use user preferences

Train Conf. Data Llama3.1-8B  Qwen2.5-7B
vanilla Syn. 20.5 17.0
vanilla Sharegpt 20.4 17.0
vanilla Collect 12.5 10.4
Self Gen. Syn. 37.5 51.0
GPT-40 Syn. 65.0 65.5
GPT-40 Sharegpt 40.0 36.5
GPT-40 Collect 33.9 33.3

Table 4: Cross-dataset performance comparison of our
trained models. “Self Gen.” means that the model is
trained by self-generated responses. “Syn.” denotes
the synthetic test set, and “Collect” denotes the test set
using the real dialogue we collected.

to improve its responses.

(3) When we performed inference in the WF set-
ting, models showed another significant improve-
ment. This suggests that these models possess the
ability to complete some subtasks, such as extract-
ing preferences, determining the relevance of the
preferences to the current query, and incorporating
the preferences into the response, but lack the abil-
ity to integrate these subtasks within a single call.
By carefully examining the subtasks completed by
Llama3.1-8B, we found that the model was able to
extract preferences in most tests (with a comple-
tion rate of 93%), or recognize that the preferences
were relevant to the current query (78.8%), but con-
structing a response that aligns with the prefer-
ences is relatively challenging (45%). Given that
the generation of any high-quality text by humans
requires multiple revisions, constructing an aligned
response is indeed challenging in a single call.

4.4 Fine-tuning experiments

In this section, we attempt to use fine-tuning to
make the model less reliant on prompts. We train
with our synthetic data and test on three datasets
from different sources. Subsequently, we con-



ducted a case analysis to ensure that the model’s
responses indeed incorporated more preferences
rather than adapting to latent biases.

Settings We uses 535 training samples, result-
ing in 1,070 training instances (with preference
being independent during training). We adopted
the workflow constructed in Section 4.3 to generate
training responses. We trained Llama3.1-8B and
Qwen2.5-7B on the response generated by GPT-40
or themselves. We use all the default hyperparame-
ters in the trl Python library, with batch size 1.

Results The results shown in Table 4 indicates:

(1) In the synthetic test set, the trained Llama3.1-
8B achieved a pass rate of 65.0%, while Qwen?2.5-
7B achieved a pass rate of 65.5%, several times
higher than the untrained models.

(2) In the confidential test set, both Llama3.1-8B
and Qwen2.5-7B achieved a twofold improvement.

(3) Comparing the results of the synthetic test
set and the real test set, the trend of capability
improvement remains unchanged, but the im-
provement is lower in the confidential test set.
This is mainly due to the following two distribu-
tion shifts: 1. The synthetic data is constructed
based on templates, while real queries are more di-
verse, such as repetitive inquiries, greetings, etc. 2.
The real data we collected is a mixture of English
and Chinese, while the training data is purely in
English.

4.5 Case Study

We further demonstrate the results of the training
through detailed case analysis. We selected several
typical query types, including planning, creative
writing, and recommendations. A successful case
of recommendation is demonstrated in Figure 6,
and more cases are in Appendix G. In Figure 6,
the user asked numerous questions about computer
networks previously. When consulting the LLM
about what to study, the trained LLM inferred that
the user is interested in networking and technology-
related topics and provided an appropriate response.
The original LLM, however, behaves as if the his-
tory does not exist, showing that it does not focus
on or understand the user’s preferences.

Although we have demonstrated the success of
training, the model’s performance is still far from
satisfactory. LLLMs can only handle some super-
ficial preferences, meaning that the relevance of
preferences to the current query does not require in-
depth thinking. When facing scenarios that require

Interaction History ~
As a network technician you are given a network address and ... <!

2 To determine the number of host bits required for each subnet ...
Identify the purpose of the tcp sliding window. 1. To inform a &
source to ... 2. To end communication when data transmission...
The purpose of the TCP sliding window is to ensure that seg-
ments arrive in order ... Therefore, the correct option is 4.

What should I study in my free time? &

Llama3.1-8B-SFT Llama3.1-8B
Considering that you are interest- | There are so many fascinating
ed in networking and have a focus || topics to explore in your free
on technical topics, I would time. Here are some suggestions
recommend studying the follow- based on popular interests:
ing subjects in your free time: If you're interested in
1. Networking Fundamentals: ... | technology:

2. TCP/IP Protocol Suite: ... If ... in science and math:

3. Network Architecture: ... If ... in creative pursuits:

4. Security in Networking: ... If ... in personal development:
5. Emerging Networking Tech: .../ | Other suggestions: ...

Query-Response

Figure 6: A case study of real-world interaction.
Llama3.1-8B-SFT denotes the trained model.

deeper reasoning, the model is unable to provide
the desired response.

We summarized several scenarios in which the
model still fails to perform well, as follows:

(1) Some preferences require in-depth thinking
to extract from history. For example, the LLM
did not recognize that the user showed a negative
attitude towards life in the conversation.

(2) Some preferences require in-depth thinking
the understand the relevance to the current query.
For example, LLM did not consider reducing the
intensity of physical activities when planning travel
for elderly users.

(3) Preferences that require dedicated construc-
tion of the responses, such as certain preferences
for response styles.

We present examples of preference pairs in Ap-
pendix G. These challenging scenarios is crucial
for the usability of personalized LLM assistants,
for they reflect many sensitive social issues, such
as whether LLM assistants will provide danger-
ous advice, or guide individuals with negative
emotions, and so on.

5 Conclusion

In this work, we propose a benchmark for direct
inference-time preference alignment called Inter-
Pref to facilitate a systematic evaluation of the cur-
rent LLMs. Although the current model’s perfor-
mance does not meet our expectations, our evalu-
ation points the way for future research. The real-
ization of future personal assistants will inevitably
require a more meticulous analysis and resolution
of these challenges.



Limitation

Lack of immediate user feedback A clear but
insurmountable issue is that we don’t have the re-
sults of immediate real user feedback. Perhaps
only companies with large-scale online services,
like OpenAl or DeepSeek, can access immediate
user feedback, making the research in this topic
even more solid. But regardless, we have proposed
this problem and utilized as many resources as pos-
sible to conduct our research, hoping to provide
some insights to the community.
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A  More Related Works

In this section, we list some related work because
they investigate the ability of LLM that is a part of
our required ability.

Memory-based Generation Memory-based
tasks require the model to retain memory of
previous interactions over time. These tasks
include remembering historical events (Xu et al.,
2022a; Jang et al., 2023), remembering user
personas (Xu et al., 2022b), and memory in agent
tasks (Maharana et al., 2024). While these works
have focused on expanding memory size, time
intervals, and other factors to test the model’s
memory capacity, the use of memory—an essential
aspect for DIPA —is not been adequately explored.
Memory-based tasks use keyword-matching
algorithms (Papineni et al., 2002; Lin, 2004) as
automated metrics because they only employ
simple factual question answering to test memory.
We believe that simple factual questions are
insufficient to demonstrate the impact of memory
on interaction, so we include many open-ended
tasks in InterPref, where the model needs to
consider how the user’s preferences impact the
complex interaction.

B Interaction Record Quality

One key consideration for an LLM-based synthetic
interaction history is the diversity in the patterns of
LLM-synthesized dialogue data. Data lacking di-
versity may have potential distribution biases com-
pared to real-world application scenarios, hence we
calculate diversity metric self-BLEU (Zhu et al.,
2018) for our dataset and some previous work re-
lated to personalization. We randomly sampled 100
dialogues, truncating each to 580 tokens (the aver-
age history length for our dataset for a single prefer-
ence) to calculate the self-BLEU. We repeated the
above experiment 100 times and took the average
of the results, as shown in Table 5. The experi-
mental results show that our dataset surpasses the
widely used dataset PersonaChatGen (Lee et al.,
2022) and the recently constructed dataset (Wakaki
et al., 2024), but does not achieve the same level
of diversity as real-world data or work focused on
enhancing diversity (Joko et al., 2024).
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Dataset self-BLEU,
shareGPT (real) 0.361
LAPS (Joko et al., 2024) 0.399
ComperDial (Wakaki et al., 2024) 0.479
PersonaChatGen (Lee et al., 2022) 0.638
InterPref (ours) 0.477

Table 5: The diversity of LLM-synthesized personal-
ized dialogue datasets measured by self-BLEU. The
tokenizer is c1100k_base. The values represent the aver-
age self-BLEU-N scores (N € 1,2, 3,4).

C Calculation of Bradley-Terry
Coefficient

Assuming the BT coefficients of the models consti-
tute a vector &, the win rate of model m; against
model ms is given by:

651

P(m1>m2):m

“4)
To minimize the error between the actual win
rates and the expected win rates, we use the follow-

ing formulation:
eéi
651' —+ efj

Here, W;; is the element in the win rate ma-
trix at the ¢-th row and j-th column, representing
the actual win rate of model 7 against model j.
We choose cross-entropy loss as £, which means
L(a,a") = —alog(a’) — (1 — a)log(l —da).

We use MATLAB’s optimization solver to com-
pute the global optimal solution.

arg min E L <th, )
¢ —
ZM]

D Metric Robustness

D.1 The bias in the evaluator

Through experiments, we verified that several com-
mon LLM biases are not present in our evaluators.

D.1.1 Self-preference bias

We used different evaluators to evaluate the data
from different generators, and the results are shown
in Table 7. The experimental results show that the
pass rates calculated by different evaluators are
highly consistent, thus being less affected by self-
preference bias.

D.1.2 Length bias

We analyze this problem from two perspectives:



Dataset Split Pass Rate  Avg.Character Length
longer half 53.0 1,388.6
shorter half 59.0 555.7

Table 6: Evaluation of different splits of the response
length of GPT-40

Evaluator
Generator
GPT-40 Llama3.1-70B
GPT-40 57.0 56.5
Llama3.1-70B 60.5 57.0
Llama3.1-8B 53.0 52.5

Table 7: Comparison of Pass Rate by different evalua-
tors. Llama3.1-8B is not used as an evaluator due to its
weak discriminative capability.

Response length within the same model The
longer response of the model does not achieve
higher metrics. We grouped GPT-40’s response
pairs by length into two equal sets (long half and
short half) and used Llama3.1-70B as the evaluator
to compute pass rates. The results are shown in
Table 6.

Response length across different models Mod-
els that generate longer responses do not necessar-
ily achieve higher metrics. We were surprised to
find that Qwen2.5-7B produced the longest aver-
age responses under the given prompt, followed by
GPT-40, Llama3.1-70B, and finally Llama3.1-8B.

D.2 Consistency between the metrics

The Pearson correlation coefficient between pass
rate and BT coefficient is 0.959 (p-value
0.0414). This indicates that calculating the win
rate among a set of models is as effective as calcu-
lating the pass rate for a single model.

D.3 Consistency between LLM and human

To verify the reliability of LLM evaluators, we
sampled 100 responses and distinguished them by
humans. The result is that GPT-4o0, as an eval-
uator, achieves an 87% consistency with human
judgments, compared to 83% for Llama3.1-70B.

E Human-designed Workflow

In Section 4.3, we have built a human-designed
workflow to enhance the capability of models.
Here, we will provide the details. We divide the
entire DIPA task into to subtasks. (1) Preference
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extraction: We prompt the model to extract prefer-
ences from the interaction history. Among the ex-
tracted preferences, only a small subset is relevant
to the current query. We ask the model to identify
the most relevant preferences. (2) Response gen-
eration: Based on the preferences, the model gen-
erates instructions for the response, such as “Since
the user loves drinking coffee, I should increase the
emphasis on coffee when recommending drinks.”
And then, the model integrates the instructions and
generates the final response.

F Annotation Document

The pictures displayed in the document are too
lengthy to show. In the paper, we only present an
overview of our interface. Please do not be puzzled
by our descriptions of the images in the text; the
actual document does contain the corresponding
images. The interface is shown in Figure 7.

F.1 Main Guideline

1. Enter the username and click "Start Annotation"
(red box).

2. Below are the responses generated by the two
models for the same question from two different
users (green box).

3. Below that is the reasoning provided by the Al
after comparing the two responses, used to deter-
mine whether "Left" or "Right" corresponds to the
"current user preference information."

After scrolling down the page, you can see the
personal information of the two users.

The two responses above are made considering
the personal information of the two users. For
example, if the user is a person in their 60s, when
creating a personalized exercise plan for this user,
it is advisable to prioritize recommending exercises
with lower intensity.

The light blue box is the selection box, where
annotators choose the model that better takes into
account the user’s information to make the corre-
sponding response. After making a selection, click
“Confirm” to complete one annotation.

F.2 Description of the Specific Tasks

Annotators are required to compare the distinct re-
sponses generated by the two models and select the
model that has taken the user’s personal informa-
tion into greater consideration, which is essentially
the better model.

How can we determine whether a model has
considered the user’s persona? When a model pro-



userid process

annotator_1_3 2/400

2

model 1 response 1 model 1 response 2

Al_Opinion_1
#reasoning
The response_Right suggests a "word game" and mentions activities like a "word scavenger hunt," which are directly
related to persona_L's interest in "riddles or word games." The response_Left, on the other hand, suggests a

"mindfulness exercise," which does not directly relate to either persona but is more of a general activity.

#response corresponds to persona_1
Right

# case_label
direct content relevant
Your Preference
user preference_1

The user is interested in riddles or word games.

Clear

Make your choice

Left Tie

O Right

start annotation

Al_Opinion_2

#reasoning

In response_Left, there is a mention of "humorous riddles and word games," which directly aligns with persona_1's
interest in riddles or word games. Conversely, response_Right suggests activities like "puzzle” and "escape room,"
which are more related to persona_2's interest in puzzles or strategy games.

# response corresponds to persona_1

Left

# case_label

direct content relevant

user preference_2

The useris interested in puzzles o strategy games.

previous entry

commit

Figure 7: Interface for the annotation.

duces significantly different responses to the same
question, and these differences are logically related
to the user’s persona information, we can infer that
the model has considered the persona. Conversely,
if the model generates similar responses to the same
question, it suggests that the persona information
has not been taken into account.

To assist annotators in extracting relevant infor-
mation from lengthy responses, we employ Al-
aided reasoning. The Al will extract pertinent de-
tails from the two responses and make its own
judgment. However, the AI’s judgment is often
unreliable, and annotators need to review the Al’s
reasoning and verify it against the responses. If the
ATI’s judgment is flawed, annotators should make
their own assessment.

After identifying the relevant information, the
final step for annotators is to determine which side
has a more significant difference that is related to
the user’s persona information. They should then
select the side with the greater and more reasonable
difference. If the differences on both sides are min-
imal or both are substantial and indistinguishable,
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the annotator may choose “Tie.”

F.3 Specific Examples

The pictures displayed in each example are too
lengthy to show.

F.3.1 Example One

First, read the AI’s opinion and the user’s persona
information. Then verify the logic from the re-
sponse. The AI’s logic can be correct in some cases
and incorrect in others. For example, the phrase
"I hope this message finds you well" appears on
one side, and a similar phrase "I hope you’re doing
well" appears on the other. Therefore, this cannot
serve as a basis for determining that one response is
more respectful. However, overall, the response on
the right does seem somewhat more direct than the
one on the left, but the similarity between the two
remains quite high. Comparing the two sides, the
differences between the two responses from Model
2 on the right seem to be greater. Therefore, the
choice is Right.



F.3.2 Example Two

As shown in the Al Opinion, strength training and
HIIT, which are high-intensity exercises, appear
on the right side and are more suitable for young
people around 30 years old. Additionally, although
the term "Strength Exercises" appears on the left
side, the specific exercises mentioned—squats,
wall push-ups, and seated leg raises—are not high-
intensity activities and are more appropriate for
individuals in their 60s. Therefore, both responses
are quite ideal. This time, the differences on the
left side are more significant, so the choice is Left.

G More Case Study

In this section, we present a comparison of model
performance before and after training on several
classic tasks, which helps provide a better under-
standing of the goals we aim to achieve. In the main
text, we provided a case for the recommendation
task. Here, we present cases for creative writing,
career advice, and planning tasks in Figure 8.

In subfigure (a), the user and the LLM have dis-
cussed issues related to TV shows in the interaction
history. In the current interaction, the user requests
to write a study plan. The Llama3.1-8B, which did
not consider the interaction history, merely gener-
ated a template involving generic steps. However,
Llama3.1-8B-SFT, which considered the user’s in-
terest in screenwriting, constructed a targeted study
plan. Similar situations also arise in subfigure (b)
and subfigure (c), which cover other kinds of tasks.

In subfigure (d), we listed some typical failure
cases. They mainly include:

* Preferences that require dedicated construc-
tion of the responses.

* Some preferences require in-depth thinking to
extract from history. e.g. age.

* Some preferences require in-depth thinking to
extract from history, such as “motivational” or
“critical”.

These complex preferences are difficult to en-
hance through simple SFT and await the emergence
of new alignment methods.
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H Prompt

Here, we provide the prompt used during the data
construction process and evaluations.

H.1 Preference Construction Prompt

The prompt for preference extraction is shown in
Figure 9.

H.2 Query Construction Prompt

The prompt for Preference Pair Generation is
shown in Figure 10. The prompt for Query Gener-
ation is shown in Figure 11.

H.3 History Construction Prompt

The history construction includes two types of
logic: rewrite and follow-up. Here, we list the
prompts for both. The prompt for the rewrite is
shown in Figure 12 and the prompt for the follow-
up is shown in Figure 13.

H.4 Evaluation Prompt

The evaluation prompt for the main experiment is
shown in Figure 14. The TD and CoT mentioned
in Section 4.3 are only modified for this prompt
and are not listed repeatedly.



Interaction History

can you write a short advert for a scandalous and gripping reality » &£

tv dating show?

2
2

I'm sorry, I cannot fulfill this request as it goes against content ...
write me a short 1 paragraph pitch for a reality show titled ...

I apologize, but as an Al language model, I cannot generate

content that promotes or glorifies violent, harmful, or ...

Query-Response

Can you write a study plan for me?

Llama3.1-8B-SFT
Certainly! Considering that you are

8
Llama3.1-8B
Of course! I can help you create

interested in learning screenwriting, = a study plan.

particularly for TV shows, I have
crafted a study plan that not only
focuses on this area but also
incorporates related topics like
reality TV and dating shows.
Week 1-4: Foundation in ... TV...
Week 5-8: Advanced Tech...
Week 9-12: Specialized Topics ...

Interaction History

vocabulary or basic conversation?

based on the Latin alphabet...
Query-Response

Step 1: Define Your Goals
Step 2: Assess Your Resources
Step 3: Create a Timeline
Step 4: Develop a Study
Schedule

Feel free to provide more details
so I can tailor the plan to your
specific needs!

(a)
To learn french from 0, should I start with pronounciation, 8
2 ... it is advisable to start with a combination of pronunciation ...
Why there's english letters in Vietnamnese &
2 Vietnamese uses a writing system called Quéc Ngit, which is
&

Can you suggest ways to integrate new technology into my work env?

Llama3.1-8B-SFT
Considering that you are interested
in enhancing your language learn-
ing experience, particularly with
French, there are several innovati-
ve tools and methods you can inte-
grate into your work environment .
Firstly, you might explore lang-
uage learning apps like ... Anoth-
er excellent tool is Tandem ...
Additionally, consider Anki ...

Llama3.1-8B
Certainly! Integrating new tech-
nology into your work environ-
ment can enhance efficiency,
streamline processes, and impr-
ove overall productivity. Here
are several ways to effectively
incorporate technology:

1. Identify Key Areas for ...
2. Choose the Right Tools ...
3. Provide Training and ...

Interaction History
am trying to prepare for my law exams. how can you help me
study the topic rights and duties of spouses ... for the exam.
2 Sure, I can help you study for your exam... Here are some tips ...
summarize the Kenyan marriage act 2014
2 The Kenyan Marriage Act, 2014 is a law that governs the
formation and dissolution of marriages in Kenya ...

Query-Response R
Can you help me write a short story? &

Llama3.1-8B-SFT Llama3.1-8B

Of course! I'd be happy to help
you write a short story. To get
started, let's brainstorm some
ideas. What genre are you
interested in? Do you have any
specific themes or settings in
mind? Alternatively, I can
suggest a basic plot and
characters if you prefer. Let me
know!

(b)

Certainly! Considering that you are
preparing for law exams, let's craft
a short story that weaves in themes
of rights and duties, particularly
focusing on the rights and duties of
spouses as outlined in the Kenyan
Marriage Act, 2014. In the quaint
village of Kiserian, ...

Personas
& The user prefers concise, enumerated responses.
@ : The user enjoys responses that are elaborative and fun.
Query
& < Can you help me outline the requirements for starting a é(?
small online business?
Personas
& : The user is in their early sixties, transitioning into retirement.
: The user is in their early thirties, thriving in their career.
Query

& < Could you suggest some productive hobbies that I can @
consider?
Personas
& : The user prefers the assistant to give motivational and supportive

responses.

&) : The user prefers the assistant to be critical and provide

constructive criticism.
Query
8 Am1 doing the right thing in considering breaking up
with a friend who cheated on me when we were kids?

“r

(©) (d)

Figure 8: Case study of real-world interactions. (a-c) cases for planning, creative writing, and suggestions. Llama3.1-
8B-SFT considered more user preference compared to the original Llama3.1-8B (d) Some preferences and query of
failure cases.
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Preference Extraction

Now your goal is to accomplish topic discovery and user preference extraction tasks from a long
dialog history. Let’s briefly describe your task:

1) Input: You will be presented with a long, multiturn dialog between a user and an assistant. You
can only see the user’s queries.

2) Your task:

a) Firstly, you need to partition the whole dialog into multiple chunks by topics: consecutive
dialogs about same topic should be put into the same chunk.

- Every dialog within the same chunk is about the same topic and discusses the same matter!!

- The chunk is represented by two [Dialog ID] shown in the dialog history, so the messages between
these two [Dialog ID] is a chunk.

- The chunk should begin with a query INDEPENDENT of previous dialog content, which makes
the following dialog distinct from previous dialog.

- If a topic has fewer than three dialog turns, do not consider it.

b) Next, for each recommended chunk, generate the following content with English : i) Give a
BRIEF topic of this dialog chunk. (‘topic®)

ii) Give the beginning and end dialog ID, be accurate. (‘begin_dialog_id‘ and ‘end_dialog_id*)
iii) Extract the user’s some key personal information, such as location, job details, interests and hob-
bies, family background, health status and so on FROM dialogs in this chunk: (‘personal_profile®)
iv) Extract how formal or casual the assistant’s response should be, how long or short responses
should generally be, and what type of solutions or information the user prefers to receive FROM
dialogs in this chunk: (‘response_format)

Output your response in this format.

“‘json

{"chunks":[

{

"begin_dialog_id": xxx,
"end_dialog_id": xxx,

"topic": "here is the topic of this chunk",

non n

"personal_profile": ["xxx","xxx",...],
"response_format": ["xxx","xxx",...]

}, { "begin_dialog_id": xxx,
"end_dialog_id": xxx,

"topic": "here is the topic of this chunk",

nn

"personal_profile": ["xxx","xxx",...],

nn

"response_format": ["xxx","xxx",...]

}
1}

1313

Here is the dialog history: {dialog_formatted}

Now, please understand the examples and give your response to the task instruction. Remember,
only output “‘json*“‘!!

Furthermore, please make sure to think carefully.

- When providing chunks, please ensure that every dialog within the same chunk is about the same

topic and discusses the same matter.

Figure 9: Preference Extraction
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Query Generation

You will be given personal information, and your task is to modify it into the same field but with
different characteristics from the current one, you can focus on different aspects of the persona, and
you should output 2-3 different modified personas. The differences from the original version can
range from small to large, meaning that the first output is relatively close to the original version,
while the last output shows a significant difference from it.

Important requirement:

1. Avoid just using the input negation without adding new information,for example: for the entry
"The user is interested in ...", don’t modify it like "The user in not interested in ...".

2. Double negatives are forbidden because they preserve the original meaning

3. Remember to output “‘json and “‘ in your answer! Input:

-personal information

Output:

-reversed personal information

[Begin Example 1]

input personal information: { "persona":"The user regularly suffers from stomach pain." } output:
“‘json { "persona":["The user regularly suffers from headache.", "The user has diabetes", "The user
is very healthy and strong"] } “¢

[End example 1]

[Begin example 2]

input personal information:

{ "persona":"The user likes to drink coffee" }

output:

“‘json { "persona":["The user likes to drink milk","The user likes to drink russian soup","The user
likes to eat chocolate"] } “

[End example 2]

[Begin Input]

{persona}

[End Input]

Now give your output:

Figure 10: Prompt of preference pair generation
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Preference Pair Generation

Your task is to generate three queries that simulate a scenario where an Al chatbot user requires
assistance from the chatbot, based on the personal information and the interaction history. Your
tasks should meet the following requirements. Requirements:

-The query should be based on specific needs in life or work.

-You will be provided with two different personal information, and your queries should be focused
on the difference between them. This means that the person with different personal information
will do your task differently, and your task should maximize this difference.

-Do not mention user preferences directly in the task. Here is an example to demonstrate this:
[Begin Example]

Personal information 1:

{"persona": "The user is familiar with English grammar and vocabulary exercises."}

personal information 2:

{"persona": "The user is familiar with Spanish grammar and vocabulary exercises" }

Bad answer:

“‘json ["Create a daily practice plan for improving English vocabulary.", "Help me write an email
in Spanish for a job application.”,"Suggest learning resources for mastering English grammar."] “*
Each of these queries directly refers to a user preference ,which is unbalanced.

Good answer:

["Create a daily practice plan for improving language ability.", "Help me write an email in my
familiar language for a job application.","Suggest learning resources for mastering the language
I’m learning."]

[End Example]

Input:

-two different personal information

-Dialog history Output:

-queries

[Begin personal information 1]

persona

[End personal information 1]

[Begin personal information 2]

diffused_persona

[End personal information 2]

[Begin Dialog history]

dialog_history

[End Dialog history]

ceey

remember to output “‘json and ““‘ like this:

1313

json
[llqueryl Yl,llqueryzll’llquery3IY]

1313

Now give your question:

Figure 11: Prompt of preference pair generation
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Rewrite interaction history generation

Your task is to generate a two-round dialogue between a user and a chatbot based on the personal
information that provided bellow.

Input:

-personal information

output:

-new dialog

The dialogue you generate should take the following form:

1. The user give a query about some topic.

2. The chatbot responds an answer that does not correspond to the user’s personal information.
3. The user is not satisfied with chatbot’s answers, and give some instruction to change the answer.
4. The chatbot gives answers that match the user’s preference.

Notice:

1. You’ll start a whole new conversation, pick a topic and move quickly into a meaningful
discussion, avoiding non-content conversations like greetings.

2. The queries you generate should be colloquial and closer to real users. For example, if your
persona is "User is familiar with geographic topics”, you can say "I am very familiar with what you
are talking about, can you tell me something new or in-depth?" Your instructions should be given
based on persona, not following examples. If persona is None, you can freely generate dialogues
that do not involve preferences, such as solving math problems, writing code, and other similar
tasks.

3. The answers you generate should be longer and detailed, which is like an Al chatbot. Here is
some examples to make you understand this better:

persona: The user is in his mid-thirties.

BAD one:Can you generate responses more in line with the preferences of a man in his mid-thirties?
GOOD one: I think you should take my age into consideration. I’'m in my 30s

persona: The user is knowledgeable about microcontrollers.

BAD one: Can you modify your answer to fit the needs of someone who knows a lot about
microcontrollers?

GOOD one: Oh! I know quite a bit about microprocessors, let’s talk about them in depth!

4. In at least one conversation, you need to accurately convey your persona in the user queries, and
you can change the way you express it to make it more colloquial.

your output should in the following format:

# user:

user_query_1

# chatbot:

chatbot_answer_1

# user:

user_query_2

# chatbot:

chatbot_answer_2

[Begin personal information]

{persona} [End personal information]

Now give your output:

Figure 12: Prompt of rewrite interaction history generation
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Follow-up interaction history generation

Your task is to generate a two-round dialogue between a user and a chatbot based on the personal
information provided bellow.

Input:

-personal information

-dialog history

output:

-new dialog

In the query section, you should act as a persona user using the chatbot, and in the answer section,
you should be a chatbot responding to the user’s query. The topics of conversation can be diverse,
as long as you believe the user might be interested in them.

Notice:

1. You’ll start a whole new conversation, pick a topic and move quickly into a meaningful
discussion, avoiding non-content conversations like greetings.

2. The queries you generate should be colloquial and closer to real users. For example, if your
persona is "User is familiar with geographic topics", you can say "I am very familiar with what you
are talking about, can you tell me something new or in-depth?" Your instructions should be given
based on persona, not following examples. If persona is None, you can freely generate dialogues
that do not involve preferences, such as solving math problems, writing code, and other similar
tasks.

3. The answers you generate should be longer and detailed, which is like a AI chatbot.

4. In at least one conversation, you need to accurately convey your persona in the user queries, and
you can change the way you express it to make it more colloquial.

your output should in the following format:

# user:

user_query_1

# chatbot:

chatbot_answer_1

# user:

user_query_2

# chatbot:

chatbot_answer_2

[Begin personal information]

{persona}

[End personal information]

Now give your output:

Figure 13: Prompt of follow-up dialogue generation
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Main experiment evaluation prompt

You are a helpful chatbot. Your task is to generate a response to the query based on the dialog
history. You need to carefully consider the user’s persona from the dialog history. persona may
contain user profiles or behaviors that the user expects the conversation assistant to exhibit (such
as reply style, etc.). Please consider the user’s persona when responding and generate responses
that match the user’s preferences.

Instructions you must follow:

1. The user profile embodied in the conversation may be relevant to the response of the current
query, but the association may be implicit and require some prior information.

2. Please pay special attention to past user queries, topics previously discussed, and requirements
that users have previously posed to the chatbot. These should be the main focus for you to obtain
information about user preferences.

3. User queries may contain a certain degree of ambiguity. At this point, you only need to generate
content according to the instructions without asking for additional information.

4. Integrate the preference information into your answer content. Sentences like "Considering your
preference for..." or "Considering your interest in" are not allowed to appear in the responses. You
need to think about how to integrate personal information into specific content.

You must output in the following format:

persona: Here is the user persona you extract from dialog history.

Answer: Here is the answer to the current query considering the user persona.

For example:

query: Can you recommend some restaurants that I might like?

your output:

persona: The user likes chicken rather than beef.

Answer: Considering your interest in chicken, I would like to recommend ...

Here is the true user query:

{query}
Now give your output:

Figure 14: prompt of the main experiment.
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