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Abstract

State-of-the-art neural algorithmic reasoners make use of message passing in
graph neural networks (GNNs). But typical GNNs blur the distinction between
the definition and invocation of the message function, forcing a node to send
messages to its neighbours at every layer, synchronously. When applying GNNs
to learn to execute dynamic programming algorithms, however, on most steps
only a handful of the nodes would have meaningful updates to send. One, hence,
runs the risk of inefficiencies by sending too much irrelevant data across the graph.
But more importantly, many intermediate GNN steps have to learn the identity
functions, which is a non-trivial learning problem. In this work, we explicitly
separate the concepts of node state update and message function invocation. With
this separation, we obtain a mathematical formulation that allows us to reason
about asynchronous computation in both algorithms and neural networks. Our
analysis yields several practical implementations of synchronous scalable GNN
layers that are provably invariant under various forms of asynchrony.

1 Introduction

The message passing primitive—performing computation by aggregating information sent between
neighbouring entities [1, 2]—is known to be remarkably powerful. Message passing is the core
primitive in graph neural networks [3, GNNs], a prominent family of deep learning models. Owing
to the ubiquity of graphs as an abstraction for describing the structure of systems, GNNs have
enjoyed immense popularity across both scientific [4] and industrial applications, including novel
drug screening [5, 6], designing next-generation machine learning chips [7], serving travel-time
estimates [8], particle physics [9], and settling long-standing problems in pure mathematics [10-12].

Another active area of research for GNNSs is neural algorithmic reasoning [13, NAR]. NAR seeks to
design neural network architectures that capture classical computation, largely by learning to execute
it [14]. This is an important problem in the light of today’s large-scale models, as they tend to struggle
in performing exactly the kinds of computations that classical algorithms can trivially capture [15].

The use of GNNs in NAR is largely due to algorithmic alignment [16]: the observation that, as we
increase the structural similarity between a neural network and an algorithm, it will be able to learn to
execute this algorithm with improved sample complexity. Here, we make novel contributions to the
theory of algorithmic alignment. Our approach “zooms in” on the theoretical analysis in [17], which
analysed computations—of both algorithms and GNNs—globally. Instead, we center our discussion
on a node-centric' view: analysing computations around individual nodes in the graph, in isolation.

This view allows us to study message passing under various synchronisation regimes and can help us
identify choices of message functions that better align with target algorithms, in a manner that was
not possible under previous frameworks—indeed, it allows us to theoretically justify the unreasonable
effectiveness of architectures such as PathGNNs [20]. We refer to our new framework as asynchronous
algorithmic alignment, and formalise it using tools of category theory, monoid actions, and cocycles.
To visualise what executing an asynchronous GNN might look like, refer to Figure 1.

"' As we will expand on later in the work, node is a misnomer for what we precisely mean, but to improve the
exposition we will rely on this term for now.
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Figure 1: A possible execution trace of an asynchronous GNN. While traditional GNNs send and
receive all messages synchronously, under our framework, at any step the GNN may choose to
execute any number of possible operations (depicted here with a collection on the right side of the
graph). Note that we do not aim to implement an asynchronous GNN—a feat concurrently explored
by AMP [18] and Co-GNN [19]—rather, we seek to build synchronous GNNSs that are invariant—i.e.,
will yield identical output node embeddings—under various forms of asynchronous execution.

2 Message passing and (asynchronous) algorithms: Addition with carry

To better understand the concept of algorithmic alignment, and in particular what we mean by a node-
centric perspective, we will utilise a simple illustrative example—namely addition with carry—and
present it in the framework of message passing that GNNs rely on.

Message passing framework. We will use the definition of GNNs based on Bronstein et al. [21].
Let a graph be a tuple of nodes and edges, G = (V, E), with one-hop neighbourhoods defined as
N, ={v eV | (v,u) € E}. Further, a node feature matrix X € RIVI*¥ gives the features of node
u as X,; we omit edge- and graph-level features for clarity. A (message passing) GNN over this

graph is then executed as:
X; =¢ (Xuv @ w(xuaxv)> (D
vEN,

To put this equation in more abstract terms, we review the diagram of the message-passing framework
of Dudzik and Velickovic¢ [17], with the addition of the message function ¢ to emphasise symmetry:

args ® — edge 1 — msgs

N ]

copy gather scatter

/ |

senders receivers

First, sender features (senders) are duplicated along outgoing edges to form the arguments (args)
to a message function t. These arguments are collected into a list using the X) operator—which is
traditionally a concatenation, though as per Dudzik and Veli¢kovi¢ [17], it can be any operator with a
monoidal structure. This list of arguments now lives on a new, transient, edge datatype. These two
steps constitute a gather operation. In Equation 1, this corresponds to copying the node features in X,
considered as a V'-indexed tensor, to obtain feature pairs (x,, X, ), as an E-indexed tensor.

Note that the senders do not necessarily correspond to the more established notion of “sender nodes”
in graph representation learning [22]—rather, we consider a node to be a sender if its features are
necessary to compute the message function 0. Hence, in Equation 1, we consider both the features of
nodes u and v to be “senders”, rather than assuming that only v is a sender. This allows us to easily
extend this idea to messages spanning arbitrary numbers of inputs living on various places in the
graph. For example, if edge features are used for v, we can include them as part of senders also.

Next, we perform a similar operation, a scatter, by first applying the message function 1) to the
arguments, which computes the messages to be sent (msgs). Then, messages are copied to suitable
receivers, which aggregate along their incoming edges to form the final set of receiver node features
(receivers). In Equation 1, this refers to the application of the message function ¢, and the
aggregation 0. This general gather-scatter paradigm can be seen throughout the literature on
message passing, for example in the sheaf Laplacian of Bodnar et al. [23].
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Adding graph- and edge-level features complicates our exposition, also potentially creating some
confusion within the diagrams above. In this work we will argue that, in order to simplify our
theoretical treatment of the computations carried by GNNs and algorithms, it is useful to lift any
graph component that has a persistent state—e.g. a feature vector updated at every layer—to the
status of node, while edges are transient features created as part of the model’s information flow. For
any graph, is trivial to construct a corresponding graph that has the above property. From now on, we
assume that anything with a persistent state is a node in the graph, while edges are always transient.

Asynchronicity and constructing arguments. Now we discuss the addition with carry algorithm on
a high level—we will focus on its details in Section 3. Intuitively, digits would represent nodes with
persistent state, while edges show how computation needs to be carried, i.e. which digits need to be
added. Because of the carry, we quickly notice that there is a misalignment between the algorithm and
its current graph representation. On one hand, the algorithm requires a certain level of asynchrony,
where digits need to be added in sequence, in order to be able to correctly accumulate the carry. The
parallel computation imposed by having all nodes sending messages within their neighbourhoods,
synchronously, can be problematic, requiring many nodes to learn the identity function on most steps.
Fitting such sparse-update computation with (G)NNs has led to solutions that were either very brittle
[24, 25] or requiring vast amounts of strong supervision [26, 27]. This problem gets even further
exacerbated when GNNs are used to fit multiple algorithms at once [28, 29].

A second distinct issue in terms of executing the algorithm is: how will the carry be handled? Indeed,
assuming the carry can not be added to the state of the node (which is meant to be only a single digit),
the model is unable to properly represent the required computation.

To resolve this issue we can focus on how messages and the persistent state of the node get transformed
into new states and arguments for the message function 1. In particular we augment the computation
of the node in order to capture not only how the new state is constructed but also how the node
constructs new arguments for the next computational step, allowing us to chain these computations.
We capture the stateful nature of this computation in the following complementary diagram:

edge

/

gather scatter

Y

senders ¢———— persistent +———— receivers

We will make one key assumption: the sender and receiver features should each have the structure of
a monoid—we have included an introduction to the theory of monoids in Appendix A. This implies
that we can think of both arguments and messages as being sent in chunks, which are assembled in
order. We can think of these monoids as instruction queues, where the monoid operation corresponds
to instruction composition. Our main definitions will not assume commutativity, though it holds in
many examples—we may reorder instructions arbitrarily if so.

3 Node-centric view on algorithmic alignment

For this section, we focus our attention on a single node, and explore the relationship between the
message monoid, which we write as (M, -, 1) using multiplicative notation, and the argument monoid,
which we write as (A4, +, 0) using additive notation.

Suppose that the internal state takes values in a set S. The process by which a received message
updates the state and produces an argument is described by a function M x S — § x A. This is
equivalent, by currying, to a Kleisli arrow M — [S, S x A] = stateg(A) for the state monad.

Given a pair (m, s), we denote the image under this function by (m-s, d,,,(s)), where+: M x S — S
is written as a binary operation and 6 : M x S — A is described by some argument function d. First,
we look into the properties of -.

Each incoming message (an element of M) transforms the state (an element of S) in some way.
We assume that the multiplication of M corresponds to a composition of these transformations.
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Specifically, we ask that - satisfies the unit and associativity axioms:

les=s @)

(n-m)ss=mn+(m-+s)
Next, we interpret Equation 2 in terms of the argument function ¢. In the first equation, the action
1+ s generates an argument 01 (s). But on the right-hand side there is no action, so no argument is
produced. In order to process both sides consistently, 1 (s) must be the zero argument.

Similarly, in the second equation, the left-hand side produces one argument d,,.,,,(s), while the
right-hand side produces two, d,,,(s) and then §,,(m « s). Setting these equal, we have the following:

(51(8) =0
On-m(8) = dp(me8) + 0 (s)
Equivalently, we could arrive at these equations by extending the action of M on S to one of M on
S x A, as follows. Given a pair (s, a) of a state s together with an outgoing argument a, we act on the

state, while generating a new argument that gets added to the old one: m=* (s, a) := (m-+s, d;,(s) +a).
One can show that Equation 3 is exactly the unit and associativity axioms for the operator .

3)

Cocycles. Equation 3 can be rewritten in a more elegant form, but this requires a few preliminaries.

First, consider the set F' = [S, A] of readout functions; functions mapping states to corresponding
arguments. F' inherits structure from both S and A. First, F' is a monoid because A is; we define a
zero function 0(s) := 0 and function addition (f + g)(s) := f(s) + g(s).

Second, F has an action of M, given by (f «m)(s) := f(m+s). This is a right action rather than a

left action; the associativity axiom f « (m - n) = (f «m) « n holds, but the reversed axiom may not.

With these definitions, if we write § in its curried form D : M — [S, A], we can rewrite Equation 3:
D(1)=0

D(n-m) = D(n)+m+ D(m)

Equation 4 specifies that D is a I-cocycle, otherwise known as a derivation. To understand the latter

term, consider the more general situation where F' also has a left action of M. Then we may write

D(n-m) = D(n)+m+ n+D(m), which is just the Leibniz rule for the derivative. Our equation
describes the special case where this left action is trivial.

“)

We summarise the above chain of deductions as follows:

Proposition 3.1. A node equipped with a rule D for generating arguments is invariant to asynchrony,
i.e. its output does not depend on the grouping of incoming messages, if and only if D is a 1-cocycle.

Edges: homomorphisms and multimorphisms. 1-cocycles also appear in the literature under
the name crossed homomorphisms. Indeed, if the right action of M on [S, A] is trivial, the above
equations are D(1) = 0 and D(n - m) = D(n) + D(m), i.e. D is a homomorphism of monoids.

We can use this observation to describe edges—at least, edges with only one input—as stateless nodes.
We simply reverse the roles of argument and message monoids: for asynchronous communication
over edges, we require that the message function v satisfies 1/(0) = 1 (null arguments generate null
messages) and ¢ (a + b) = ¥(a) - ¥(b) (aggregating before 1) gives same results as aggregating after).
In other words:

Proposition 3.2. An edge with a single-input message function v supports asynchronous invocation
if and only if ¢ is a homomorphism of monoids.

How to extend to edges that take k inputs, for example, edge features or receiver features? Dudzik
and Velickovié [17] proposed repeated multiplication in a semiring, but for asynchrony, we only
require the much weaker requirement that i) be a multimorphism, i.e. given any fixed values for k£ — 1
of the variables, ¢ is a homomorphism in the remaining variables.’

With this in mind, if M, - -- , M} are commutative monoids, we simply treat a stateful node with
multiple message inputs M, - -- , M}, as a stateful node with a single message input given by the
tensor product of commutative monoids M; ® - - - , @ M},>. In the stateless case, this is equivalent, by

2This is the analogue of multilinearity for maps of vector spaces.
3Commutativity is needed here, otherwise the tensor product may not exist.
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the universal property of the tensor product, to the above condition that ¢ is a multimorphism, so this
is a convenient mathematical way to describe asynchrony with respect to multiple arguments.

Example: The natural numbers and addition with carry. If M = (N, +,0) is the monoid of
natural numbers under addition,* then an action of M on a set S is equivalently an endofunction
w8 — S, withm - s := 7™(s). We now characterise all possible cocycles M — [S, A].

Proposition 3.3. Given any function w : S — A, there is a unique 1-cocycle § with §; = w.

Proof. If § is a cocycle and w = ¢7, the cocycle condition gives us an inductive definition of 4:
On+1(8) = 6,(s) + d1(s + n). On the other hand, given w we can define: d,(s) := Z?;Ol w(s +1).
We note that 6,1, = Sy w(s+)+ 2" " w(s+j) = 7! w(s—i—i)—kzgzol w(m+s+j) =

j=m

Om(8) + 6, (m + s) so § is a 1-cocycle. O

Now, we consider the example of digit arithmetic with carry. Suppose that S = {0, - - - , 9} is the set
of digits in base 10, and our action is given by the permutation 7(s) = s + 1, where the bar denotes
reduction modulo 10. If M = (N, +), we can define an argument function based on the number of
carries produced when 1 is added to s, m times: §,,(s) := [ 22|,

10
Proposition 3.4. 0 is a 1-cocycle M — [S, A].

qufW@&manmﬁymmeaHmnuste{Q“.ﬂkLm+M*J:{m*m;J+LM”]

10 10 10
This follows quickly by induction on m: for m = 0 the two sides are equal, and as m increments by
1, the LHS and RHS are both incremented if and only if m +n 4+ s+ 1 =0 (mod 10). O

4 (A)synchrony and idempotence in GNNs

Having discussed the general mathematical situation, we can now leverage the cocycle conditions
to more rigorously discuss the synchronisation of GNN operations (such as gathers, scatters, and
applications of ¥ or ¢). In the process of our discussion, we will show how our theory elegantly
re-derives and extends a well-known neural algorithmic reasoning model.

In the study of algorithms, we are especially interested in a certain property of monoids: idempotence.
We start by proving a highly useful fact about the relationship between idempotence and cocycles.

4.1 Idempotent monoids

We say that A is idempotent if a + a = a for all a € A.
Proposition 4.1. Suppose that S = A. Define:

%@%:{0 ifm=1

mes otherwise

If § is a 1-cocycle, then A is idempotent. If M = S = A and - = +, the converse holds.

Proof. In this case, the second equation of Equation 3 becomes (n-m)+s =mn-+(m=+s) +m- s.
Settingn = m = 1 gives s = s + s.

If - = + and A is idempotent, then the equation is n +m + s = (n +m + s) + (m + s), which
holds since (n+m+s)+ (m+s)=n+ ((m+s)+ (m+s)) =n+m+s. O

4.2 Making ¢ a cocycle enables asynchrony

Now we can explicitly formalise the residual map ¢ in Equation 1: it is just another description
of what we have called an “action”. That is, we have ¢(s, m) = m -« s for all node features s and
(aggregated) non-null messages m.

*We are using additive notation here, so the identity element is denoted with 0 instead of 1.
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Message aggregation asynchrony. &P is usually taken, axiomatically, to be the operation of a
commutative monoid [30]. This is to emphasise the importance of message aggregation that does not
depend on the order in which the messages are received. That is, letting € define a commutative
monoid operation already allows us to support a certain form of asynchrony: we can aggregate
messages online as we receive them, rather than waiting for all of them before triggering €p.

Node update asynchrony. Similarly, the axiom that ¢ defines an associative operation, as in Equation
2, corresponds to another type of asynchrony. When ¢ satisfies the associativity equation:

é(s,mE@n) = é(¢(s,m),n) )

this tells us that ¢ itself can be applied asynchronously. Put differently, after each message arrives
into the receiver node, we can use it to update the node features by triggering ¢, without waiting for
the messages to be fully aggregated.

One common way to enforce associativity is to take ¢ = €P, in which case the associativity of ¢
follows from the assumed associativity of €p.

Argument generation asynchrony. While these two conditions allow us to reason about the
asynchrony in how incoming messages are processed, and the asynchrony in how the node’s features
are updated, what does the cocycle condition (Equation 3) mean for a GNN?

Recall, the cocycle condition concerns the argument function §, which determines which arguments
are produced after a node update. Specifically, the cocycle condition allows us to express the
arguments produced by receiving two messages together (d,,.,,) as a combination of the arguments
produced by receiving them in isolation (d,, and d,,). Therefore, it gives us a mechanism that allows
for each sender node to prepare their arguments to the message function, ¢, asynchronously, rather
than waiting for all the relevant node updates to complete first.

Note that Equation 1 does not distinguish between node features and sent arguments. In other words,
it implicitly defines the argument function d,,(s) = m+s = ¢(s, m). Knowing this, we can leverage
the converse direction of Proposition 4.1, to provide some conditions under which the update function
¢ will satisfy the cocycle condition:

First, we require the state update (which we previously set to ¢ = €p) to be idempotent. Not all
commutative monoids are idempotent; € = max is idempotent, while aggregators like sum are not.
Note that this aligns with the known utility of the max aggregation in algorithmic tasks [14, 17, 31].

Second, we require M = S = A, which means that the messages sent must come from the same
set of values as the node features and the arguments to the message function. This means that the
dimensionality of the node features, arguments and messages should be the same—or alternately,
that invoking the message or update functions should not change this dimensionality. This can be
related to the encode-process-decode paradigm [32]: advocating for the use of a processor module,
repeatedly applied to its inputs for a certain number of steps.

Note that this is only one possible way to enforce the cocycle condition in ¢; we remark that there
might be more approaches to achieving this, including approximating the cocycle condition by
optimising relevant loss functions.

4.3 The rich asynchrony of max-max GNNs: Rediscovering PathGNNs

It is worthwhile to take a brief pause and collect all of the constraints we have gathered so far: (1)
is a commutative monoid; (2) ¢ = €; (3) @ must be idempotent, e.g., = max; (4) The message
function should output messages of the same dimensionality as node features.

We can observe that Equation 1 now looks as follows:

X, = max (x i xu>) ©)
Such a max-max GNN variant allows for a high level of asynchrony: messages can be sent, received
and processed in an arbitrary order, arguments can be prepared in an online fashion, and it is
mathematically guaranteed that the outcome will be identical as if we fully synchronise all of these
steps, as is the case in typical GNN implementations. We also remark that Equation 6 is almost
exactly equal to the hard variant of the PathGNN model from Tang et al. [20]—the only missing
aspect is to remove the dependence of ¥ on the receiver node (i.e., to remove v from the senders).
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The only remaining point of synchronisation is the invocation of the message function, ¢; messages
can only be generated once all of the arguments for the message function are fully prepared (i.e., no
invocations of ¢ are left to perform for the relevant sender nodes).

4.4 Extending PathGNNs with multimorphisms: Message generation asynchrony

PathGNNs give one example of isotropic message passing, where the message function for each edge,
)¢, 1s a function of a single variable, the sender argument, and produces a single output, a receiver
message. That is, we have a function ¥, : (A,(e), +,0) = (My(e), -, 1).

As we elaborated in Section 3, the condition needed for argument asynchrony and message asynchrony
to be compatible is that ) is a monoid homomorphism. This means that ¢ can be called—and
messages generated—even before its arguments are fully ready, so long as it is called again each time
the arguments are updated.

Note that PathGNNSs, in their default formulation, do not always satisfy this constraint. We have,
therefore, used our analysis to find a way to extend PathGNNSs to a fully asynchronous model. One
way to obtain such a GNN—assuming it is already isotropic—is to make 1) be a tropical linear
transformation. That is, 1) would be parametrised by a k£ x k matrix, which is multiplied with x,,, but
replacing “+” with max and “x” with +.

In the non-isotropic case [33], where ) may take multiple arguments, different properties of 1) may
correspond to different forms of asynchrony. Since various DP algorithms can be parallelised in many
different ways, we consider this case a promising avenue for future exploration. In Section 5 we give
empirical results for multimorphisms as asynchronous message functions in anisotropic GNNs.

4.5 Example: Semilattices and Bellman-Ford

Originally, PathGNN was designed to align with the Bellman-Ford algorithm [34], due to its claimed
structural similarity to the algorithm’s operation—though this claim was not rigorously established.
Now, we can rigorously conclude where this alignment comes from: the choice of aggregator (max)
and making v only dependent on one sender node is fully aligned with the Bellman-Ford algorithm
(as in Xu et al. [31]), and both PathGNNs and Bellman-Ford can be implemented asynchronously
without any errors in the final output (a novel conclusion enabled by our mathematical framework).
We have already showed that PathGNNSs satisfy the cocycle condition; now we will prove the same
statement about Bellman-Ford, in order to complete our argument.

Let P be any join-semilattice, i.e. a poset with all finite joins, including the empty join, which we
denote 0 as it is a lower bound for P. A standard result says that P is equivalently a commutative,
idempotent monoid (P, V,0). When P is totally ordered, we usually write V = sup or max.

In Bellman-Ford, P will generally be either the set of all path lengths, (taken with a negative sign) or
the set of all relevant paths ending at the current vertex, equipped with a total order that disambiguates
between paths of equal length.

Weset M =S = A = P, with action of M on S givenby m -s:=mV s.

Since we want to inform our neighbors when our state improves, i.e. gets smaller, we could likewise
define our argument function d by d,,(s) := m V s, as this in fact satisfies the cocycle equation due
to Proposition 4.1. However, this will lead to an algorithm that never terminates, as new redundant
arguments will continue to be generated at each step.

So we define the argument function a bit more delicately:

Son(s) = 0 ifm<s
m) = \m Vs otherwise

Proposition 4.2. § is a 1-cocycle M — [S, A].

Proof. Pick m,n € M, s € S. We wish to show that §,,v,(s) = I (nV s) V d,(s).

If m,n < s then both sides equal 0. If m < sbutn £ sthenthe LHSismVnV s=mnV s while
the RHSisOV (nV s). If n < sbutm £ s then the LHS is m Vn Vs = m V s while the RHS is
(mVnVs)VO=mVs. O
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Now, we can see that the definition of § prevents new arguments from being generated once the
optimal value has been obtained, if we take the convention that zero arguments are ignored. In
particular, if P is well-ordered, only finitely many arguments can be generated regardless of the input.

Lastly, note that Bellman-Ford is also a perfect example of message generation asynchrony; its 1., for
each edge, simply adds the edge length of e to the sender node distance. + is easily seen to distribute
over max, making . a monoid homomorphism. All conditions combined, Bellman-Ford can be
indeed made fully asynchronous, without sacrificing the fidelity of the final output. This solidifies the
algorithmic alignment of our PathGNN variant with Bellman-Ford.

5 Evaluating asynchrony-invariant GNNs
In our paper, we introduced three’ distinct levels of asynchrony-invariant GNNs:

L1 A GNN with a commutative monoid aggregator [30], €D, is invariant to message receiving order;

L2 A GNN which, additionally, has an associative and idempotent update function [20], ¢, is
invariant to repeated calls to the update function.

L3 A GNN which, additionally, has a message function, v, which is a monoid multimorphism, is
invariant to repeated calls to the message function.

To supplement our theory, and illustrate how progressing up these three levels practically results in a
more robust algorithmic executor, we perform comparative experiments on the CLRS-30 benchmark
[35]. Specifically, we closely follow the single-task CLRS-30 experimental setup of Ibarz et al. [29],
incorporating inverted pointer features as discovered by Bevilacqua et al. [36]; we defer to these
papers for concrete details on the train/test data pipeline incorporated.

In order to avoid confounding factors, we further modify the CLRS-30 baselines to focus on linear
message/update functions, and do not deploy triplet messages [17]. Within this framework, we focus
on the following three hyperparameter settings, corresponding to the three levels:

L1 Let @ = >, ¢ alinear layer, and ¢ a linear layer with ReL U activation.
L2 Let @ = ¢ = max, and ¢ a linear layer.

L3 Let @ = ¢ = max, and ¢ is a log-semiring bilinear layer, potentially preceded by an additional
linear layer (we treat this architectural choice as a per-task hyperparameter).

A log-semiring bilinear layer is a matrix multiplication of the form ¢ (x,y) = AjogX X Biogy where
we “re-interpret” “+” to be the logsumexp operator (i.e. x +s. y := log(exp(z) + exp(y))), and “x”
to be addition (i.e. x X5 y := x + y). We implemented this bilinear layer using SynJax [37].

We use the log-semiring as a smooth approximation of the previously described tropical linear (where
“+4+” would be max, and “x” would be +). This is a choice made due to the large sparsity in gradients
for a tropical linear layer, which makes learning more challenging in practice—a phenomenon
concurrently empirically observed for aggregation functions by Mirjani¢ et al. [38].

The comparative results across the algorithmic execution tasks in CLRS-30, in the out-of-distribution
regime, are provided in Figure 2. The overall ranking of the methods in terms of their “performance
profile” across the thirty tasks closely matches the three levels, with the overall best results achieved
by the log-semiring message function, and the second-best results achieved by max-max GNNs [20].
It is very useful to comment on two “opposite” classes of algorithms in light of these results.

We first discuss the CLRS-30 algorithms that are “embarrassingly parallel”, in the sense that each
node can continuously broadcast its state until convergence is reached, and meaningful updates may
happen anywhere in the graph. BFS [39], Bellman-Ford [34] and Floyd-Warshall [40] are all standard
examples. For all of the above algorithms, GNN s satisfying the cocycle condition (levels 2 and 3)
generalise substantially more favourably than the basic, level-1, expressive GNN.

Conversely, we have algorithms that are “purely sequential”, in that at every step, exactly one node is
broadcasting meaningful state, and exactly one of its neighbours may get a meaningful update. In

>Strictly speaking, our analysis predicts four levels, but as in typical GNNs (of Equation 1) we do not assign
special semantics to the argument-generating function §, so we merge the second (¢ associative) and third (¢
idempotent) level for the purpose of this analysis, leaving exploration of the extra expressivity of § to later work.
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Figure 2: Test (out-of-distribution) results across all tasks in CLRS-30, for the three models described
in Section 5, averaged across six seeds.

this setting, nearly all messages are redundant! Therefore, having a GNN that is invariant to partial
invocations of the message functions—as is the case with the level-3 log-semiring architecture—
may be particularly relevant, as it will reduce the variance caused by long trajectories of redundant
messages. And indeed, in many representative algorithms of this class, such as DFS [39], articulation
points, bridges and topological sorting [41], the level-3 architecture significantly reduces variance, or
further improves generalisation, compared to the level-2 architecture.

We find these results, taken all together, to offer significant evidence to the utility of our theory, and
we hope they can serve as an inspiration for follow-up studies and variations! In general, the level of
asynchrony required by a task may not always be easily anticipated, and we foresee future work that
constructs better-aligned architectures through the lens of various schedulers.

6 Conclusions

In this work we have taken a node-centric perspective on the computation of the message passing
mechanism. We note that this allows us to reason about the asynchrony of the updates on the node
persistent state, where the cocycle conditions are necessary in order to support asynchronous updates.
We show that these conditions are respected for the Bellman-Ford algorithm as well as an extension
of the recently-proposed PathGNN [20], and can be used as a principle to discover other GNN
formulations that allow complete asynchronous execution.

Through our analysis we provide a complementary perspective on formally describing computations
carried by both algorithms and graph neural networks, which we believe to be a step forward towards
further formalising the concept of algorithmic alignment that is widely relied on by approaches for
neural algorithmic reasoning. Note that our approach does not compel actual GNNs to sacrifice
their scalability by being asynchronous—rather, it imposes mathematical constraints on the GNNs’
building blocks, such that, if we were to execute it in a particular asynchronous regime, it would
behave identically to the target algorithm. Such a correspondence, naturally, improves the level of
algorithmic alignment enjoyed by the GNN—as is evident from our presented empirical results.
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A Introduction to monoids

The central arguments of our paper rest on the construct of a monoid. As we will unpack throughout
this Appendix, monoids are an excellent abstraction for studying repeated computation in algorithms.
We start with a preliminary overview of monoids, guided by the example of processing data in lists.

Consider a few common functions f : 1ist(A) — B whose input is a list type:

1. f(L) = #L (the length function)
1 if “hello” € L
2. f(L)= {

0 otherwise » where String (the any function)
3. f(L) = II,cr a- where A = R (the product function on reals)

In these cases (and many others), we are performing a fold, that is, a repeated application of a binary
operation over the list’s elements. (possibly after a map) Specifically, for the above functions, this
operation is:

1. The operation + on the set N of natural numbers.
2. The operation or on the set {0, 1} of Boolean values.

3. The operation x on the set R of real numbers.

The fact that these functions arise from such an operation has deep consequences for the parallelisation
of the computation, as well as its semantics. Further, the binary operations considered above all have
properties of interest. In all three cases, we may arbitrarily split the list into sublists, perform the
computation in parallel on each sublist, and then compute the aggregate result—and this will not
affect the final result of the fold operation.

With this is mind, we define a monoid to be a triple (M, -, 1) consisting of a set M, a binary
operation - : M x M — M, and a “neutral” element 1 € M, satisfying the following axioms for all
a,b,c,x € M:

lz=x-1=x

0 (b-c)=(a-b)-c ™

The reader may have encountered these axioms when studying groups, particularly in the context
of geometric deep learning [21]. Groups have an additional axiom of invertibility; therein, every
element 2 € M must have an inverse element =1 € M such that 2z -2~! = =1 - 2 = 1. That being
said, we note that none of the three binary operations considered above are invertible, hence none
of these structures are groups. Since programming is usually focused on non-invertible operations,
groups arise quite rarely in algorithmic computation, while monoids are extremely common.

We also note a commonality with category theory: a monoid is exactly the same thing as a category
with only one object. We will not explore this perspective further here, but the reader can consult
Milewski [42] for more information about the categorical approach to monoids.

When defining a mathematical structure, we should also say how to define arrows, or structure-
preserving maps, between them. A monoid homomorphism f : (M, -y, 1pr) — (M, pr, 1agr) is

12
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defined to be a function f : M — M’ satisfying the following axioms.
f(lar) = 1ar
fla-nb) = fa) a f(D)
Such a function preserves the structure contained in M when mapping its elements into M’. If

a homomorphism is bijective then its inverse is automatically a homomorphism; we call such a
homomorphism an isomorphism.

®)

Just as with groups, we are typically not only interested in monoids themselves, but how they act
on data. A set S is said to be equipped with a left M-action when we have a binary operation
«: M x S — S such that the following axioms hold for all m,n € M and s € S:

les=s

9

ne(mes)=(m-m)-+s ©)
These axioms are equivalent to saying that we have a map p : M — [S, S] from M to endofunctions
on S, satisfying p(1) = idg and p(n - m) = p(n) o p(m), where idg is the identity function on S°,
and o is function composition. The map p is sometimes also referred to as a representation of the
monoid.

We will also make use of the notion of right M -action, which is the same as the above but with all
orders of operation reversed. Whenever not specified, actions are assumed to be on the left.

All monoids act on themselves. Specifically, if we define m «s := m - s for m, s € M, we can see by
comparing Equations 7 and 9 that - satisfies the axioms of a left action. This is called the left regular
representation of M. Analogously, we can define a right regular representation. This gives a large
class of examples of monoid actions.

A.1 Monoid actions as state machines

Now, we justify why monoids are excellent for representing repeated computation, by relating monoid

actions to the foundational computer science concept of state machines’.

Recall that we use the notation [A, B] to denote the set of all possible functions mapping A to B.

Define a state machine to be a triple (S, 2, 7), consisting of a set S of states, a set ¥ of symbols, and
a transition function T : XX — [S, S] that interprets each symbol as a transition of states. In many
cases, state machines also have distinguished starting and accepting states, but these are not important
for the present discussion.

Given a monoid M and a set .S equipped with an M -action p, we can quickly conclude that (S, M, p)
fits the definition of a state machine. However, it turns out that we can go in the reverse direction as
well: every state machine can be seen as specifying an action of a monoid.

To see this, suppose that (S, 2, 7) is a state machine, and let ©* denote the collection of words drawn
from X. That is, ¥* comprises strings of the form ¢ = o3 - - - ,, (Where o; € ¥.), including the empty
string, (). Note that, for each such word ¢ € 3*, we have an associated composed transformation
Ty :=T(01)0---07(0,). This function 7, € [S, S] describes the final state reached after consuming
the sequence of symbols in o, for a given initial state.

Then, the set of all composed transitions, M = {7, | o0 € £*} forms a monoid (M, o,idg) under the
function composition operation o, with the identity transformation as the neutral element. Further, S
can be equipped with an M -action, defined by 7, « s := 7, (s),1.e. p=T.

Note that some information contained within the state machine is lost when converting it to a monoid
in this way. To recover the original state machine, we must specify the function > — M assigning
each symbol to its transformation. However, since this amounts to labeling a particular subset of
transitions®, it does not affect the structure of the computations performed by the state machine.

SDefined as ids(s) = s forall s € S.

"Unlike the more standard computer science construct, the state machines we consider here may be infinite.
Constraining the states and transitions in an appropriate way may allow us to recover standard hierarchies of
computability, such as the Chomsky hierarchy.

8Specifically, the subset being labelled needs to be a generating set, meaning that every element of the
monoid can be obtained from some composition of labelled elements.
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But information is also lost when passing from monoid actions to state machines, since we have
neglected the monoid structure of M by discarding its binary operation and neutral element. The
only structure that remains is contained in the monoid action, , but there are no guarantees that it will
fully disambiguate different elements of the monoid.

To formalise this, we say that a monoid action, « : M x S — S, is faithful if, for all m,n € M, if m
and n are different, they must act differently on some state in S using «. Or, equivalently,

(VseS. mes=n+s)<m=n (10)
If a monoid action is not faithful, then we will have at least two different monoid elements mapping
to exactly the same transitions in the state machine, and hence they will be indistinguishable. In
general, state machines correspond to only the faithful actions. As we will see in Example A.2, not
all monoid actions are faithful.
Example A.1. A standard example of a state machine consists of two states, S =
{door open, door closed}, with ¥ = {open, close} performing the obvious transitions, with the
convention that open does nothing to the open door, and close does nothing to the closed door.

close

door
closed

open

To see how to interpret this as a monoid action, we note the following composition laws:

open o open = open

open o close = open
close o open = close (1n
close o close = close

Such a structure already exhibits the required associativity properties. In order to obtain a monoid
from it, note that we are missing a neutral transformation. One simple way to achieve this is to
augment ¥ with a single symbol, the identity no-op. So we have M = {no-op, open, close}. We
can visualise the action of M on S by showing how these operations act on both states:

open close

door

closed

no-op no-op

Example A.2. Let W, be the set {0,1,...,n — 1}, considered modulo n. We can make W,, into a
(modular) counting state machine with ¥ = {+41}. Here is a picture when n = 3:
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Note that this state machine has a cyclic symmetry, so for example we get the same state machine if
we relabel 0 — 1, 1 — 2, 2 — 0. For this reason, we do not identify W, with the set Z/n, as the
latter has an unambiguous additive unit element, 0.

As above, in order to get a monoid we need to augment with any remaining transitions associated with
sequences of symbols: the no-op (+0) corresponding to an empty string, as well as +2 := (+1)o(+1)
and more generally +k := (+1)°*. The corresponding state machine for n = 3 now looks like this:

+0

+1

+1
=5

+1

+0

But we note that, because of the modular nature of the counting done by the state machine, we have
+n = +0. This implies that, from the perspective of the state machine, all transitions +k with & > n,
are already described by the shorter ones. Accordingly, the monoid whose action corresponds to this
state machine is the cyclic group of order n, denoted by (Z/n, +,0).

However, it can be useful to think of W,, as having an action of the monoid spanning the entire set of
natural numbers (N, +, 0)°, rather than just (Z/n, +,0). If we define k - s := (+k)(s), we see that
the axioms for an action are satisfied, even if £ > n. But since, e.g., 0+ s = n + s for all s € W,,, this
is no longer a faithful action, and hence it does not arise from a state machine. We will discuss how
to repair this defect in the following section.

A.2 Extension problems and cocycles

If f: M — M’ is a morphism of monoids, we define the kernel, ker f := f~1(1,), as the set of
all elements of M that map to 1;;/. For general monoids, the kernel is not very informative. But
when M and M’ are groups, the kernel gives us quite a bit of information about f—for example, f is
injective if and only if ker f = {1,/}.

A classic question in group theory, and a motivating example for the development of group coho-
mology, is this: Given two groups G and A, how can we describe all the groups G’ with a surjective
homomorphism f : G’ — G, such that ker f is isomorphic to A? In other words, we seek to describe
all groups G’ that can be mapped to G with a function f : G’ — G, in such a way that:

* All elements of G are mapped by some element in G, i.e., Vo € G.32’ € G'.f(2') = z, and

* The structure of all elements of G’ that map into the neutral element for G (1) is isomorphic to
the structure of A.

Such groups G’ are called extensions of G by A. For example, if G = Z/2 and A = Z/3, then one
can easily define a “trivial” extension Z/6 = Z/2 x Z/3. This extension is valid because we can
map elements of Z/6 to all elements in G by using the function 2 +— z (mod 2). Then, all elements
of Z/6 mapping to 0 would be {0, 2,4}, which has exactly the same structure as A.

Note that there also exists a nontrivial extension of Z/2 by Z/3: the symmetric group S3, whose
elements are permutations of three elements. Here the surjection S35 — Z/2 is given by taking a
permutation to its sign.

“Note that (N, -+, 0) is not a group, as there are no inverses.
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The analogous question of extensions for two monoids is much harder than for groups, due to severe
technical challenges in defining cohomology, and we will not attempt to analyse it in detail here. But
we will show how certain functions—which will correspond to the notion of “cocycle” we used in
the body of our paper—may be used to construct certain extensions of monoids.

Within the state machine W,, given by our previous example, we were unable to distinguish between
the instructions +0 and +n. We can recall from our early education why this is: in the transition
from state n — 1 to state 0, we should produce a carry, which would itself be applied to advance a
different state machine. If this next machine also has the structure of W,,, this process can be iterated,
giving us arithmetic in base n.

Focusing on just the ones digit, we can see that carrying is really describing N as an extension of
G = Z/n, the monoid associated to the state machine, by A = nN = N, the monoid for carries. That
is, nN is the kernel of the natural map N — Z/n.

Let’s look in more detail at how this works, in terms of the state machine S = W,, acted on by
M = N, and producing carries in A = N. We describe carrying as a function § : M x S — A.
Given an instruction m acting on a state s, d,,, (s) describes the carry produced during the transition
S m-s.

For § to be consistent with the equations for a monoid action, we need two things to be true. First, the
identity transition s — 1; - s = s must produce an identity carry. And second, given two instructions
m and n, we must get the same total carry from the transition s — (nm) - s and the pair of transitions
s+ m-s+—n-(m-s). We can summarise this in the following pair of equations, which we’ll call
the carry equations:

51(8) =0
(12)
On-m(8) = dn(mes) + 0 (s)
Here we have written (M, -, 1) in multiplicative notation and (A, +, 0) in additive notation, to avoid
confusion between the two operations.

In the carry example, satisfying Equation 12 guarantees we can process and emit carries for multiple
numbers to be added in any order. For example, if we want to make two actions, (+2), (+3) on a
state s € W,,, we could either emit a carry for s + 2 and then combine it with another carry emitted
for (s + 2) + 3, or only emit a single carry for s + 5—the final carry is guaranteed to be the same.

Now it is worthwhile to recall that, in the context of graph neural networks, this is exactly the
abstraction we used to reason about the interplay between the incoming messages in a node (M)
and the emitted node arguments (A) in response to those messages. In the GNN example, should
its update function, ¢, satisfy a condition as in Equation 12, when updating a node’s state based on
incoming messages n and m, we can either first aggregate them and emit one update (¢(x, n @ m)),
or update based on the first one, then update based on the second one (¢(¢(x,n), m)).

To relate the carry equation back to extensions, we can verify the following by direct calculation:

Proposition A.3. The rule m«(s,a) := (m+S$, dm(s) + a) is a monoid action of M on S x A if and
only if § satisfies the carry equations.

To bring this in line with more standard mathematical machinery, we note that the set of “readout
functions” [S, A] inherits an action of M from S: (f «m)(s) := f(m+s). Note that this is a right
action, while the action on S is a left action.

Writing ¢ in its curried form D : M — [S, A], we can rewrite the carry equation as follows:

D(1)=0 (13)

D(n-m) = D(n)+m+ D(m)
Functions D with these properties appear in the literature under three names: crossed homomorphisms
(to emphasise that this specialises to Equation 8 when M acts trivially), derivations (to emphasise
that this generalises to the Leibniz equation when M acts nontrivially on the left as well as the right),
and 1-cocycles (to emphasise the possibly higher-dimensional situation of k-cocycles M* — [S, A]).

Note that it is more common to describe these objects in terms of left actions rather than right actions.
But the two viewpoints are compatible, which we discuss in more detail in Appendix B.
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B Star-monoids and group cocycles

We have related left actions of a monoid M to state machines. The reader may ask: does the right
action on [S, A] we describe above also relate to state machines?

Define M °P, the opposite of M, to be the monoid with the same underlying set as M, but reversed
multiplication. Then it is easy to verify that a left action of M is equivalent to a right action of M°P,
and likewise a left action of M °P is equivalent to a right action of M.

So [S, A] can be interpreted as a state machine acted on by M °P. But with some additional structure,
we will show that we can reinterpret this as a state machine acted on by M.

Define a star-monoid to be a monoid M equipped with an isomorphism * : M — M°P between
M and its opposite. A homomorphism of star-monoids f : M — N is a homomorphism of the
underlying monoids, satisfying f(m*) = f(m)*.

There is also a short categorical definition of star-monoids. Just as monoids can be identified with
one-object categories, star-monoids can be identified with one-object dagger categories, a common
tool in category theory. For example, the category of real vector spaces with a fixed basis has a dagger
structure given by the transpose.

The category of commutative monoids has an embedding into the category of star-monoids: we
simply let * be the identity function. By commutativity, * is an isomorphism M — M°P.

But groups are also star-monoids, in a completely different way. In any group G, we have the equation
(gh)~t = h~'g~1, s0 g* = g~! gives an isomorphism G' — G°P. So the category of groups embeds
into the category of star monoids (beware: abelian groups can be treated as either commutative
monoids or groups, and the two approaches give incompatible stars except in special cases).

This means that, if M has the structure of a star-monoid, we can rewrite Equation 13 as D(n - m) =
m* « D(n) + D(m). So, if G and A are groups and A is abelian, we can take M = G°P and our
definition coincides with the standard definition of a group 1-cocycle for G' with coefficients in
[S, A].10

In fact, it is a completely standard technique to define the left action of a group GG on functions using
the opposite group, i.e. (¢f)(s) := f(g*s) = f(g~'s), a definition which is heavily leveraged in
group convolutional neural networks [43].

Since this technique of converting from right actions to left actions produces exactly the correct
definitions for groups, we propose that star-monoids, and even more generally, dagger-categories,
are an appropriate setting for generalising equivariant convolutions to the setting of monoids and
categories—but we leave this to future work.

1We can even get non-abelian cocycles by replacing A with A°? as well.
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