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Abstract

Gait recognition is a computer vision task that identifies in-
dividuals based on their walking patterns. Its performance
is commonly evaluated by ranking a gallery of candidates
and measuring the identification accuracy at Rank-K. Ex-
isting models are typically single-staged, searching for the
probe’s nearest neighbors in a gallery, using a global fea-
ture representation. While these models can excel at re-
trieving the correct identity within the top-K predictions,
they often struggle when hard negatives are among the top
shortlist, leading to relatively low performance at the high-
est ranks (e.g., Rank-1). In this paper, we introduce Car-
Gait, a Re-ranking (re-ordering the top-K list) method for
gait recognition, leveraging the fine-grained correlations
between pairs of gait sequences, through cross-attention be-
tween gait strips. This re-ranking scheme can be adapted to
existing single-stage models to enhance their final results.
We demonstrate the capabilities of CarGait by extensive ex-
periments on three common gait datasets, Gait3D, GREW,
and OU-MVLP, and seven different gait models, showing
consistent gains in Rank-1,5 accuracy, while outperforming
existing re-ranking approaches, and a strong baseline.

1. Introduction

Gait recognition (GR) identifies individuals based on their
walking patterns, utilizing features like body shape, stride
length, gait cycle dynamics, and limb movements. GR is ap-
plicable in various fields, including healthcare [30], crimi-
nal investigations [3], surveillance [33], and sport [47]. The
complexity in GR arises from several factors, e.g. diverse
camera views, occlusions, changing in clothing, or carrying
of bags, that alter the shape and the observed gait dynamics.

Gait recognition is typically framed as a retrieval task,
where there is a gallery of encoded gait sequences from
various individuals, each associated with an identity. Given
a new probe sequence, the objective is to retrieve the se-
quences from the gallery that match the probe, based on
their gait embeddings.

The performance of gait recognition models is evalu-
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Figure 1. Examples of top-10 retrievals (from left to right) of probe
sequences from the Gait3D [53] and OU-MVLP [38] datasets, be-
fore and after applying our CarGait re-ranking method. To sim-
plify, each gait sequence is shown by a single image. Top row:
without re-ranking (Initial), Bottom row: with CarGait re-ranker.
Green rectangles indicate correct identity (true-positives), while
the red are incorrect recognition (false-positives). CarGait im-
proves Rank-1 and Rank-5 by initial list re-ordering.
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ated using Rank- K accuracy, where the gallery is ranked in
ascending distance order (descending similarity) from the
probe. Ideally, the probe’s matching identity should be at
the top of the list (high Rank-1 accuracy). In real-world ap-
plications like security and surveillance, accurately identi-
fying an individual at Rank-1 is important for fast and pre-
cise decision-making, minimizing the need for additional
verification steps. It further facilitates user experience and
better demonstrates the model’s robustness to varying con-
ditions, like changes in lighting, clothing, or walking styles.

Current gait recognition models [4, 10, 14, 15] operate
in a single stage, encoding gait sequences into a single and
often referred to as a global feature, which allows for ef-
ficient search in scale and ranking within a large dataset.
In recent years, significant efforts have been made to en-
hance global gait representation [11, 12, 15, 19, 48], by
changing architectures to transformers [11] or combining
different modalities [15], yet overlooking a two-stage ap-
proach commonly employed in various domains, e.g. image



retrieval [36], visual place recognition [42, 50, 56], and per-
son re-identification [2, 54, 55]. Two-stage methods incor-
porate a second stage, following the initial stage, referred as
re-ranking. Re-ranking is the process of re-ordering the top
K predictions, which are initially retrieved in a global stage
from a large dataset and ranked based on their similarity to
the probe. A re-ranker often leverages additional informa-
tion [5, 54] and can afford higher computational costs, since
it operates on a relatively short list.

While recent GR models generally perform well across
various datasets [38, 53, 57], they often face challenges in
achieving high Rank-1 accuracy. This can be attributed to
distortions in the model’s typical inputs, such as silhouettes
or skeletons, as well as the presence of hard-negatives in the
gallery (identities with gait patterns similar to the probe).
Moreover, the model’s reliance on a single global represen-
tation limits its discrimination capability. There is often a
large gap in retrieving the correct identity at the first rank
than within the top-5. For example, GaitPart model [10]
Rank-1 accuracy on the Gait3D dataset [53] is 28.2%, while
its Rank-5 is 47.6% (see more examples in Tab. I, under
“initial” column). This underscores the potential to enhance
Rank-1 accuracy by effectively re-ordering the top results,
even within the top-5 shortlist. This paper addresses this
re-ranking problem.

Gait strips are spatio-temporal aggregated units (weakly)
associated with spatial parts of the human body [10, 45].
The distance between two gait features is often computed
as an average over corresponding strip distances [4, 10, 11].
This implies that strips carry gait information in a fine-
grained manner. Since the top-K results at the global stage
is populated with hard-negative cases, it is natural to assume
that a fine-grained comparison can improve over the initial
global feature based ranking.

In this paper, we present a re-ranking method for gait
recognition that can be integrated with existing single-stage
gait models. Building on a pre-trained gait recognition
model, we propose CarGait, a Cross-Attention based Re-
ranking approach designed to enhance identity recogni-
tion by capturing fine-grained correlations between gait se-
quences. This is achieved through cross-attention between
different gait strips of two sequences, the probe and each of
its top-K ranked candidates. Leveraging a metric learning
approach, we map the original embedding space into a new
one (of the same dimension), where probe-candidate dis-
tances are adjusted to improve Rank-1 and Rank-5 accuracy
(see Fig. 1). This enhancement stems from learning fine-
grained and meaningful interactions between body strips,
allowing for better differentiation between subtle variations
of the same identity (positives) and hard negatives appear-
ing at the top of the ranked list.

We demonstrate the capabilities of CarGait through ex-
tensive evaluations on three common gait datasets, Gait3D,

GREW, and OU-MVLP, and seven gait models, with addi-

tional baseline, showing consistent improvements in Rank-

1 and 5 accuracy. Figure 5 depicts the Rank-1 improve-

ments by CarGait.

In summary, our key contributions are as follows:

» Targeting the underexplored task of re-ranking in gait
recognition, we introduce a tailored metric learning to
learn new discriminative embeddings.

* Proposing a novel re-ranking approach that leverages
pairwise probe-candidate gait-strip correlations to learn
conditioned representations, enabling a fine-grained pair-
wise similarity refinement.

* CarGait consistently outperforms state-of-the-art re-
ranking methods in person re-identification, and a strong
baseline, across diverse models and challenging datasets.

2. Related Work

Gait recognition models are commonly classified into two
categories: model-based and appearance-based approaches.
Model-based approaches [16, 18, 23, 40, 41, 49] try to rec-
ognize walking patterns using the estimated structure of the
human body, such as 2D or 3D pose, while appearance-
based approaches [4, 10, 14] extract gait features directly
from RGB images or binary silhouette sequences. Although
model-based approaches are theoretically robust to changes
in clothing and carrying objects, they tend to under-perform
appearance-based approaches on in-the-wild benchmarks,
e.g. Gait3D [53] and GREW [57]. This disparity is likely
due to the challenges in estimating body parameters in low-
resolution videos. In this work, we focus on appearance-
based approaches due to their demonstrated superiority.

2.1. CNNs and Transformers

Although transformers have demonstrated superior perfor-
mance in numerous computer vision tasks, the majority of
common gait recognition models are still based on CNNs
[4, 10, 14, 15, 24]. However, some recent methods leverage
the capabilities of Transformers for gait recognition [11, 29,
31]. Our method is compatible with both architectures and
can be learned on top of each. We specifically demonstrate
this capability on the following CNN [4, 10, 14, 15, 24] and
Transformer architectures [11]. The self-attention mecha-
nism [8, 43] is widely used in gait recognition [11, 29, 31]
to emphasize key spatial areas or time slots within a sin-
gle sequence. In contrast, we have created a cross-attention
component specifically designed to learn the relationships
between two distinct gait sequences.

2.2. Cross-Attention

Cross attention has been used in various applications [1, 22,
25]. Specifically, in gait recognition, Cui et al. [6] used
cross-attention to combine features of a gait sequence from
different modalities, such as silhouettes and skeletons for



global single-stage ranking. In our study, we introduce a
cross-attention method specifically designed for re-ranking.

While previous models utilized the corresponding gait
strips to optimize the feature space to rank the entire gallery
directly [4, 10, 11, 14, 15, 24], CarGait takes a different ap-
proach. It maps the global feature maps from a pre-trained
single-stage model into a new feature space, by applying
cross-attention across all strips of the probe and its top can-
didates. This transformation produces refined feature repre-
sentations that enhance the re-ranking process.

2.3. Re-ranking

Re-ranking is the process of refining or re-ordering an ini-
tial list of results to enhance the accuracy and relevance of
the final ranked list. It is widely used in various applica-
tions, such as text retrieval [32, 37] and different applica-
tions of image retrieval [36, 39, 56]. However, these meth-
ods are often not designed to address spatio-temporal "in-
stance” matching, as in gait recognition. In this context,
Gordo et al. [17] suggested the ”query expansion method”,
which was originally designed for one-stage image retrieval
and was later used by [34] for re-ranking. Our method is
different as it conducts a pairwise interaction and impacts
not only the probe representation but the candidate as well.
A closer domain to gait recognition in re-ranking is per-
son re-identification (reID), which focuses on matching im-
ages of the same individual across different viewpoints us-
ing visual cues like clothing. Notable approaches include
k-reciprocal encoding (KR) [54], ECN [35], and a special-
ized feature-learning method [51] that leverages the rela-
tive structure of the top-ranked list in the feature space. In
this context, Bai ef al. [2] introduced a re-ranking approach
for object retrieval and reID by incorporating metric fusion
and capturing the geometric structure of multiple data man-
ifolds. LBR [27] formulates data as a graph to optimize
group-wise similarities, while GCR [52] employs a graph-
based strategy that refines the global feature representations
by aligning them across similar samples. Instead, CarGait
introduces a fine-grained and pairwise comparison between
the probe and each individual candidate. This distinct ap-
proach is better suited for gait recognition and performs bet-
ter than common re-rankers, particularly in scenarios where
positives are rare in the gallery [53, 57], even when there is
only a single positive sample (as demonstrated in Tab. 3).
Unlike re-ranking methods that often focus on refining
the similarity matrix of the top-K samples [27, 35, 54],
CarGait modifies the gait representations at the re-ranking
stage, using detailed comparisons through cross-attention.
Despite their potential to boost accuracy, re-ranking
methods are rarely used in gait recognition. In this regard,
Chen et al. [5] proposed a re-ranking method based on engi-
neered features such as Gait Energy Image (GEI) or Active
Energy Image (AEI). They enhance robustness against ex-
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Figure 2. Train set generation: a pre-trained gait model M is
used as a feature extractor. A training dataset of gait probe feature
maps F),, with their nearest v candidates, is constructed. Within
this top-v list, some features may be positives (i.e., sharing the
same identity as the probe, shown in green), while others may be
negatives (shown in red).

ternal factors like clothing changes, view angle, and walk-
ing speed by transferring the GEI into a new feature space
through sparse coding. In contrast, CarGait leverages a deep
learning architecture that integrates feature learning into the
re-ranking process. Our approach employs cross-attention
to capture fine-grained interactions between pairs of probe
and candidate feature maps, refining the ranking process.

In summary, most existing re-ranking methods are de-
signed for image retrieval or person re-identification, fo-
cusing on refining rankings based on the spatial or rela-
tive arrangement of samples in the initial embedding space.
In contrast, CarGait generates a new embedding space
specifically tailored for gait spatio-temporal re-ranking. To
highlight the advantages of CarGait, we conduct extensive
comparisons with various approaches from these domains,
KR [54], LBR [27], and GCR [52], demonstrating its effec-
tiveness in re-ranking for gait recognition.

3. Method

In this section, we introduce CarGait, a novel re-ranking
method for gait recognition. Figure 3 presents an overview
of CarGait with its training phase as well as the inference
scheme. Our re-ranking method is based on cross-attention
between the probe and each candidate in its top-K global
ranking results. Let us start by denoting a pair of gait se-
quences, G, and G, as the probe and candidate sequence
respectively, each consisting of a set of silhouette frames
and optionally also skeletons. Figure 2 illustrates the pro-
cess of generating the training data for the re-ranker.

We now define the gait feature maps derived from G,
and G, after being processed by a pre-trained model M,
yielding M (G, G.) = {F,,F.}. Here, F,, F. € R**4
are the extracted feature maps, where s represents the num-
ber of horizontal body strips, and d denotes the feature di-
mension. These feature maps are obtained after temporal
aggregation within the backbone.

Next, we compute multi-head cross-attention between
F, and F, (see Fig. 3, top-view), where F}, serves as the
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Figure 3. An overview of CarGait method. Train Scheme: a strip-wise multi-head cross-attention based re-ranker is trained with ranking
and cross-entropy losses, learning the part relations between pairs of gait sequences. Practically, the cross-attention module is applied twice
for each probe-candidate pair (illustrated by the solid and dashed lines). Inference Scheme: re-ranking is achieved by sorting the probe’s
top K candidate predictions in ascending order by their new distances to the probe, as determined by the trained re-ranker with d, ..

Query and F, as both the Key and Value (solid lines), pro-
ducing a new feature map £, € R® x4 Similarly, we obtain
E. € R**9 by performing the reverse cross-attention, using
F as the Query and F}, as the Key and Value (dashed lines).

To preserve information from the pre-trained model, we
incorporate a residual (skip) connection between Fj, and
E,, as well as between I and E.. This ensures that the re-
ranker is initialized with the pre-trained feature space while
refining the representations. In practice, the cross-attention
module takes two distinct feature maps as input and gen-
erates two conditioned representations. Each strip in £,
is now influenced by its attention relationships with all the
strips in the candidate.

We now derive a new metric space, with modified probe
and candidate representations, for re-ranking. The distance
is computed as the average euclidean distance between
corresponding strip features after cross-attention, namely,
d,. = Z(E,, E.), where the function Z from [4, 10, 11]
maps two given representations to a distance. We train our
re-ranker with two loss objectives, ranking and classifica-
tion (see Eq. (2)). For the classification loss, we add a

trainable MLP, applied on top of F, and F. (see Fig. 3
top-view). The classification loss functions as a regulariza-
tion term, preserving identity information within the learned
representations and contributing to improved performance.

Figure 4 illustrates the impact of our cross-attention
module. We compute the cosine similarity matrix between
strips of a probe and a positive candidate, i.e from the same
identity. For comparison, we show the strip correlations
from the initial global features F),, F,, namely C'S(F') vs.
CS(E), based on E, and E, strips after our learnable cross-
attention module for re-ranking, indicating CarGait. In both
cases, matched body strips have higher similarity (diag-
onals), while in CarGait new interactions are learned be-
tween different body strips with the cross-attention module
(brighter colors on off-diagonal blocks).

We train our re-ranker for each global model M, keeping
M’s layers frozen. First, we generate a dataset D compris-
ing the feature map representations ([}, F) of all training
samples along with their top-v closest predictions, as illus-
trated in Fig. 2. Then we train CarGait modules (see Fig. 3)
with an objective to improve the ranked list.

Loss: We optimize our re-ranking module using two loss
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Figure 4. Cosine similarities (C'S) between L2-normalized fea-
tures of s body strips (here, s = 15) in two gait sequences of
the same identity, in the initial global space F' and the re-ranker
space E. Each row/column represents a strip. In C'S(F), the
features are distinct, indicating low correlation between differ-
ent body strips (blue colors off-diagonal). In the re-ranker space
CS(E), that leverages cross-attention, higher correlation between
strips are observed (green/yellow colors), indicating cross-strip in-
teractions learned through the cross-attention. Samples are from
the Gait3D dataset [53].

objectives: ranking loss and classification loss. The ranking
loss is a metric-based loss that penalizes the model when-
ever a negative sample is positioned closer to the probe than
a positive one, in Euclidean space. The penalty is propor-
tional to the relative distance difference between the probe-
negative and probe-positive pairs. The classification loss
can be viewed as a regularization term ensuring that iden-
tity information is effectively preserved within the learned
representations. This helps maintain discriminative features
while refining the ranking process.

Considering a triplet of gait feature maps for probe (p)
and corresponding positive (pos - same identity) and nega-
tive (neg) samples, denoted by { F},,, Fpos, ; Freg, } sampled
from D, the ranking loss is given by:

‘C;k = _log[o(d;i,negi - d;i,posi)}
L:i — B‘C: if d;i”ﬂeyi Z dZTH,pOSi
L:  otherwise ey

Eranking = 5 Lz
[

where o is a sigmoid function and d”. indicates distance in
the new re-ranking space. For sake of effectiveness, dur-
ing CarGait training, we downscale the loss of the triplets
that are correctly ranked (i.e. dj,, ..., > d},. ,05,) Dy a scale
factor 8 < 1.

The classification loss (Lo g) is a standard multi-class
cross-entropy loss [7], applied to all training samples. To
compute this loss, the attended representation E; is fed into
an MLP classifier, producing a logits vector I; with a size
matching the number of training classes C. Eventually, the

losses are linearly combined:
L= Lranking +olcke 2)

where « is a standard weighting hyper-parameter.

Train Stopping Criteria: We use D,,;, a dataset con-
structed in the same manner as D but derived from the val-
idation set, for stopping criteria. Specifically, the ranking
loss described in Eq. (1) is calculated each T,; iterations
during the training, and eventually the checkpoint with the
minimum loss is chosen.

Inference: For a given probe sequence G, the top-
K nearest sequences are first retrieved using a given pre-
trained model. The re-ranker is then applied to all pairs
(F}p, F.) within the top-K list, to compute the updated dis-
tances (d;,l, ey d;y x)- The re-ranking is then achieved by
re-ordering the top- K gallery sequences based on their new
distances to the probe sequence, in ascending order.

4. Evaluation

4.1. Gait recognition models

We evaluate CarGait on six silhouette based gait recog-
nition models with a wide range of performance levels:
SwinGait-3D, DeepGaitV2-P3D [11], GaitBase [14], Gait-
Set [4], GaitGL [24], and GaitPart [10], and on a combined
silhouette-skeleton SoTA model of SkeletonGait++ [15].
These models are then tested across three different bench-
marks'. For each model, we train a re-ranker, adjusting the
input size according to the feature map dimensions obtained
from the pre-trained model. All other hyper-parameters,
such as the number of attention heads, remain unchanged.

SwinGait—-3D [11] combines convolutional layers fol-
lowed by transformer blocks on shifted windows.

DeepGaitV2-P3D (DGV2-P3D) [11] and
GaitBase [14] are based on deep ResNet, aiming
to generalize better for in-the-wild scenarios.

GaitSet [4] is trained on a set of silhouettes,
GaitPart [10] emphasizes the importance of body parts,
and GaitGL [24] fuses global and local information. All
three are CNN-based.

SkeletonGait++ (SG++) [15] combines silhou-
ette and skeleton features in a multi-branch architecture.

4.2. Datasets

We evaluate CarGait on three well-known gait datasets,
Gait3D [53], GREW [57], and OU-MVLP [38]. Our exper-
iments strictly adhere to the official evaluation protocols.

Gait3D [53] contains 25,309 sequences of 4,000 identi-
ties recorded from 39 cameras in a supermarket. The train-
ing set includes 3,000 subjects, while the test set includes
the remaining 1,000 subjects.

IFor comparison, we chose the models that offer publicly available
code and checkpoints.



GREW [57] is a large-scale dataset containing 128,671
sequences of 26,345 subjects captured from 882 cameras in
the wild. The training set contains 20,000 subjects, while
the test set comprises 6,000 subjects.

OU-MVLP [38] is a large indoor dataset captured in a
controlled environment from 14 viewing angles. It includes
10,307 subjects, with 5,153 used for training and the re-
maining 5,154 used for testing.

We use the typewriter font for model names and
italic font for dataset names for better distinction.

4.3. Implementation details

The implementations of the gait models and checkpoints
for academic datasets are publicly available in the Open-
Gait codebase [13]. In each dataset, the input is a silhouette
sequence where the silhouettes are resized to 64x44. In
SkeletonGait++ model [15], additional skeleton-based in-
formation of size 2x64x44 is added. The training set is
divided into separate training and validation sets by desig-
nating the last 10% training identities as the validation set.

We adopt the AdamW optimizer [26] with a learning
rate of le-5 and a weight decay of le-2. In each training
iteration, a batch size of 32x4 was used’. The re-ranker
was trained using the loss function described in Eq. (2)
with @ = 0.01, and with 3 = 0.1 in the ranking loss
(see Eq. (1)). The multi-head cross-attention module was
designed as a single block with 8 attention heads and with
a hidden dimension of 256 D. For creating the dataset D,
the top v = 30 predictions were considered. The validation
loss was calculated every T5,,; = 10,000 training iterations,
and the total number of iterations was set to 100,000. Dur-
ing inference, the re-ranking process was applied to the top
K = 10 predictions of each probe sequence. Our exper-
iments were conducted on four NVIDIA A100 GPUs for
training, each with 40 GB of memory. The average training
time per experiment was 16 hours, with inference time of
approximately 6.5 milliseconds per probe on a single GPU.
Further runtime analysis is shown in the appendix.

4.4. Results

We show the re-ranker results applied on top of various gait
recognition models for multiple datasets in Tab. 1. We com-
pare the results obtained by CarGait applied on the top-10
list, with those of the original pre-trained models before re-
ranking (referred as initial results). A spider-plot visualiza-
tion of Rank-1 results is shown in Fig. 5, along with an illus-
tration of the re-ranking depicted in Fig. 1. CarGait demon-
strates consistent enhancements in Rank-1 accuracy across
various models and datasets, highlighting the effectiveness
of our approach in improving global single-stage models in
gait recognition. For example, in GaitBase on GREW

2For DeepGaitV2-P3D the batch size was reduced to 16x4, and for
SwinGait-3D and SkeletonGait++ to 8 X4, due to memory issues.
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Figure 5. Comparison of Rank-1 accuracy of different models be-
fore (in blue) and after CarGait re-ranker (in red), across three
different benchmarks.

dataset, the initial Rank-1 of 60.1% is improved to 67.2%.
Note that since our re-ranker is designed to re-arrange a
given list of top-10 results, it also improves Rank-5 accu-
racy. For instance, in SwinGait—3D on Gaif3D dataset,
the initial Rank-5 of 86.7% is improved to 88.6%.

Notably, CarGait shows greater improvements when ap-
plied to Gait3D and GREW datasets, compared to OU-
MVLP. We suggest that these differences are due to the
initial results achieved on each dataset. While Gait3D and
GREW are challenging datasets captured in-the-wild, OU-
MVLP is an indoor dataset collected in a controlled environ-
ment. As a result, the Rank-1 performances on OU-MVLP
appears to be saturated even before applying CarGait, leav-
ing less potential for improvement.

Next, we compare CarGait to three existing re-
rankers [27, 52, 54] across different benchmarks, as pre-
sented in Tab. 2, 3 (and in Tab. 1 in the appendix). Car-
Gait consistently outperforms other re-rankers [27, 52, 54]
across all benchmarks. We attribute this to its modeling, ad-
dressing gait recognition and by capturing probe-candidate
internal relationships through strip-wise cross-attention,
rather than merely re-ordering the top-K gallery predic-
tions based on global feature similarities. In some scenar-
ios, particularly when positives are rare in the gallery, other
methods may even degrade the initial single-stage results,
whereas CarGait continues to enhance them (see Tab. 3).

Table 4 presents the runtime analysis. While CarGait
adds some complexity and requires training, it is signifi-
cantly faster than other re-ranking methods at inference.



Gait3D GREW OU-MVLP
R1 RS mAP R1 RS R1
Method Publication | Initial CG Initial CG Initial CG | Initial CG Initial CG | Initial CG
GLN [20] ECCV 20 314 * 529 * 24.74 * - - - 89.2 *
CSTL [21] ICCV 21 11.7 * 19.2 * 5.59 * - - - - 90.2 *
GaitGCI [9] CVPR 23 50.3 * 68.5 * 39.50 * 68.5 * 80.8 * 92.1 *
DANet [28] CVPR 23 48.0 * 69.7 * - * - - - - 90.7 *
HSTL [44] ICCV 23 61.3 * 76.3 * 55.48 * 62.7 * 76.6 * 92.4 -
DyGait [46] ICCV 23 66.3 * 80.8 * 56.40 * 71.4 * 83.2 * - -
VPNet [29] CVPR 24 75.4 * 87.1 * - * 80.0 * 89.4 * 92.4 *
GaitPart [10] CVPR 20 282 295 476 485 2158 2273 | 476 525 607 675 | 885 89.1
GaitGL [24] ICCV 21 29.7 318 485 51.0 2229 2355 | 473 * 63.6 * 89.7 89.8
GaitSet [4] AAAI 19 36.7 415 583 621 30.01 3297 | 484 520 63.6 68.0 | 87.1 875
GaitBase [14] CVPR 23 646 661 815 828 5529 57.66 | 60.1 672 755 785 | 90.8 911
DGV2-P3D [11] ArXiv 23 744 751 88.0 875 6576 6689 | 777 792 879 887 | 919 920
SwinGait3D [11] ArXiv 23 750 763 867 88.6 66.69 67.59 | 79.3 * 88.9 * - -
SG++ [15] AAAI 24 776 781 894 904 7030 70.86 | 8.8 882 926 94.6 - -

Table 1. Improvement in Rank-K accuracy [%] and mAP with CarGait re-ranker, over different methods and multiple datasets. Initial
- indicates the global result w/o re-ranking, while CG indicates results after applying CarGait. CarGait was applied on top of various gait
recognition models, with wide range of performance levels and with publicly available code and checkpoints. Best results are in bold. (*)
denotes unavailable code or checkpoint. (-) indicates no result for the corresponding setting.

R1 RS mAP

Method Publication | KR LBR GCR CG | KR LBR GCR CG KR LBR GCR CG
GaitPart [10] CVPR20 | 265 233 260 295 | 427 47.1 457 485 | 21.50 1824 21.68 22.73
GaitGL [24] ICCV 21 260 273 224 31.8 | 424 480 41.6 51.0 | 2083 18.69 18.10 23.55
GaitSet [4] AAAI 19 348 330 357 415 | 531 604 564 62.1 | 30.26 2692 30.53 3297
GaitBase [14] CVPR23 | 60.0 638 63.1 661 | 77.6 827 792 828 | 57.78 5143 53.12 57.66
DGV2-P3D [11] ArXiv23 | 658 587 742 751 | 835 866 870 875 | 6571 5448 6528 66.89
SwinGait3D [11] ArXiv23 | 66.7 640 741 763 | 83.6 88.1 863 88.6 | 66.79 5779 64.03 67.59
SG++ [15] AAAI24 | 697 617 761 781 | 856 902 896 904 | 7030 5899 68.72 70.86

Table 2. Rank-K accuracy [%] and mAP on Gait3D dataset [53] for different re-ranking methods: k-reciprocal (KR) [54], LBR [27], and

GCR [52], compared to CarGait (CG). Best results are in bold.

Method ‘ Initial KR LBR CG
GaitPart [10] 885 684 80.6 89.1
GaitGL [24] 89.7 719 892 89.8
GaitSet [4] 87.1 655 703 875
GaitBase [14] 90.8 729 744 911
DGV2-P3D [11] 919 764 773 92.0

Table 3. Rank-1 accuracy [%] on OU-MVLP dataset [38] for dif-
ferent re-rankers: k-reciprocal (KR) [54] and LBR [27], compared
to CarGait (CG). Initial - indicates the global result w/o re-ranking.
This dataset is distinguished by having only a single positive sam-
ple in the gallery, making re-ranking particularly challenging. Best
results are in bold. GCR [52] is excluded due to excessive runtime.

Method ‘ Publication | Inference time [msec]

KR [54] | CVPR17 214
LBR[27] | ICCV 19 19.81
GCR[52] | TMM 23 1866
CarGait | - 6.52

Table 4. Inference time per probe for various re-ranking methods,
evaluated on the top-10 list. Best result is in bold.

4.5. Ablation Study and Analysis

To demonstrate the efficacy of the proposed method and as-
sess the impact of various key components, we conducted
an extensive ablation study using SwinGait-3D model
trained on Gait3D dataset. The results are summarized
in Tab. 5, with further analysis provided in the appendix.
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Figure 6. An overview of the baseline binary classifier architec-
ture presented in row-3 in Tab. 5. In this setup, there is no cross-
attention module. Instead, the features F},, F. are concatenated
into F},. which is flattened and fed into an MLP to predict if it rep-
resents a positive or a negative pair (same or different identities).

While our primary training objective is to optimize Rank-1
(R1), we also examine the impact on Rank-5 (RY).

# | Method RI RS mAP

Architectural and loss components

1 Pre-trained model w/o re-ranker 75.0 86.7 66.69
2 Pre-trained model w/ extra training ~ 75.0 86.9 66.87
3 Binary classification (Baseline) 716 87.8 6547
4 w/o classification loss (o = 0) 76.0 89.1 67.73
5 w/o loss damping (8 = 1) 755 882 67.27
Hyperparameters
6 Inference re-ranking factor K = 5 76.5 86.7 67.30
7 Inference re-ranking factor K =20 76.3 88.6 67.68
8 Dataset creation with v = 20 763 883 67.45
9 Dataset creation with v = 40 76.0 89.0 67.66
10 | CarGait 76.3 886 67.59

Table 5. Ablation study with SwinGait—-3D model trained on
Gait3D dataset. Rank-1 (R1), Rank-5 (RS5), and mAP are reported.

Baseline. To show that additional training alone is in-
sufficient to enhance performance, we continue training the
global model for the same number of iterations used for Car-
Gait. The result in Tab. 5 (2nd row) suggests that the initial
model (1st row) has already reached its full potential.

To further highlight the advantages of our strip-wise
cross-attention module, we also evaluate a naive baseline.
In this baseline, the re-ranker is treated as a classifier
trained on the top-v global feature predictions, as illustrated
in Fig. 2. To this end, we trained a binary classifier to iden-
tify whether a pair of probe and candidate sequences share
the same identity (positives) or not (negatives). Practically,
we trained a re-ranker without the cross-attention module,
as illustrated in Fig. 6. In this setup, we concatenated the
two gait global features F),, F, to F),, feeding it into an
MLP that is further trained with BCE loss. At inference,
the top K pre-trained model predictions of a probe sequence

are sorted in descending order based on their positive class
scores. The result in Tab. 5 (3rd row) shows a drop in Rank-
1 (R1) performance compared to the initial reference state
(1st row) for this baseline experiment. This decline can
be attributed to naive interaction modeling and late fusion
between the probe and candidates, whereas CarGait effec-
tively learns internal part (strip) relationships, leading to im-
proved recognition.

Loss Components. We conduct an ablation study on the
classification loss to evaluate its impact during training. For
this purpose, we train our model also without Log (o = 0
in Eq. (2)). The result in row-4 confirms that incorporat-
ing the classification loss leads to additional improvements.
Note that our optimization is focused on R1 and some com-
ponents might negatively impact R5 or mAP. Then, in row-
5, we present an experiment to evaluate the impact of our
damping parameter 3 in the loss function (see Eq. (1)).

Hyperparameters. In rows 6-7, we evaluate the re-
ranking performance in relation to K, the length of the top-
ranked list on which re-ranking is performed during infer-
ence. The result in row 6 shows a slightly better R1, but
CarGait with K = 10 significantly enhances Rank-5 accu-
racy. While the mAP for K = 20 (row 7) is slightly better,
we chose K = 10 as a fixed value across all experiments as
a compromise between performance and runtime (see run-
time analysis in the appendix). Finally, in rows 8-9, we
examine the impact of the candidate set size during training
(top-v). To this end, we create the training set with different
values of v (20 and 40, instead of 30). Although different
values of v could be optimized for each model and dataset,
we fix v = 30 across all experiments to ensure better gen-
eralization of our method. In the supplementary materials,
we present a further analysis on K and v values.

5. Conclusion

In this paper, we introduce CarGait, Cross-Attention based
Re-ranker for gait recognition. CarGait operates on pairs
of probe and top-K candidate feature maps, obtained
from a pre-trained single-stage model. It introduces a
new approach to generate conditioned representations
for each probe-candidate pair. To achieve this, we sug-
gest a cross-attention module that captures fine-grained
correlations between pairwise probe-candidate body
strips, through their spatio-temporal feature maps. These
new representations are then used to compute updated
distances, allowing CarGait to re-rank the candidate list
and enhance performance at both Rank-1 and Rank-5.
We evaluate CarGait with multiple models and across
various datasets, demonstrating consistent performance
improvements after re-ranking, and superior results over
existing re-rankers. We hope this study will encourage the
exploration of re-ranking methods for gait recognition, a
field that has received very limited attention in the past.
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