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Abstract

Multimodal Large Language Models (MLLMs)001
have demonstrated remarkable capabilities in002
chart understanding tasks. However, interpret-003
ing charts with textual descriptions often leads004
to information loss, as it fails to fully capture005
the dense information embedded in charts. In006
contrast, parsing charts into code provides loss-007
less representations that can effectively con-008
tain all critical details. Although existing open-009
source MLLMs have achieved success in chart010
understanding tasks, they still face two ma-011
jor challenges when applied to chart-to-code012
tasks: (1) Low executability and poor restora-013
tion of chart details in the generated code and014
(2) Lack of large-scale and diverse training015
data. To address these challenges, we propose016
ChartCoder, the first dedicated chart-to-code017
MLLM, which leverages Code LLMs as the018
language backbone to enhance the executabil-019
ity of the generated code. Furthermore, we020
introduce Chart2Code-160k, the first large-021
scale and diverse dataset for chart-to-code gen-022
eration, and propose the Snippet-of-Thought023
(SoT) method, which transforms direct chart-024
to-code generation data into step-by-step gen-025
eration. Experiments demonstrate that Chart-026
Coder, with only 7B parameters, surpasses ex-027
isting open-source MLLMs on chart-to-code028
benchmarks, achieving superior chart restora-029
tion and code excitability.030

1 Introduction031

Recently, Multimodal Large Language Models032

(MLLMs) have demonstrated remarkable capabil-033

ities in addressing a wide range of visual tasks,034

such as captioning and question answering (Zhang035

et al., 2024c; Wang et al., 2024b). However, current036

models still face significant challenges in under-037

standing and analyzing the dense visual informa-038

tion present in complex and informative images. As039

a significant form of information-intensive images,040

charts contain complex information such as data041

# Create the figure and axis
fig, ax = plt.subplots(figsize=(8.0, 6.0))
# Plot the bars
ax.bar(labels, performance_gap)
# Set the y-axis tick labels
ax.set_yticks(range(-10, 70, 10))
ax.set_yticklabels(['-10', '-5', '0', '5’, '10’, '20’, 

'30’, '40', '50', '60'])
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# Create the figure and subplots
fig, ax = plt.subplots(figsize=(8.0, 6.0))
# Plot box plots for each dataset
for i, (title, dataset) in enumerate(data.items()):

ax.boxplot(dataset, positions=[i], 
patch_artist=True,   boxprops=dict(facecolor=colors[i]))
# Set the y-axis labels
ax.set_yticklabels(np.arange(-10, 71, 10), fontsize=12)

✅

❌

ChartCoder

“You are an expert 
Python developer who 
specializes in writing 
matplotlib code based 
on a given 
picture. ... Now, 
please give me the 
matplotlib code that 
reproduces the picture 
below.” Size mismatch

Wrong Chart Type

ChartCoder Output

Figure 1: Comparison of existing MLLMs performance
on ChartQA and ChartMimic benchmarks. In the chart-
to-code task, open-source MLLMs struggle with mis-
matches in chart types and sizes, whereas ChartCoder
generates accurate code.

and structures, playing a pivotal role in effectively 042

presenting details. The automation of chart com- 043

prehension and summarization has garnered signif- 044

icant attention from the research community. To 045

advance chart understanding tasks, current studies 046

leverage existing MLLMs and perform supervised 047

fine-tuning (SFT) on various large-scale datasets, 048

such as chart question answering (Methani et al., 049

2020) and chart-to-text generation (Kantharaj et al., 050

2022), achieving state-of-the-art performance on 051

existing chart understanding benchmarks. 052

However, existing works generally treat charts as 053

natural images and fine-tune models by generating 054

natural language descriptions (Zhang et al., 2024b; 055

Han et al., 2023; Meng et al., 2024). This inevitably 056

overlooks the dense information embedded within 057

the charts, resulting in inefficiencies in analysis and 058

comprehension. On the other hand, parsing a chart 059
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into code offers a lossless representation, providing060

a more efficient and comprehensive approach to un-061

derstanding the chart by accurately capturing and062

summarizing all its information. Recent works (Shi063

et al., 2024; Wu et al., 2024; Xia et al., 2024) have064

proposed various chart-to-code benchmarks, aim-065

ing to evaluate the chart reasoning abilities through066

code. However, current open-source MLLMs are067

not well-aligned with code generation tasks (Zhang068

et al., 2024a), resulting in poor performance in069

parsing charts into corresponding code and limited070

execution rate of the generated code. As shown071

in Figure 1, the InternVL2-8B suffers from chart072

type errors and coordinate size mismatches when073

converting boxplots to code.074

To overcome the above challenges in chart-to-075

code generation, we first conduct an exploratory076

attempt by leveraging Code LLMs as the language077

backbone of the MLLMs and propose ChartCoder,078

the first dedicated chart-to-code MLLM, which in-079

corporates a two-stage training paradigm that con-080

tains chart-to-text alignment and chart-to-code in-081

struction tuning. However, compared to chart-to-082

text, the available chart-to-code dataset is signifi-083

cantly smaller in scale, making it insufficient to sup-084

port effectively supervised fine-tuning. Therefore,085

to address the scarcity of data for the chart-to-code086

domain and train our proposed ChartCoder, we pro-087

pose the first large-scale diverse and high-quality088

chart-to-code dataset named Chart2Code-160k089

along with the model, which contains 160k diverse090

chart-code pairs with 27 chart types. To enhance091

the model’s capacity to capture critical information,092

such as chart types and data values, and strengthen093

its reasoning ability, we propose the Snippet-of-094

Thought (SoT) method, which emphasizes crit-095

ical information and optimizes the chart-to-code096

reasoning process. Specifically, we sample 50k097

chart-code pairs from the Chart2Code-160k, then098

utilize Chain-of-Thought (CoT) (Wei et al., 2022)099

methods to extend direct generation to step-by-step100

generation, which aims to emphasize critical in-101

formation in each step. Experimental results show102

that by utilizing our proposed Chart2Code-160k103

with the SoT method, ChartCoder, which, with104

only 7B parameters, outperforms all open-source105

MLLMs across various chart-to-code benchmarks.106

As shown in Figure 1, ChartCoder demonstrates a107

significantly higher ability to generate correct and108

executable code.109

In summary, the main contributions of this work110

are as follows:111

• We propose ChartCoder, the first chart-to- 112

code MLLM, which leverages Code LLMs as 113

language backbones. With only 7B parame- 114

ters, ChartCoder outperforms existing open- 115

source MLLMs on chart-to-code benchmarks. 116

• We introduce Chart2Code-160k, the first 117

large-scale and diverse chart-to-code dataset, 118

consisting of 160k chart-code pairs across 27 119

chart types. 120

• We propose Snippet-of-Thought (SoT), 121

transforming direct generation to step-by-step 122

generation to emphasize critical information 123

and enhance reasoning capabilities. 124

2 Related Works 125

2.1 Chart Understanding 126

Chart understanding is a crucial area of research 127

that encompasses both low-level and high-level 128

tasks. Previous approaches (Singh et al., 2019; 129

Methani et al., 2020) have typically relied on 130

pipeline-based methods. However, these pipeline 131

approaches often struggle with error accumulation 132

across different stages, which limits their overall 133

effectiveness and flexibility. Recent works have led 134

to the development of end-to-end MLLMs (Liu 135

et al., 2023b,c) specifically designed for chart- 136

related tasks. Trained on extensive chart-specific 137

datasets, these chart-domain MLLMs (Xia et al., 138

2024; Zhang et al., 2024b) have achieved supe- 139

rior performance across various chart-related tasks. 140

However, existing studies typically describe charts 141

in natural language, which inevitably overlooks the 142

dense information embedded within them, leading 143

to inefficiencies in analysis and understanding. In 144

contrast, code serves as a lossless representation 145

of charts, offering a more effective and expressive 146

approach to capturing chart information, thereby fa- 147

cilitating the solution of various chart-related tasks. 148

2.2 MLLMs For Code 149

Multimodal code generation has recently garnered 150

much more attention. Several works, such as MM- 151

Code (Li et al., 2024b) and HumanEval-V (Zhang 152

et al., 2024a), have been developed to evaluate the 153

capability of MLLMs in solving code problems 154

that incorporate visual elements. Design2Code 155

(Si et al., 2024) and Web2Code (Yun et al., 2024) 156

evaluate the performance of MLLMs by focusing 157

on code generation for HTML web page creation. 158
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Among the emerging tasks in this domain, chart-159

to-code generation has attracted significant interest160

as the visual elements of charts are more complex.161

This task challenges MLLMs to generate code that162

accurately reproduces a given chart or visual repre-163

sentation. Recent works like ChartMimic (Shi et al.,164

2024) evaluate the reasoning ability of MLLMs in165

this context. Similarly, Plot2Code (Wu et al., 2024)166

and ChartX (Xia et al., 2024) also evaluate MLLMs167

code generation ability, especially for text and data168

reproducibility. To the best of our knowledge, no169

dedicated research has focused on solving the chart-170

to-code generation problem. Our work is the first171

to attempt to address this challenge.172

3 Chart2Code-160k Dataset173

3.1 Direct Chart-to-code Generation174

Despite the availability of many chart reasoning175

instruction-tuning datasets, there is a notable lack176

of datasets specifically for chart-to-code tasks.177

Compared to chart reasoning data, chart-to-code178

data have the following distinct characteristics:179

(1) One-to-One Mapping: Unlike chart reasoning180

datasets, which could derive multiple question-181

answer pairs from a single chart, chart-to-code182

datasets require a one-to-one correspondence, de-183

manding a large number of chart images for train-184

ing. (2) Diversity Reflect on Charts: Unlike the185

diversity of chart reasoning data, which can be186

reflected in instructions, the diversity of chart-to-187

code data primarily lies in the variety of chart types188

and structures. (3) Syntax Constraints: Unlike the189

flexible natural language answers in chart reason-190

ing tasks, the output code must strictly adhere to191

programming syntax to ensure executability.192

Therefore, collecting a large number of chart-193

code pairs that meet the above requirements is chal-194

lenging. Recent studies have demonstrated the fea-195

sibility of generating code with LLMs (Xu et al.,196

2023; Zhang et al., 2024c). Leveraging the one-197

to-one mapping property of chart-to-code data, we198

generate code first and execute it to produce the199

corresponding charts. In this way, we construct the200

first large-scale and diverse chart-to-code dataset,201

named Chart2Code-160k.202

Specifically, we generate chart-to-code data203

through the following steps: First, we prompt the204

LLM to generate keywords within a specific do-205

main and guide it to generate simulated data re-206

lated to these keywords. Then, to ensure the diver-207

sity of chart types, we identify 27 commonly used208

Dataset Train/Eval Chart Type Number

ChartX Eval 18 6k
Plot2Code Eval 6 132
ChartMimic Eval 22 2.4k
ChartLlama Train 10 7.8k

Chart2Code-160k Train 27 160k

Table 1: Comparisons of existing chart-to-code datasets.

chart types and manually write 79 template codes 209

for each as in-context demonstrations. These tem- 210

plate codes contain almost all common chart for- 211

mats. We further provide available functions such 212

as plt.text() and parameters such as hatch=’/’ 213

to encourage the generation of more diverse func- 214

tions and parameters, resulting in the chart struc- 215

tures more diversely. To enhance the generality 216

of generated code, LLMs are encouraged to use 217

standard libraries such as Matplotlib and Seaborn. 218

Additionally, we explicitly define all parameters 219

within the code itself, eliminating the need for ex- 220

ternal files such as CSVs. This ensures that the 221

code can be executed directly and accurately to 222

represent the chart details. The final step involved 223

executing the generated code to produce the cor- 224

responding chart. We utilize the above process to 225

yield 200k code snippets for charts. After execut- 226

ing the code and filtering out problematic charts, 227

such as those with excessive pixels or ticks, we 228

construct a high-quality dataset of 160k diverse 229

chart-to-code pairs. These pairs are formatted as 230

multimodal instruction-tuning samples in the uni- 231

fied structure of <chart, instruction, code>. 232

3.2 Step-by-step Chart-to-code Generation 233

Although the dataset described above includes var- 234

ious chart types and structures, most of the gen- 235

erated code follows a similar template, with only 236

certain details (such as colors and values) providing 237

the essential distinguishing information. This can 238

cause chart-to-code generation models to overlook 239

these critical details and thus produce incomplete 240

or incorrect results. To address the above chal- 241

lenge and further improve the reasoning ability of 242

MLLMs, we propose the Snippet-of-Thought (SoT) 243

method to expand direct chart-to-code generation 244

into step-by-step generation formats, which has 245

demonstrated effectiveness in text-to-code genera- 246

tion tasks (Zheng et al., 2023; Luo et al., 2024). 247

Specifically, we adopt the SoT to imitate the 248

human reasoning process, deriving the final code 249

step by step. This process is divided into four 250

steps: Step 1: Generate the chart type and lay- 251
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89 seed code with 
27 chart types

Available functions
and parameters

Keywords and data

Generated code

Keywords: model performance, 
NLU benchmarks

Data: Model, SQuAD, GLUE, MNLI 
GPT-4, 93.2%, 90.1%, 89.5%
BERT, 88.5%, 80.4%, 83.2%

import matplotlib.pyplot as plt
……
# Data
categories = ['GPT-4', 'BERT’]
……
plt.title('Performance Comparison on 
Different Benchmarks’)
……
# Display the plot
plt.show()

Generate entity terms that are 
related to NLU and models, 

and then create data 
associated with these terms.

Instructions

Execute and filter High-quality code

Chart2Code-160k

160k <chart image, input instruction, output code>

Step 1: Generate 
Keywords and Data

Step 2: Generate Code

Step 3: Execution and Filter

Sample 50k code

Assume you need to generate the 
following code from a chart. Please 
break it down into three steps.

Add the sampled code as the Step 4

Downsample

Pre-defined Aspect Ratio

```python\nimport matplotlib.pyplot\n…\nplt.show()```
Stage-2:  Chart2Code Instruction Tuning 

Vison-language Connector

Code LLM

🔥

Visual Encoder

Please describe the
details of the chart.

Stage-1:  Chart/Image Text Alignment

Downsample
384×384 

The chart appears to be a line graph representing 
some performance or measurement values …

❄

❄

Direct Chart2Code Generation

Step-by-step Chart2Code Generation

Vison-language Connector

Code LLM

Visual Encoder

Please redraw the 
chart image using 
Python code.

🔥

384×384 

Any Resolution

🔥

🔥

Please redraw the chart 
image using Python code.

Snippet of Thought

Step 1: Overall layout and type analysis. 
The figure contains a single pie chart. 
plt.pie()
Step 2: Data text and color analysis.
The figure contains four type of data.
data = ['deployment', 'development', 'support', 
'training']
Step 3: Detail modification and style optimization.
explode = (0.1, 0, 0, 0)
plt.pie(sizes, explode=explode, labels=labels, 
autopct='%1.1f%%', shadow=True, startangle=90)

```python 
Import matplotlib.pyplot as 
plt\n…… 
# Display the plot
\nplt.show() 
```

(a) Data generation pipelines (b) Model training stages

Chart2Code-160k

Steps 1-3 code snippets

Figure 2: Illustration of Chat2Code dataset generation process and the ChartCoder training process. The dataset
generation process is divided into two stages: direct generation and step-by-step generation. In the step-by-step
generation, the code processed by the Snippet-of-Thought method is sampled from the Chart2Code-160k generated
in the direct generation process. The training process of the ChartCoder also consists of two stages: alignment and
instruction tuning.

out, such as plt.bar() and plt.subplot(). Step252

2: Generate the data and corresponding colors253

used in the chart, such as data=[10, 15] and254

colors=[’#FF0000’,’#00FF00’]. Step 3: Gen-255

erate critical details of the chart, such as hatch=’/’256

and loc=’upper left’. Step 4: Generate the com-257

plete and final code. Different from CoT and PoT,258

we incorporate textual explanations and code snip-259

pets for each step to emphasize key information260

enhance the reasoning process and produce com-261

prehensive outputs.262

However, directly instructing the LLM to gen-263

erate step-by-step code may lead to hallucinations,264

causing inconsistencies between intermediate code265

snippets and the final executable code. To maintain266

consistency among code snippets, we reformulated267

the step-by-step code data generation into a two-268

step process involving code generation and decom-269

position. We sample 50k chart-code pairs from the270

previously generated 160k data pairs and encour-271

age the LLM to decompose the original code into272

the required textual explanations and code snippets273

of Steps 1–3, then concatenate the complete code274

in Step 4. To further mitigate hallucinations, such 275

as undefined values or parameters in Steps 1 and 2, 276

we used placeholder or default parameters during 277

code decomposition to ensure the construction of 278

consistent and reliable step-by-step code. 279

3.3 Dataset Analysis 280

Chart2Code-160k dataset provides three key ad- 281

vantages: (1) The First Large-Scale Dataset: It 282

contains 160k data pairs for instruction tuning, sig- 283

nificantly surpassing the size of previous datasets. 284

(2) Diverse Chart Structures and Types: It includes 285

27 different chart types, with diverse structures 286

enabled by a wide variety of functions and param- 287

eters in the code. (3) Syntactically Correct and 288

Executable Code: All corresponding code is syn- 289

tactically correct and executable, with explicitly 290

defined parameters that ensure precise alignment 291

between chart structures and code representations. 292

The comparisons of Chart2Code-160k with rele- 293

vant chart-to-code datasets are listed in Table 1. To 294

ensure data quality, we randomly sample around 295

1k instances and evaluate the quality of the chart 296
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Dataset Source Chart Quality

Mean µ SD σ

Chart2Code-160k sample Generated 77.32 16.34
ChartMimic testmini Real-world 78.96 13.66

Table 2: Quantitative evaluation of the chart quality,
comparing with real-world charts. SD is the abbrevia-
tion version for standard deviation.

images manually during the dataset construction297

period. Given the strong generation capabilities of298

LLM, we reckon the generated charts are suitable299

for training purposes. Furthermore, to quantita-300

tively evaluate the chart quality, we also sample 8k301

data pairs (5% of the total) from Chart2Code-160k302

and utilize gpt-4o-2024-08-06 to evaluate them303

on four criteria: Aesthetics, Readability, Repro-304

ducibility, and Data Presentation Simplicity. The305

results in Table 2 show that the overall scores are306

broadly the same as real-world charts in Chart-307

Mimic. The detailed prompt is in the Figure 8. Our308

proposed Chart2Code-160k fills the gap between309

chart and code, equipping the model with advanced310

capabilities for downstream chart tasks.311

4 ChartCoder Model312

After constructing the Chart2Code-160k, we aimed313

to leverage the data to enhance the capacities of314

MLLMs to generate code from charts. Unlike pre-315

vious methods that rely on general LLMs with a316

low proportion of code in their training corpus, we317

pioneer the use of Code LLMs to enhance the cod-318

ing abilities of MLLMs from scratch.319

4.1 Model Architecture320

Following the standard architecture of MLLMs,321

ChartCoder consists of three modules: a pre-322

trained vision encoder (SigLIP-384 (Zhai et al.,323

2023a)), a vision-language connector (two-layer324

MLP) and a Code LLM backbone (DeepSeek325

Coder 6.7B (Guo et al., 2024)). The vision en-326

coder extracts the input image into visual features,327

and the connector projects it into the word embed-328

ding space. LLM backbone then combines visual329

and textual features to generate responses.330

Previous works emphasize the importance of331

high-resolution input for chart understanding (Liu332

et al., 2024; Guo et al., 2025), as details like textual333

words may lost in low-resolution images. How-334

ever, vision transformers (ViTs) like CLIP (Rad-335

ford et al., 2021) and SigLIP (Zhai et al., 2023b)336

are constrained to resolutions of 2242 and 3842 re-337

spectively, which limits their capacities to encode338

chart images with sufficient detail. To address this, 339

we utilize the Any Resolution strategy (Liu et al., 340

2024) to resize and patchify chart images to en- 341

sure ChartCoder processes high-resolution chart 342

images effectively. Specifically, the input chart im- 343

age is first resized to a pre-defined optimal aspect 344

ratio, whose height and width are integer multi- 345

ples of the image resolution. The resized image is 346

then divided into patches of standard resolution and 347

concatenated with a directly downsampled version 348

of the image. This approach preserves both gen- 349

eral and detailed information without requiring the 350

original high-resolution image to be resized into a 351

standard square, thereby avoiding the loss of fine 352

details. Details are shown in Figure 2. 353

4.2 Model Training 354

Since we propose to use Code LLMs as the lan- 355

guage backbone to enhance the code abilities of 356

MLLMs, existing models do not meet our require- 357

ments as their backbones are general LLMs. Thus, 358

to align charts with text and perform supervised 359

fine-tuning for chart-to-code tasks, we adopt the 360

following two-stage training process. 361

Chart-to-text Alignment. The alignment pro- 362

cess aims to endow the model with chart structure 363

perception capability. In this stage, we freeze the 364

language and vision encoder models and pre-train 365

the vision-language connector (Liu et al., 2023c). 366

We collect and filter public chart corpora for align- 367

ment, which contains multiple tasks like chart cap- 368

tion and chart-to-table. Specifically, we use the fol- 369

lowing corpora: (1) UniChart (Masry et al., 2023), 370

(2) Chart-to-Text (Kantharaj et al., 2022), (3) Sc- 371

iCap (Hsu et al., 2021), and (4) SciCap+ (Yang 372

et al., 2024). Additionally, we incorporate the 373

LLaVA pre-training dataset (Liu et al., 2023c) and 374

our proposed Chart2Code-160k to achieve a more 375

balanced coverage of concepts. 376

Chart-to-code Instruction-tuning. The second 377

stage focuses on enhancing the model’s capabili- 378

ties in chart-to-code tasks. In this stage, all three 379

modules are jointly fine-tuned with our proposed 380

Chart2Code-160k, and additional code-related data, 381

such as ChartQA PoT (Zhang et al., 2024b) and 382

ChartLlama chart-to-chart (Han et al., 2023). 383

5 Experiments 384

5.1 Baselines and Benchmarks 385

We compare ChartCoder with existing models 386

in three setups (1) General-domain open-source 387
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Model Params ChartMimic Plot2Code ChartX

Exec.Rate Low-Level High-Level Pass Rate Text-Match Rating GPT-score

Full score - 100 100 100 100 100 10 5

Proprietary

GeminiProVision - 68.2 53.8 53.3 68.2 53.6 3.69 -
Claude-3-opus - 83.3 60.5 60.1 84.1 57.5 3.80 -
GPT-4V - 91.2 76.4 78.9 84.1 57.7 5.58 2.63
GPT-4o - 93.2 79.0 83.5 88.6 56.3 5.71 -

Open-Source General-Domain

DeepSeek-VL-7B 7.3B 41.3 19.0 17.6 64.4 32.6 2.26 -
LLaVA-Next-Mistral-7B 7.6B 59.7 20.7 21.3 72.0 38.7 2.87 -
Qwen2-VL-7B 7.0B 67.0 32.9 35.0 68.2 33.8 3.10 1.50
InternVL2-4B 4.2B 66.2 33.8 38.4 66.3 33.4 2.52 1.57
InternVL2-8B 8.1B 61.8 34.4 38.9 77.3 37.1 2.78 1.63
MiniCPM-Llama3-V2.5 8.4B 80.3 36.6 42.1 76.3 37.3 2.61 1.66
InternVL2-26B 26.0B 69.3 41.4 47.4 81.3 43.1 3.42 1.70
Qwen2-VL-72B 72.0B 73.3 54.4 50.9 72.0 53.4 4.26 1.69
InternVL2-Llama3-76B 76.0B 83.2 54.8 62.2 85.6 46.6 3.89 1.74

Open-Source Chart-Domain

ChartLlama 13B 57.5 24.8 28.1 58.4 40.3 2.32 0.94
ChartAssisstant 13B - - - - - - 0.82
TinyChart 3B 42.5 26.3 25.9 43.2 44.6 2.19 1.89
ChartVLM-L 14.3B 19.5 15.8 13.9 - - - 1.58
ChartCoder (Ours) 7.0B 91.4 77.4 74.0 87.9 54.5 4.50 2.09

Table 3: Evaluation results of various baseline models. Unless otherwise specified, we directly use the results in the
relevant benchmarks. We evaluate models that are not reported in those benchmarks. The best performances of
open-source MLLMs are indicated in bold.

Model Chart Types Layout Text Content Data Style Clarity

Full score 20 10 20 20 20 10

GPT-4o 18.96 9.59 17.16 15.68 14.66 8.84

InternVL2-Llama3-76B 13.06 8.44 12.59 10.51 8.74 7.87
Qwen2-VL-72B 10.45 7.83 9.92 8.14 7.10 7.47
InternVL2-8B 7.20 6.82 8.81 5.74 5.42 6.64

TinyChart 4.16 5.06 5.22 2.74 3.21 5.58
ChartVLM-L 0.97 3.53 2.48 0.81 0.90 5.25
ChartCoder (Ours) 16.83 9.13 14.77 12.41 12.68 8.29

Table 4: Detailed results of high-level scores on ChartMimic Direct Mimic task. All the subscores of ChartCoder
are close to GPT-4o.

MLLMs including InternVL2(4B, 8B, 26B, 76B)388

(Chen et al., 2024), Qwen2-VL(7B, 72B) (Wang389

et al., 2024a), DeepSeek-VL-7B (Lu et al., 2024),390

LLaVA-Next(7B) (Li et al., 2024a) and MiniCPM-391

Llama3-V2.5 (Yao et al., 2024). (2) Proprietary392

models include GeminiProVision (Team et al.,393

2023), Claude-3-opus (Anthropic, 2024), GPT-4V394

(OpenAI, 2023), and GPT-4o (OpenAI, 2024). (3)395

Chart-domain MLLMs including ChartLlama (Han396

et al., 2023), ChartAssisstant (Meng et al., 2024),397

Tinychart (Zhang et al., 2024b) and ChartVLM398

(Xia et al., 2024). All the methods are evalu-399

ated on the benchmarks ChartMimic (Shi et al.,400

2024), Plot2Code (Wu et al., 2024) and ChartX401

(Xia et al., 2024). We revise the Rating calcula-402

tion in Plot2Code. The original evaluation only403

considers charts corresponding to executable code,404

which leads to higher ratings for only generating 405

simple charts. We calculate all the results, which 406

better reflect the impact of complex charts. For all 407

methods, the zero-shot setting was adopted during 408

the evaluation. Details about these benchmarks are 409

shown in the Appendix A.2. 410

5.2 Main Results 411

As indicated in Table 3 ChartCoder achieves the 412

best performance among open-source MLLMs 413

in all the chart-to-code tasks and even better 414

than some proprietary models. Notably, on the 415

most challenging ChartMimic task, ChartCoder 416

surpasses leading small-scale general-domain 417

MLLMs (<20B) such as MiniCPM-Llama3-V2.5 418

and InternVL2-8B with average scores of 26.7 and 419

34.6 respectively. The improvement achieved by 420
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Model Text Layout Type Color

Full score 100 100 100 100

GPT-4o 81.5 89.8 77.3 67.2

InternVL2-Llama3-76B 54.1 74.5 49.2 41.5
Qwen2-VL-72B 43.2 80.5 54.6 39.4
InternVL2-8B 31.5 51.1 28.6 26.2

TinyChart 9.8 48.2 32.9 14.2
ChartVLM-L 7.7 33.7 17.6 5.2
ChartCoder (Ours) 67.2 95.0 78.5 69.0

Table 5: Detailed results of low-level scores on Chart-
Mimic Direct Mimic task. Three out of four subscores
of ChartCoder are even higher than GPT-4o.

ChartCoder highlights the effectiveness of our pro-421

posed Code LLM as the language backbone, com-422

bined with the Chart2Code-160k dataset, in en-423

abling MLLMs to excel in chart understanding and424

code generation tasks. In addition, ChartCoder also425

performs better than existing state-of-the-art large-426

scale MLLMs such as InternVL2-Llama3-76B and427

chart-domain MLLMs such as TinyChart.428

We further illustrate the detailed high-level and429

low-level scores for the ChartMimic benchmark.430

The high-level score utilizes GPT-4o to evaluate431

the detailed similarity between the ground truth and432

generated chart images in six aspects: chart types,433

layout, text content, data, style, and clarity. The434

low-level score is calculated based on a comparison435

between the ground truth and the generated code,436

focusing on the code similarities in four aspects:437

text, layout, type, and color.438

Table 4 denotes the high-level results. Chart-439

Coder is the model most comparable to GPT-4o,440

as the evaluations were conducted by GPT-4o it-441

self, suggesting the actual performance gap may442

not be as pronounced as it appears. Notably, Chart-443

Coder shows the largest gap with GPT-4o in the444

data category, which highlights the complexity of445

extracting numerical values from charts, aligning446

with conclusions from existing chart understanding447

benchmarks: current MLLMs struggle to directly448

and accurately extract complete data from complex449

charts (Wang et al., 2024c; Zhang et al., 2024b).450

Table 5 shows the low-level results. ChartCoder451

even slightly outperforms GPT-4o in layout, type452

and color, highlighting the diversity of our pro-453

posed Chart2Code-160k dataset. However, the454

text score of the ChartCoder is lower than GPT-4o,455

which is similar to the results of high-level scores.456

We believe this is due to the lack of specialized457

chart OCR-oriented training for our model. Nev-458

ertheless, our text accuracy still surpasses that of459

Methods
ChartMimic

Exec.Rate Low-Level High-Level

ChartCoder 91.4 77.4 74.0

Code LLM → General LLM

DeepSeek LLM 80.6 61.4 63.4
△ -10.8 -16.0 -10.6

Different Visual Encoders

CLIP-336 91.6 77.3 70.3
△ +0.2 -0.1 -3.7

Without Step-by-step Generation

w/o SoT 89.2 70.1 65.4
△ -2.2 -7.3 -8.6

Open-source MLLM Finetund on Chart2Code-160k

Qwen2-VL-7B 67.0 32.9 35.0

Finetuned Model 83.6 73.4 68.2
△ +16.7 +40.5 +33.2

Table 6: The ablation studies on model architecture
and data. The results show that the effectiveness of our
proposed code LLM backbone and dataset.

open-source models, indicating the effectiveness of 460

our proposed ChartCoder model and Chart2Code- 461

160k dataset. We further present some case studies 462

on ChartMimic and compare ChartCoder with ex- 463

isting MLLMs. The results are shown in Figure 3, 464

the outputs of ChartCoder are much more similar 465

to the ground truth chart than open-source models. 466

5.3 Ablation Study 467

We perform extensive ablation experiments to vali- 468

date the effectiveness of our proposed model and 469

dataset. We divide the ablation study into three 470

parts, and the results are shown in Table 6. (1) 471

Code or general LLMs. To investigate whether 472

employing Code LLMs as language backbone pro- 473

vides specific advantages in chart-to-code tasks 474

and identify the nature of these potential benefits, 475

we replace the Code LLM, DeepSeek Coder 6.7B, 476

with general LLM, DeepSeek LLM 7B (Bi et al., 477

2024), maintaining the same two-stage training 478

procedures. The result shows that compared with 479

general LLM, utilizing code LLM as the language 480

backbone could significantly improve the execu- 481

tion rate, as well as the low-level and high-level 482

scores. We further analyze the types of errors in 483

the code that failed to execute and find that uti- 484

lizing code LLMs significantly reduces syntax er- 485

rors like missing closing quotation marks and type 486

errors like incorrect argument type. (2) Resolu- 487

tion of vision encoders. Previous studies have in- 488

dicated that performance on chart understanding 489

tasks is resolution-dependent, with lower resolu- 490
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InternVL2-76BChartCoder InternVL2-8BGround Truth GPT-4o

import matplotlib.pyplot as plt
import numpy as np
# Data points
data = {
'universe': 0.8,
'fairy tale': 0.6,
'country': 0.4,
special place': 0.2,
'cultural event': 0.1,
'landscape': 0.05,
'city': 0.03,
movie‘: 0.02,
'general': 0.01,
'mythology': 0.005,
'novel': 0.003,
'video game': 0.002,
'programming world': 0.001
}

SyntaxError: Invalid Syntax

❌

Figure 3: Generated charts of different model outputs after code execution. Our proposed ChartCoder performs
significantly better than InternVL2-8B of a similar model scale.

Model Image Image+Code △

MiniCPM-Llama3-V2.5 0.76 0.81 6.5%
InternVL2-8B 0.79 0.82 3.8%

Table 7: Comparison of the impact of using code as
auxiliary contexts on the MMC True/False task.

tions negatively impacting model performance (Liu491

et al., 2024). To verify whether resolution affects492

chart-to-code tasks, we replace SigLIP-384 with493

CLIP-336 and maintain the other setting. The re-494

sult shows that the resolution of the vision encoder495

generally does not affect the output code execution496

rate but slightly influences the high-level chart simi-497

larity. Through our analysis, we find that, similar to498

the challenges in chart understanding, this issue is499

caused by the negative impact of low resolution on500

the recognition of text and special symbols. How-501

ever, as we utilize the Any Resolution strategy, this502

impact has been reduced significantly.503

(3) Dataset effectiveness. We design two sce-504

narios to illustrate our proposed Chart2Code-160k505

dataset. Firstly, to evaluate our proposed SoT506

method to emphasize the critical information in507

the chart, we remove the 50k step-by-step genera-508

tion data and train the model using only the direct509

generation data. The result shows it influences the510

low-level and high-level scores notably, especially511

in text content and data, which shows the role of512

emphasising critical information. Secondly, we se-513

lect Qwen2-VL-7B as the baseline of open-source514

MLLM and directly fine-tune it on our proposed 515

Chart2Code-160k datasets. The result illustrates 516

that after fine-tuning, the performance improves 517

significantly on all the metrics, demonstrating the 518

effectiveness of Chart2Code-160k. 519

5.4 Analysis 520

We further evaluate the role of code in the chart un- 521

derstanding task. We use two MLLMs to evaluate 522

two input forms, Image only and Image with Code, 523

on the MMC True/False benchmark (Liu et al., 524

2023a). The result in Table 7 shows that using code 525

helps the model better understand chart details, es- 526

pecially the chart types and the data they contain. 527

A case study is shown in Figure 5. Also, we uti- 528

lize LLM to evaluate the readability of ChartCoder 529

output code, and details are in the Appendix A.4. 530

6 Conclusion 531

This work aims to tackle the challenge of chart- 532

to-code tasks with MLLMs. First, we propose the 533

ChartCoder, which utilizes Code LLM as the lan- 534

guage backbone dedicated to chart-to-code tasks. 535

Second, to solve the scarcity of chart-to-code data, 536

we present the first large-scale and diverse chart-to- 537

code dataset, Chart2Code-160k. Finally, to empha- 538

size the key information, we propose the Snippet- 539

of-Thought (SoT) method to generate step-by-step 540

data. Experiments show that ChartCoder outper- 541

forms existing open-source MLLMs. 542
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Limitation543

Our study is comprehensive but has certain limita-544

tions that we aim to address in future research. Due545

to constraints in computational resources, we only546

trained ChartCoder with 7B parameters, which has547

demonstrated sufficiently good results for now. A548

larger model could potentially achieve even better549

performance. Future work may focus on exploring550

more complex and diverse charts and codes while551

also experimenting with other image types, such as552

HTML, to develop a comprehensive multi-modal553

code large language model.554

Ethical Statement555

Our research employs publicly available models556

and datasets with proper citations. This approach557

minimizes the risk of generating toxic content,558

leveraging the widely used and non-toxic nature of559

our datasets and prompts.560
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A Appendix789

A.1 Implementation Details790

In the data generation stage, we utilize791

gpt-4o-2024-08-06 as the LLM for both792

direct and step-by-step generation processes.793

In the training stage, ChartCoder is initialized794

with SigLIP-384 (Radford et al., 2021) as the vi-795

sion encoder and DeepSeek Coder 6.7B (Guo et al.,796

2024) as the large language model. The whole797

training process is divided into alignment and in-798

struction tuning. During the alignment stage, we799

only train the vision-language connector with the800

chart-to-text alignment data. The learning rate is801

set to 1e-3. In the instruction tuning stage, we train802

the entire model for 1 epoch with a batchsize of803

128. The learning rate of SigLIP and other modules804

are 5e-6 and 1e-5 respectively, with a warmup at805

the beginning of 3%, then decays to 0 at the end806

of training. The alignment and instruction tuning807

processes cost 12 and 5 hours on 32 Tesla A100808

GPUs with 80 GB VRAMs.809

A.2 Benchmark Details810

ChartMimic (Shi et al., 2024) focuses on evalu-811

ating the ability of MLLMs to redraw charts from812

ArXiv papers, emphasizing the preservation of the813

original style and appearance. It consists of two814

subsets: testmini and test. Following the settings in815

the original paper, we adopt the Direct Mimic task816

on the testmini subset as the default evaluation stan-817

dard, reporting execution success rates alongside818

low-level and high-level scores.819

Plot2Code (Wu et al., 2024) aims to evaluate820

models’ abilities to generate code corresponding to821

charts from the available Matplotlib galleries, with822

a focus on textual similarity. We evaluate models823

on its Direct Asking task using three metrics: Pass824

Rate, Text-Match, and Rating.825

ChartX (Xia et al., 2024) contains various tasks826

with synthesis chart images, including Question827

Answering, Summarization, Description and Re-828

drawing. We choose the Redrawing task and report829

the GPT score as the metrics in ChartX.830

A.3 More Ablation Studies831

We also perform more ablation studies on the lan-832

guage backbone and further choose Qwen2.5-7B833

and Qwen2.5 Coder-7B (Qwen Team, 2024) for834

comparison. The results also show that using Code835

LLM as the language backbone is better than us-836

ing general LLM. However, we find that using the837

Methods
ChartMimic

Exec.Rate Low-Level High-Level

ChartCoder 91.4 77.4 74.0

Replace Language Backbone

Qwen2.5 88.1 73.4 67.9
△ -3.3 -4.0 -6.1

Qwen2.5 Coder 90.3 76.8 69.7
△ -1.1 -0.6 -4.3

Table 8: The ablation studies on model architecture
and data. The results show that the effectiveness of our
proposed model architecture and dataset.

Dataset Source Chart Quality

Mean µ SD σ
Qwen2-VL-7B Output Model generated 82.48 6.81
ChartCoder Output Model generated 85.22 6.78
ChartMimic Source Human written 87.66 4.30

Table 9: Performance Comparison of model outputs and
human-written sources. SD is the abbreviation version
for standard deviation.

Qwen2.5 Coder as the backbone does not perform 838

as well as using the DeepSeek Coder. This obser- 839

vation seems counterintuitive, as the official evalua- 840

tion suggests that the performance of the Qwen2.5 841

Coder is better than the DeepSeek Coder. We an- 842

alyze experimental results and find that the code 843

generated by Qwen2.5 is more standardized. For 844

instance, the DeepSeek Coder backbone tends to 845

use ax[0], ax[1], while the Qwen2.5 Coder back- 846

bone prefers a more standardized approach, such 847

as using for i in range(2): ax[i]. However, 848

in some complex scenarios, using a for loop may 849

lead to errors, such as ax[0] and ax[1] do not 850

have same number of bars. 851

A.4 Output Code Analysis 852

To evaluate the output code readability, we 853

conduct an ablation experiment, utilizing 854

gpt-4o-2024-08-06 to evaluate the output code 855

readability. We evaluate four aspects of the gener- 856

ated code, including Naming Conventions, Code 857

Structure, Comments, and Logical Clarity, with a 858

total score of 100. We choose the generated code 859

from the ChartMimic task (ChartCoder output) 860

and the ground truth code (human-annotated) in 861

the ChartMimic dataset. The results are as shown 862

in Table 9. We also evaluate the error types on 863

ChartMimic direct generation tasks with code and 864

general LLMs as the language backbone. The 865

results are shown in Figure 4. 866
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Figure 4: Comparison of error types on ChartMimic
direct generation tasks with code and general LLMs as
language backbone, respectively.

Type pie line bar bar_num

Percent 8.0% 9.7% 8.3% 3.3%

Type 3d area box bubble

Percent 5.6% 3.9% 4.4% 2.8%

Type candlestick funnel heatmap multi-axes

Percent 2.8% 2.7% 3.9% 3.8%

Type rader ring pie rose

Percent 3.8% 2.7% 2.8% 3.9%

Type treemap violin scatter quiver

Percent 3.9% 3.9% 3.8% 5.2%

Type inset histogram graph error bar

Percent 1.2% 1.2% 1.2% 1.6%

Type error point density Combination Total

Percent 1.6% 1.2% 2.8% 100%

Table 10: Type distributions of the Chart2Code-160k
instruction-tuning dataset.

A.5 Chart2Code-160k Analysis867

We count the proportion of different charts in the868

Chart2Code-160k dataset in Table 10. Also, we869

utilize gpt-4o-2024-08-06 to evaluate the quality870

of the charts in the Chart2Code-160k and compare871

them with the real-world chart. The prompts are872

shown in Figure 8.873
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" <Original Instruction > " :
" '{  \"title\": \"Ten most popular F.C. Internazionale Milano players on Instagram as of May 29 , 2020 (in million 
followers)\",  \"players\": [    {      \"name\": \"Lukaku\",      \"followers\": 5.3    },    {      \"name\": \"Young\",      
\"followers\": 2.49    },    {      \"name\": \"Godín\",      \"followers\": 1.81    },    {      \"name\": \"Martínez\",      
\"followers\": 1.75    },    {      \"name\": \"Asamoah\",      \"followers\": 0.93    },    {      \"name\": \"Brozovic\",     
\"followers\": 0.83    },    {      \"name\": \"Skriniar\",      \"followers\": 0.65    },    {      \"name\": \"D'Ambrosio\",  
\"followers\": 0.57    },    {      \"name\": \"De Vrij\",      \"followers\": 0.49    },    {      \"name\": \"Barella\",      
\"followers\": 0.46    }  ]}'. It's a correct json file transferred from the image. Please answer whether it's true or false." 
" < Label > " :
" False " 
MiniCPM-Lllama3-V2.5 Output
" < Original Response > " :
"True" ❌

" < Instruction with Code> ":
"< Code >\nYou can use the above code as the reference to solve the problem, but focus on extracting information 
from the image to answer the following problem.\n< Original Instruction >" 
MiniCPM-Lllama3-V2.5 Output
“< Response with Code > ":
“ The provided JSON data is not related to the original image or the bar chart displayed in the code. It represents a 
different set of data concerning the per capita real GDP of Massachusetts from 2000 to 2019, measured in chained 
2012 U.S. dollars. The data in the JSON file does not correspond to the content of the bar chart, which displays 
Instagram followers for soccer players from Interazionale Milano as of May 29, 2020. Therefore, the statement that 
this is a correct JSON file transferred from the image is false.”✅

ChartCoder Output
" < Code > "
" ```python\nimport matplotlib.pyplot as 
plt\nimport os\n\n# Data\nplayers = [‘Ashley 
Young’, ‘Danilo Ambrosio’, ‘Diego Godinho’, 
‘Kwadwo Asamoah’, ‘Laurento Brozovic’, 
‘Marcelo Brozovic’, ‘Milan Skriniar’,
Brozovic’ ‘Nicolo Barrella’, ‘Romelu Lukaku’, 
‘Stefan De Vrij’]\nfollowers = [2.5, 0.7, 1.8, 
0.9, 1.9, 0.8, 0.6, 0.4, 5.4, 0.5] ……``` "

Figure 5: A case study comparing the outputs of utilizing image and image+code as the inputs

import matplotlib.pyplot as plt
import numpy as np
# Data
models = ['GPT4', 'GPT-few-shot', 'GPT3.5', 'StarCoder', 'Code Llama', 'NCL']
accuracy = [3.5, 3.0, 2.5, 3.0, 3.5, 2.0]
completeness = [3.0, 2.5, 2.0, 2.5, 3.0, 1.5]
conciseness = [2.5, 2.0, 1.5, 2.0, 2.5, 1.0]
readability = [3.0, 2.5, 2.0, 2.5, 3.0, 1.5]
barWidth = 0.2
r1 = np.arange(len(models))
r2 = [x + barWidth for x in r1]
r3 = [x + barWidth for x in r2]
r4 = [x + barWidth for x in r3]
# Create the figure and the axes
fig, ax = plt.subplots(figsize=(10.0, 5.0))
# Plot the bars
ax.bar(r1, accuracy, color='#4682b4', width=barWidth, label='Accuracy')
ax.bar(r2, completeness, color='#ff7f0e', width=barWidth, label='Completeness')
ax.bar(r3, conciseness, color='#d62728', width=barWidth, label='Conciseness')
ax.bar(r4, readability, color='#5f9ea0', width=barWidth, label='Readability')
# Add xticks on the middle of the group bars
ax.set_xlabel('Language Models', fontweight='medium')
ax.set_ylabel('Ratings', fontweight='medium')
ax.set_title('Ratings of Language Models on a Scale from 1-4', fontweight='medium')
ax.set_xticks([r + barWidth for r in range(len(models))])
ax.set_xticklabels(models)
# Create legend & Show graphic
ax.legend(loc='upper right', fontsize='large')
plt.tight_layout()

import matplotlib.pyplot as plt
import numpy as np
# Data
models = ['GPT4', 'GPT-few-shot', 'GPT3.5', 'StarCoder', 'Code Llama', 'NCL']
accuracy = [3.5, 3.0, 3.0, 3.0, 3.5, 2.5]
completeness = [3.0, 2.5, 2.5, 2.5, 3.0, 2.0]
conciseness = [2.5, 2.0, 2.0, 2.0, 2.5, 1.5]
readability = [3.0, 3.0, 2.5, 3.0, 3.0, 2.5]
x = np.arange(len(models)) # the label locations
width = 0.2 # the width of the bars
# Plot
fig, ax = plt.subplots(figsize=(9.0, 5.0))
rects1 = ax.bar(x - 1.5*width, accuracy, width, label='Accuracy', color='#4f81bd')
rects2 = ax.bar(x - 0.5*width, completeness, width, label='Completeness', color='#f79646')
rects3 = ax.bar(x + 0.5*width, conciseness, width, label='Conciseness', color='#c0504d')
rects4 = ax.bar(x + 1.5*width, readability, width, label='Readability', color='#9bbb59')
# Add some text for labels, title and custom x-axis tick labels, etc.
ax.set_xlabel('Language Models')
ax.set_ylabel('Ratings')
ax.set_title('Ratings of Language Models on a Scale from 1-4')
ax.set_xticks(x)
ax.set_xticklabels(models)
ax.legend()
fig.tight_layout()

import matplotlib.pyplot as plt

# Data for the bar chart
ratings = {
'GPT4': {'Accuracy': 3.5, 'Completeness': 3.0, 'Consensus': 2.5, 'Readability': 3.0},
'GPT-few-shot': {'Accuracy': 3.0, 'Completeness': 2.5, 'Consensus': 2.0, 'Readability': 2.5},
'GPT3.5': {'Accuracy': 2.5, 'Completeness': 2.0, 'Consensus': 1.5, 'Readability': 2.0},
'StarCoder': {'Accuracy': 3.0, 'Completeness': 2.5, 'Consensus': 2.0, 'Readability': 2.5},
'Code Llama': {'Accuracy': 3.5, 'Completeness': 3.0, 'Consensus': 2.5, 'Readability': 3.0},
'NCL': {'Accuracy': 2.0, 'Completeness': 1.5, 'Consensus': 1.0, 'Readability': 1.5}
}
# Set up the figure and axes
fig, ax = plt.subplots(figsize=(9.0, 5.0))
# Plot the bars
for model, ratings in ratings.items():
    accuracy = ratings['Accuracy’]
    completeness = ratings['Completeness’]
    consensus = ratings['Consensus’]
    readability = ratings['Readability’]
    ax.bar(model, [accuracy, completeness, consensus, readability])
# Set the x and y tick labels
ax.set_xticks(['Accuracy', 'Completeness', 'Consensus', 'Readability'])
ax.set_yticks(range(1, 4))
# Set the x tick labels
ax.set_xticklabels(['Accuracy', 'Completeness', 'Consensus', 'Readability'])
# Set the y tick labels
ax.set_yticklabels(['1', '2', '3', '4'])
# Set the title
ax.set_title('Ratings of Language Models on a Scale from 1-4')

import matplotlib.pyplot as plt
import numpy as np

# Data
models = ['GPT4', 'GPT-few-shot', 'GPT3.5', 'StarCoder', 'Code Llama', 'NCL']
accuracy = [3.5, 3.0, 2.5, 3.0, 3.5, 2.0]
completeness = [3.0, 2.5, 2.0, 2.5, 3.0, 1.5]
conciseness = [2.5, 2.0, 1.5, 2.0, 2.5, 1.0]
readability = [3.0, 2.5, 2.0, 2.5, 3.0, 1.5]

# Plotting
fig, ax = plt.subplots(figsize=(9.0, 5.0))

x = np.arange(len(models))
width = 0.2

ax.bar(x - 1.5*width, accuracy, width, label='Accuracy', color='blue')
ax.bar(x - 0.5*width, completeness, width, label='Completeness', color='orange')
ax.bar(x + 0.5*width, conciseness, width, label='Conciseness', color='red')
ax.bar(x + 1.5*width, readability, width, label='Readability', color='green')

ax.set_ylabel('Ratings')
ax.set_title('Ratings of Language Models on a Scale from 1-4')
ax.set_xticks(x)
ax.set_xticklabels(models)
ax.legend()

InternVL2-Llama3-76B Output

ChartCoder OutputGPT-4o Output

InternVL2-B Output

You are an expert Python developer who specializes in 
writing matplotlib code based on a given picture. I 
found a very nice picture in a STEM paper, but there is 
no corresponding source code available. I need your 
help to generate the Python code that can reproduce the 
picture based on the picture I provide. Note that it is 
necessary to use figsize=(9.0, 5.0) to set the image 
size to match the original size. Now, please give me 
the matplotlib code that reproduces the picture below.

Instruction

Figure 6: A example of comparing the code corresponding to the bar chart generated by different models.
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Prompt for Code Readability Evaluation

Please score the code’s readability based on the following four aspects. Each aspect is worth 25
points, for a total of 100 points.
Naming Conventions (25 points)
Score: [X]/25
Explanation: [Provide a brief explanation of how well the variable, function, and class names
convey their purpose and whether the naming style is consistent across the codebase.]
Code Structure (25 points)
Score: [X]/25
Explanation: [Explain whether functions are concise, whether the code uses indentation and blank
lines appropriately, and whether the code is modularized effectively.]
Comments (25 points)
Score: [X]/25
Explanation: [Discuss the clarity and appropriateness of the comments, and whether func-
tions/methods have proper documentation comments explaining inputs, outputs, and functionality.]
Logical Clarity (25 points)
Score: [X]/25
Explanation: [Evaluate the intuitiveness of the code, whether it’s easy to understand, and whether
the control flow is simple and avoids unnecessary complexity.]
Total Score: [X]/100
Summary: [Provide a brief overall assessment of the code’s readability, pointing out strengths and
potential areas for improvement.]

Figure 7: Prompt for dataset quality evaluation.

15



Prompt for Code Readability Evaluation

You are a professional chart analyser. Please evaluate the image based on the following four
criteria: aesthetics, readability, reproducibility, and data presentation simplicity. Provide a score
for each criterion and include an overall score along with a brief evaluation.
Scoring Criteria and Requirements:
Aesthetics (25 points)
Requirements:
The chart design should be simple and clear, avoiding complex decorations, and should effectively
communicate information.
Colors should be harmonious and have high contrast, making it easy to differentiate between
different data groups.
Legends and labels should be clear, with appropriately sized fonts, avoiding visual clutter.
Scoring: [X]/25
Readability (30 points)
Requirements:
The chart should have clear titles, axis labels, and legends, enabling quick communication of the
main message.
Data curves or point annotations should avoid being overly dense or overlapping, maintaining
good readability.
The overall layout should follow a logical structure without any confusing elements.
Scoring: [X]/30
Reproducibility (30 points)
Requirements:
The chart design should be easy to replicate using common tools.
Data availability is critical: even if the design is simple, missing context or data should result in
point deductions.
Data should be provided with clear sampling methods, units, and formats, enabling others to
recreate the chart from scratch.
The presentation of data should align logically with the chart design, avoiding overly customized
or complex elements.
Scoring: [X]/30
Data Presentation Simplicity (15 points)
Requirements:
Data presentation should be concise, avoiding redundant information.
Data should be displayed in an intuitive way, without excessive curves, points, or annotations.
High-scoring charts should focus on the main data being presented, avoiding decorative or unrelated
information.
Scoring: [X]/15

Figure 8: Prompt for dataset quality evaluation.
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