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Figure 1: Our method uses generative models in a “Forward” process to produce structurally consistent realistic
images from procedurally generated simulation content. We then use these generated simulation/image pairs to
train an “Inverse” process that is able to estimate the underlying structure of diverse real-world images.

Abstract: Constructing accurate and targeted simulation scenes that are both vi-1

sually and physically realistic is a significant practical interest in domains rang-2

ing from robotics to computer vision. However, this process is typically done3

largely by hand - a graphic designer and a simulation engineer work together with4

predefined assets to construct rich scenes with realistic dynamic and kinematic5

properties. While this may scale to small numbers of scenes, to achieve the gener-6

alization properties that are requisite of data-driven machine learning algorithms,7

we require a pipeline that is able to synthesize large numbers of realistic scenes,8

complete with “natural” kinematic and dynamic structure. To do so, we develop9

models for inferring structure and generating simulation scenes from natural im-10

ages, allowing for scalable scene generation from web-scale datasets. To train11

these image-to-simulation models, we show how effective generative models can12

be used in generating training data, the network can be inverted to map from real-13

istic images back to complete scene models. We show how this paradigm allows14

us to build large datasets of scenes with semantic and physical realism, enabling a15

variety of downstream applications in robotics and computer vision. More visual-16

izations are available at: https://sites.google.com/view/urdformer/home17
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1 Introduction19

Simulation offers the dual advantages of scalable and cheap data collection and an easy way to20

encode domain-specific prior knowledge into end-to-end machine-learning problems [1, 2, 3]. This21

is particularly important for data-scarce problems such as robotics, where collecting real data can22

lead to costly and unsafe failures or may require expensive human supervision. Critical to each of23

these endeavors is a rich and accurate simulation environment, complete with complex scene layouts24

and kinematic structure. The de-facto process for generating simulation content is either manual25

[4] or procedural [5]. The manual process for creating simulation scenes involves the algorithm26

designer working to characterize, identify, and model a particular real-world scene, a painstaking27

and impractical process. This leads to content that is not very diverse due to the onerous human28

effort required. On the other hand, rule-based procedural generation methods [5, 6] have seen29

success in particular machine learning applications such as embodied navigation, but often struggle30

to capture the natural complexity of the real world. Moreover, the procedural generation process31

is not controllable, making it hard to generate simulation content corresponding to a particular32

real-world environment. The inability of the current status quo in the generation of simulation33

content - both procedural generation and manual creation, makes apparent the necessity of a targeted34

technique for scalable content creation in simulation that is able to retain realistic kinematic and35

semantic structure.36

To enable a variety of downstream use cases, scalable content creation in simulation must be (1)37

realistic enough such that inferences made in simulation transfer back to the real world (2) diverse38

in a way that captures natural statistics so as to enable learning generalizable models and policies39

(3) controllable in a way that allows for targeted generation of particular scenes of interest. While40

a variety of methods for scene generation and inverse graphics [7, 8, 9] satisfy one or more of41

these criteria, to the best of our knowledge, it has proven challenging to develop content creation42

methods that satisfy them all. We develop methods that map directly from isolated real-world images43

to corresponding simulation content (expressed as a Unified Robot Description File (URDF)) that44

could plausibly represent the semantics, kinematics, and structure of the scene. This is an inverse45

mapping problem going from real-world images to kinematically accurate, interactive simulation.46

While inverse modeling problems in the literature have been tackled with data-driven techniques47

such as supervised learning, in this case, a large-scale paired dataset of realistic images and their48

corresponding simulation environments does not readily exist in the literature.49

Our key idea is that we can generate a suitable dataset for inverse modeling from images to plausible50

simulations by leveraging controllable text-to-image generative models [10]. From a set of proce-51

durally or manually constructed scenes, we can generate realistic images that are representative of52

that particular simulation scene. This paired dataset of simulation scenes and corresponding realistic53

images can then be inverted via supervised learning to learn a model that maps from realistic images54

directly to plausible simulation environments. This learned model can generate realistic and diverse55

content directly from real-world images mined from the web without any additional annotation. The56

resulting models can be used in several use cases - (1) diverse generation: generating a large and57

diverse set of realistic simulation environments that correspond directly to real-world images, or (2)58

targeted generation: generating a simulation environment (or narrow distribution of environments)59

corresponding to a particular set of desired images.60

2 Related Work61

Inverse-Graphics: A variety of work in inverse-graphics focuses on inferring scene properties62

such as geometry, lighting, and other geometric properties from single images [11]. This work has63

both been optimization-based [12] and learning-based[13]. In a similar vein, a rich body of work64

[14] focuses on mesh reconstruction and novel view synthesis using a variety of techniques such as65

implicit neural fields [15, 16, 17], Gaussian splatting [18, 19], differentiable rendering [20, 21, 22]66

amongst many other techniques. Importantly, the focus of many of these works on inverse graphics67

has been on geometric reconstruction rather than our focus on scene-level simulation construction68
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complete with kinematic and semantic structure like object relationships and articulation. There69

have been a number of efforts in inferring physical properties such as articulation [23, 24, 25],70

friction and surface properties [26, 27, 28, 29], although these typically require either interaction71

or video access. In contrast, our work focuses less on exact geometry reconstruction but rather on72

generating correct scene statistics at the articulation/kinematics/positioning level for entire scenes73

or complex objects from single RGB images. Our goal is a fast generation process that can scale74

to generate hundreds of scenes with natural statistics, without requiring interaction or targeted data75

collection per domain.76
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Figure 2: An overview of the training and application of URDFormer .
During the forward process, existing simulation assets are first used to
generate a large paired dataset of simulation assets and realistic rendered
images. This paired dataset is used to train the URDFormer inverse
model that can predict URDFs from RGB images. This model can then
be used with real-world images to generate novel simulations.

Generating indoor scenes is a77

long-standing problem in com-78

puter vision and machine learn-79

ing. This has been approached80

by building learned generative81

models of indoor scenes [30,82

31, 32, 33] and floorplans [34,83

35, 36], while others have pro-84

duced text-to-scene models [37,85

38]. While generating scenes86

this way can be promising, these87

methods either fail to achieve88

the targeted generation of com-89

plex scenes with articulation and90

complex kinematic structure in-91

tact or require extremely expen-92

sive inference processes to do93

so. On the other hand, procedural generation techniques have been popular in generating grid-world94

environments [39, 40, 41, 42] and in generating home environments at scale [5]. These scenes are95

diverse but are not controllable to particular target scenes or complete with physical properties and96

articulation. Other techniques such as [43, 44] are able to generate large datasets of interactive97

scenes but require interactive scanning with either a phone or other hardware for dataset generation98

specific to indoor scenes. URDFormer is able to generate realistic, diverse, and controllable scenes99

while retaining rich kinematic and semantic structure from internet images alone.100

Data Augmentation with Generative Models Our work is certainly not the first [45] to use syn-101

thetic data generated by generative models for training networks that can then be deployed on real102

data. These models have been used the context of data augmentation [46, 47, 48], representation103

learning via self supervised learning [49, 50, 51], model selection [52] and even applications like104

healthcare [53]. In contrast, our work shows that controllable generative modeling can be used to105

generate datasets that are suitable for inverse modeling for creating simulation assets at scale.106

3 URDFormer : Generating Interactive Simulation Environments by107

Learning Inverse Models from Generated Datasets108

3.1 Controlled Generation of Paired Datasets with Generative Models109

Given a simulated scene z (drawn from a dataset such as [54], or procedurally generated), we use the110

fact that controllable generative models are both diverse and realistic enough to take an unrealistic111

rendering of a scene in simulation and generate a distribution of corresponding realistic images. This112

allows the scene in simulation with unrealistic appearance and texture to be translated into a diverse113

set of visually realistic images that plausibly match the same underlying environment. To ensure114

piecewise consistency and realism of the generated images, we use two different dataset generation115

techniques for the scene structure and object structure respectively. These share the same conceptual116

ideas but differ to account for consistency properties in each case.117
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Scene-Level Dataset Generation: To generate training data for the scene model, we feed the ren-118

dered image from simulation along with a templated text prompt to an image-and-text guided dif-119

fusion model [10]. This model generates a new image that attempts to simultaneously match the120

content described in the text prompt while retaining the global scene layout from the provided im-121

age. We found that this model is able to reliably maintain the scene layout, but it may change some122

individual components of the scene, for example replacing objects with a different but plausible123

category, or changing the number of components under an object such as the drawers or handles.124

Despite these failures, the large-scale structural consistency still provides a useful source of training125

data. After running our simulated image through the generated model, we have realistic images126

that contain known high-level object positions and spatial relationships, but unknown category and127

low-level part structures. This means that the scene model dataset contains complete images, but128

incomplete labels. Rather than complete (x, z) pairs, we have a dataset Dscene = {(x, z̃)} of (x, z̃)129

pairs where z̃ only contains the bounding boxes, transforms and parents of the high-level (non-part)130

objects z̃ = {(b1, T1, p1) . . . (bn, Tn, pn)}.131

Object-Level Dataset Generation: The process for generating object-level training data is similar,132

but requires more care due to the tendency of generative models to modify low-level details. For133

objects with complex kinematic structure, such as cabinets, we procedurally generate a large number134

of examples of these objects and render them in isolation from different angles. Rather than using135

the generative model to construct entirely new images, we use it to produce diverse texture images,136

which are overlaid in the appropriate locations on the image using perspective warping. We then137

change the background of the image using the generative model with appropriate masking derived138

from the original render. For less complex objects that do not have important part-wise structure, we139

simply replace the rendered image with a new sample from the image-and-text guided generative140

model. Unlike the scene dataset which contains complete images but partial labels, the object dataset141

contains partial images in the sense that they contain only a single object, but complete labels for142

the object and its kinematic parts. We can say that this dataset Dobject contains (x̃, z) pairs where x̃143

is an image of a single object rather than a full scene (hence the partial x), and z is complete for the144

single object and its parts. The result of these two data generation processes is a high-level scene145

structure dataset Dscene, and a low-level object dataset Dobject.146

3.2 URDFormer : Learning Inverse Generative Models for Scene Synthesis147
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Figure 3: Architecture of URDFormer : an inverse model (URDFormer ) that predicts simulation parameters
from RGB images. URDFormer can translate web-scraped real-world RGB images of scenes into complete
simulation assets. The model shown here is used to estimate the part structure of an individual object. When
estimating the scene structure, the Object Crop image would be replaced by an image of the entire scene.

Given the datasets Dobject = (x̃, z) and Dscene = (x, z̃) constructed as described above, we can use148

supervised learning methods to learn an inverse model that maps images of a complex object or149

scene to the corresponding simulation asset. In order to take advantage of these partially complete150

datasets, we must add some structure to our prediction model. We do this by splitting our learned151
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inverse model in correspondence with the split in our forward model: we train one network f−1
θ to152

predict the high-level scene structure using dataset Dscene and another network g−1
ϕ to predict the153

low-level part structure of objects using Dobject.154

To model both the scene-level prediction model (f−1
θ ) and the low-level part prediction model (g−1

ϕ ),155

we propose a novel network architecture - URDFormer, that takes an RGB image and predicts URDF156

primitives as shown in Figure 3. Note that both the scene-level prediction and the low-level part157

prediction use the same network architecture, the scene-level simply operates on full images with158

object components segmented, while the part-level operates on crops of particular objects with parts159

segmented. In the URDFormer architecture, the image is first fed into a ViT visual backbone[55]160

to extract global features. We then obtain bounding boxes of the objects in the image using the161

masks rendered from the original procedurally generated scene in simulation (these are known at162

training time, and can be easily extracted using segmentation models at test time). We then use163

ROI alignment [56] to extract features for each of these bounding boxes. These feature maps are164

combined with an embedding of the bounding box coordinates and then fed through a transformer165

[57] to produce a feature for each object in the scene. An MLP then decodes these features into an166

optional class label (used only when training the object-level model), and a discretized 3D position167

and bounding box. In addition, it also produces a child embedding and a parent embedding that168

are used to predict the hierarchical relationships in the scene (object to its parent and so on). To169

construct these relationships, the network uses a technique from scene graph generation [58] that170

produces an n× n relationship score matrix by computing the dot product of every possible parent171

with every possible child. The scene model also has learned embeddings for six different root objects172

corresponding to the four walls, the floor, and the ceiling so that large objects like countertops and173

sinks can be attached to the room.174

Due to the unpredictable nature of the generative transforms that are used to make the scene im-175

age realistic, which may change class identities, only the position, bounding box, and relationship176

information are used when computing the high-level scene structure. To compute the class labels177

for the top-level objects, we use max-pooling of the dense ViT features along with an MLP in the178

part-prediction model g−1
ϕ . To generate a full estimate of the scene description from a natural image179

at test time, the image and a list of high-level bounding boxes are first fed to the scene prediction180

model f−1
θ , which predicts the location and parent for each object. The image regions correspond-181

ing to these boxes are then extracted and further segmented to produce part-level bounding boxes.182

Each of these image regions and the corresponding part boxes are then fed into the part prediction183

model to compute the kinematic structure of the low-level parts. This nested prediction structure184

can be used to generate entire scenes from web-scraped RGB images drawn from any image dataset185

to generate novel simulation content both at the scene level and at the object level.186

4 Experiments187

4.1 Phase 1: (Forward) Paired Dataset Generation188

To synthesize the initial paired dataset, we first procedurally generate a set of URDF representations189

of scenes in simulation both for global scenes like kitchens and for single objects like fridges, cab-190

inets, and drawers. These initially generated simulation scenes are shown in Fig4 (Left). We can191

then follow the procedure outlined in Section 3.1 for the controlled generation of paired datasets192

to generate a large dataset of simulation scenes and paired realistic RGB images as shown in Fig4193

(Right) (More visualizations and videos are available on the website). For objects with diverse194

parts, we observe that depth-guided stable diffusion [10] often ignores the semantic details of local195

parts, leading to inconsistency issues shown as Fig 7 in Appendix A.1. To overcome this issue, we196

use images of texture to guide diffusion models to generate large and diverse texture templates and197

randomly choose one template and warp it back to the original part region using perspective trans-198

formation. We apply in-painting models for smoothing the boundary of the parts and generating199

content for the background. We visualize this process in A.1 Fig 6. In total, we generated 260K200
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Figure 4: Qualitative results on (forward) paired dataset generation. Left: Original simulation images. Right:
Generated realistic images that match the URDF descriptions of the scene on the left.

images for global scenes of kitchens and living rooms, and 235K images of 14 types of objects such201

as cabinets, ovens, and fridges. Details of the dataset can be found in Appendix B.1.202

4.2 Phase 2: (Inverse) Real-World URDF Prediction203

Given the generated paired dataset shown in Fig 4, we next evaluate how successful a trained inverse204

model is at generating simulation scenes representing unseen real-world test images.205

Real World Dataset: We create two types of datasets for evaluation: (a) Obj300 includes URDFs206

of 300 internet images of individual objects from 5 categories including 100 cabinets, 50 ovens, 50207

dishwashers, 50 fridges and 50 washing machines. (b) Global scenes include URDFs of 80 internet208

images including 54 kitchens and 26 living rooms. For each scene, we manually label the bounding209

box for each object and its parts, as well as the URDF primitives including mesh types, parent210

bounding box ID, positions, and scales relative to its parent. We use the mesh types such as ”left211

door”, and ”right door” to infer link axis and joint types. All the position values and scale values are212

discretized into 12 bins.213

Evaluation Metrics: Evaluating entire scenes is challenging given the mixed structure and sub-214

jective nature of human labelling. We adopt an edit-distance based metric for structural comparison,215

and use a small dataset of manually labelled examples for evaluation.216

(1) Edit Distance with Bounding Box Offset: We evaluate our predicted scene structure using a tree217

edit-distance metric. This method requires access to a predicted and ground-truth kinematic tree.218

We start at the root of the kinematic tree and use the Hungarian method to compute the lowest-cost219

assignment between the children of the predicted root and the children of the ground truth root where220

the cost is based on their spatial coordinates. If there are more predicted children than ground truth,221

the unassigned predicted children and all of their descendants are marked as False Positive edits.222

Conversely, if there are more ground truth children than predicted children, the unmatched ground223

truth children and all of their descendants are marked as False Negative edits. We then compare the224

spatial parameters of the matched predicted and ground truth children. If they are not close enough225
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Table 1: Comparison with baseline methods: trained with random colors, selected textures, and random tex-
tures, as well as prompt guided BLIP2. URDFormer with generated realistic textures predicts more accurate
simulation content from unseen real-world images.

Obj300 (↓) Global (Obj) (↓) Global (Parts) (↓)

URDFormer (Random Colors) 1.08 10.81 19.62
URDFormer (Selected Textures) 0.63 9.87 19.11
URDFormer (Random Textures) 1.22 11.85 18.67
Guided BLIP2 4.27 14.64 24.58
URDFormer (Generated Textures (ours)) 0.42 9.51 18.21

to each other according to a fixed threshold, the predicted child and its descendants are marked as226

False Positives, and the ground truth child and its descendants are marked as False Negatives. If227

the two are close enough, the class label of the predicted child is compared against the class label of228

the ground truth child. If they do not match, we add a Class Incorrect edit. Regardless of whether229

the classes match, this process is recursively applied to the matching children. To compute a single230

score, we assign weights to these edits based on their position in the hierarchy and sum them. For231

the experiments in this paper, we assigned a weight of 1.0 to all edits at the top level corresponding232

to objects, a weight of 0.5 to the parts such as cabinet doors, and a weight of 0.1 to all objects further233

down the hierarchy such as handles and knobs attached to doors.234

(2) Edit Distance with IoU: Similar to bounding box offset, we simply replace the spatial coordinate235

cost with IoU between two bounding boxes. We define levels of threshold based on overlapping236

areas: ED IoU0.25, ED IoU0.5, ED IoU0.75. We show evaluation using both metrics in ablations,237

but in general, we found the two metrics yield the same performance, thus we only use edit distance238

with a bounding box for baseline evaluation.239

Baselines We compare URDFormer against several other baselines in Table 1. In particular, to show240

the importance of pixel realism, we compare with training on (1) Random Colors (2) Selected Re-241

alistic Textures (3) Random Textures (Visualizations of their differences are in Appendix A.3). In242

addition, we also compare our method against recent Vision-Language Models with guided prompts:243

Guided BLIP2. In particular, (1) Random Colors randomly selects RGB values for each part inside244

the scene and (2) Selected Realistic Textures manually selects texture images for corresponding ob-245

jects. (3) Random Textures selects random images. (4) Guided BLIP2 takes a sequence of question246

prompts and guides pretrained BLIP2 models [59] to output the URDF primitives in the valid format247

(Please check Appendix C.3 for prompt details). We observe that training with generated realistic248

visual features improves the generalization to real-world images. Although trained on large real-249

world datasets, BLIP2 fails to reason about the 3D structure of the scene as well as the kinematics250

structure of individual objects, showing using a more structured and targeted dataset is important251

during training. Here Global (Obj) represents the evaluation of high-level position/parent reasoning,252

while Global (Parts) represents the evaluation of the full scene including the high-level and detailed253

kinematic structure of each object.254

Ablations To study how different components of URDFormer impact the performance, we perform255

an ablation study on (1) Do backbones pretrained on real-world images help with generalization?256

(2) What are the important features of learning 3D kinematic structures, as shown in Table 2. In par-257

ticular, we train URDFormer with three types of backbones: (1) vit-small-patch16-224 trained from258

scratch (2) finetune vit-small-patch16-224 pretrained on ImageNet (3) finetune vit-small-patch16-259

224 trained in [60] on 197K kitchen scenes and evaluate on 54 real-world kitchen images. We260

observe that finetuning the vision backbone that is pretrained on real images performs better than261

training from scratch, and pretrained in [60] achieves the best performance, which is likely due to262

the fact that it was trained on more diverse datasets than ImageNet. We observe that both training263

with only image features and training with only bounding box features decrease the performance,264

indicating the importance of both spatial and visual features.265

Qualitative Results: We show the qualitative results of our URDF predictions in Fig 5. We use266

the same color to represent the same mesh type for better visualization. We observe that training267
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Table 2: Ablation study on training with different vision backbones and input features, showing training using
both visual/spatial features, with a backbone pretrained on diverse real images achieves higher performance.

ED Box (↓) ED IoU0.25 (↓) ED IoU0.5 (↓) ED IoU0.75 (↓)

Scratch 7.00 6.15 8.37 14.48
Pretrained on ImageNet 6.33 5.48 7.74 13.85
Pretrained MAE 5.70 5.11 7.07 13.41
Pretrained MAE (No bbox) 6.19 5.26 7.63 14.11
only with bbox 7.04 6.52 8.26 14.26

with data generated using the method described in section 3.1 provides diverse visual information268

compared to baseline methods such as random colors or random textures. This is important for269

distinguishing mesh types such as stove and fridge, and reasoning about structure relations such as270

”cabinet on the right” and ”cabinet in the front”.271
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Figure 5: Evaluations of generated simulations on unseen real-world images. The left-most column indicates
the real-world image input and each column indicates the performance of an inverse URDF prediction model
trained with different training sets. We evaluate training datasets generated using random colors, selected
textures, random textures, and textures generated with pre-trained generative models (ours), and compare these
with ground truth URDF labels.

5 Conclusion272

In this work, we presented URDFormer , a general-purpose, scalable technique for generating sim-273

ulation content from real-world RGB images. We first generate a large-scale paired dataset of pro-274

cedurally generated simulation content and a corresponding realistic RGB image using pre-trained275

controllable generative models. We then use our generated paired dataset to train an inverse model276

that maps directly from single RGB images to corresponding representations of scenes or complex277

objects in simulation. This inverse model can then be used with large image datasets of real-world278

RGB images to scalably generate simulation data complete with kinematic and semantic structure,279

without requiring any hand-crafting or hand-designing of these simulation assets. We show in our280

experimental results the efficacy of this scheme in generating assets at scale from real-world datasets281

of RGB images.282
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Appendix475

A (Forward) Data Generation476

A.1 Part-Consistency477

We compare our part-wise generation method with other approaches qualitatively in Fig 7. In par-478

ticular, we observe that depth-guided or in-painting stable diffusion models [10] often ignore local479

consistency, making it difficult to render high-quality images that are paired with the simulation con-480

tent. Instead, we only use stable diffusion to change the style of texture and warp the original texture481

to each part of the object, as shown in Fig6 and the masks of each part can be obtained directly from482

the simulator.
Synthetic RGB Depth-guided

Part-consistent RGB

Original Texture Generated Texture

Figure 6: Paired dataset generation using texture and prompt templates to guide Stable Diffusion [10] and create
a diverse texture dataset, which can be then warped on the targeted individual part of the object, as described in
Section 3.1

483

Depth-guided Inpainting Structure-Aware (ours)Original Sim RGB

Figure 7: Qualitative comparison among different rendering methods: depth-guided diffusion models, inpaint-
ing stable diffusion and part-wise generation

A.2 Dataset Generation484

Qualitative details of our dataset of articulated, rigid objects as well as the full scenes are shown in485

Fig8, the top row in each section represents the original synthetic images from the simulation, the486

bottom images are the generated pair images that match the original kinematic structures.487

A.3 Baseline Data488

We visualize the different training data for baseline methods shown in Table 1: URDFormer with489

random colors, selected textures, random textures, and generated textures. All baseline inputs are490
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Figure 8: Data Generation for articulated objects, rigid objects, and full scenes. The top row in each section
represents the original synthetic images from the simulation, the bottom images are the generated pair images
that match the original kinematic structures.

captured from the same camera angles. As shown in Fig 9, the generated texture shows high pixel491

realism that is closer to the distribution of the real world. As shown in Table 1, training on such data492

improves performance in predicting URDF structures from real-world images during the test time.493

B Training Details of URDFormer494

B.1 Dataset495

Our training dataset includes 267K global scene labels (197K kitchen scenes and 70K living room496

scenes) and 235K objects, which include 14 types of objects including cabinet, oven, dishwasher,497

washer, fridge, oven fan, shelf, tv, sofa, chair, square table, ottoman, coffee table and stuffed toy.498

Among these objects, 5 categories are articulated: cabinet, oven, dishwasher, washer, and fridge.499

These articulated objects include part meshes in from 8 types: drawer, left door, right door, oven500

door, down door, circle door, handle and knob.501

B.2 Training Details502

We use a pretrained vit-small-patch16-224 trained in [60] as the vision backbone, which outputs503

the global image features dimensions of 14x14x384. To predict the base type, the global features504

are first max-pooled followed by a MLP to predict a class type over 14 object types. We then505

perform ROI alignment on cropped features with bounding boxes of the objects or parts. In ROI506

Alignment, we set the spatial scale=1 / 16 and the sampling ratio=2. The ROI size is set to 14.507
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Random Color Synthetic Texture Random Texture Generated

Figure 9: Comparison among baseline methods with different training input: Random Colors, selected textures,
random textures and generated textures. Generated textures shows photo-realism that closer to the real-world
distribution.

The roi-aligned features are then fed into a 3-layer MLP followed by a norm layer. To compute508

the positional encoder, we feed the bounding box coordinates into a 3-layer MLP as well as a norm509

layer. These normalized roi features together with the normalized spatial features are summed as510

the token features and feed into the transformer, which are then fed into MLPs to compute URDF511

primitives: position start (relative to parent), position end (relative to parent), mesh type, and parent-512

child relation matrix. Here instead of regressing to a position value, we treat it as a classification513

problem, where we discretize the x,y, and z axis of the parent mesh into 12 bins. During training, the514

maximum sequence length is set to 32, which means the maximum number of bounding boxes per515

image is 32. All baseline methods (URDFOrmer with random colors, selected textures, and random516

textures) are trained on one A40 GPU with a batch size of 256. All baselines are trained with an517

equal number of epochs and evaluated using the last checkpoint.518

C Experiment Details519

C.1 Details for Dataset Assets520

We procedurally generate scenes using both rigid and articulated objects. In particular, we collected521

9 categories of common rigid objects in the kitchen and living room and 5 categories of common522

articulated objects for kitchens, and randomly rescale them during data generation.523

C.2 Prompts for Data Generation524

Textures:525

(1) material prompt: ’bright’, ’colorful’, ’modern’, ’multicolor’, ’fancy color’, ’accent’, ’glass’,526

’chestnut’, ’Oakwood’, ’Maplewood’, ’Cherrywood’,’Birchwood’, ’Walnut’, ’Mahogany’, ’Pine’,527

’Beech’, ’Ash’, ’Hickory’, ’Teak’, ’Rosewood’, ’Alder’, ’Cedar’, ’Bamboo’, ’Plywood’, ’Acacia’,528

’Poplar’, ’fir’.529

(2) full texture prompt: ”a material wooden panel texture, high resolution, 4k, photorealistic”.530

Objects: ”A object name, nice detailed, fancy, photorealistic, inside a home, 4k, natural light”531

Full Scenes:532
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(1) style prompt: ”bright”, ”warm”, ”modern”, ”mediterranean”, ”vintage”, ”contemporary”, ”tran-533

sitional”.534

(2) kitchen: ”a high-resolution picture of a bright style kitchen, very pretty, very natural lighting,535

ultra-high resolution, 8k, 16k, natural light, photorealistic, realism.”536

(3) living room: ”a high-resolution picture of a bright style living room, with sofa, chairs, tv, ot-537

toman, floor lamps, etc, very pretty, very natural lighting, ultra-high resolution, 8k, 16k, natural538

light, photorealistic, realism”.539

C.3 Prompts for BLIP2540

In this section, we show examples of how we guide Vision-Language Models such as BLIP2 [59] to541

produce anwsers that can be converted into comparison results with ours.542

Global Parent Prompt: ”which of the wall is this object most likely on? choose one from ’floor’,543

’ceiling’, ’front wall’, ’left wall’ and ’right wall’”544

Object Base Prompt: ”what’s the name of the object. choose one word from cabinet, oven, dish-545

washer, washer, fridge, oven fan, shelf, tv, sofa, chair, square table, ottoman, coffee table and stuffed546

toy.”547

Object Position Prompt: ”This image has a width of 512 and height of 512, the object box coordi-548

nate x is at 215, if the object scale is from 0 to 12, where do you imagine putting this bounding box549

relative to the object along the length in the 3D space. Choose from an integer from 0 to 12”550

C.4 Compare with Other Scene Generation Methods551

We compare our pipeline with other methods of scene generation 10. In particular, we evaluate on552

(1) If the generated content follows the real-world structure (2) If the method works only on RGB553

images (3) if the method is fully automatic without human interaction with the scene (4) If it is554

scalable (5) if it can be applied to global scenes and (6) if the generated scenes are fully articulated.555

Ditto
Ditto in the house
ProThor
Phone2Proc
Ours

Real World Distribution RGB Fully Automatic Scalable Scene Layout Articulated Objects

N/A

Figure 10: Comparison against different approaches in scene generation: Ditto, Ditto in the house, ProcThor,
Phone2Proc.
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