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Abstract

Unbalanced optimal transport (UOT) has recently
gained much attention due to its flexible frame-
work for handling un-normalized measures and
its robustness properties. In this work, we explore
learning (structured) sparse transport plans in the
UOT setting, i.e., transport plans have an upper
bound on the number of non-sparse entries in each
column (structured sparse pattern) or in the whole
plan (general sparse pattern). We propose novel
sparsity-constrained UOT formulations building
on the recently explored maximum mean discrep-
ancy based UOT. We show that the proposed
optimization problem is equivalent to the max-
imization of a weakly submodular function over
a uniform matroid or a partition matroid. We
develop efficient gradient-based discrete greedy
algorithms and provide the corresponding theo-
retical guarantees. Empirically, we observe that
our proposed greedy algorithms select a diverse
support set and we illustrate the efficacy of the
proposed approach in various applications.

1. Introduction

Optimal transport (OT) has emerged as a popular tool in
machine learning applications for comparing probability
distributions (Peyré et al., 2019). OT computes the minimal
cost to transform one distribution into another and generates
a transport plan, offering a deeper understanding of the un-
derlying geometry. The obtained transport plan may be used
for aligning the support of the distributions (Alvarez-Melis
& Jaakkola, 2018; Jawanpuria et al., 2020), domain adap-
tation (Courty et al., 2017; Nath & Jawanpuria, 2020), eco-
logical inference (Muzellec et al., 2017), etc. Furthermore,
OT has been explored in diverse applications such as gener-
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ative modeling (Arjovsky et al., 2017), shape interpolation
(Solomon et al., 2015; Han et al., 2022), prototype selec-
tion (Gurumoorthy et al., 2021), multi-label classification
(Frogner et al., 2015; Jawanpuria et al., 2021), single-cell
RNA sequencing (Schiebinger et al., 2019), and hypothesis
testing (Manupriya et al., 2024b), to name a few.

The seminal work of Cuturi (2013) popularized the entropic
regularized variants of OT for their computational and gener-
alization benefits. However, a notable drawback of entropic
regularized OT approaches is that they usually learn dense
transport plans, where sparse (zero) entries are almost non-
existent (Blondel et al., 2018; Liu et al., 2023). Sparser
transport plans are often preferred as they offer more inter-
pretability in alignments (Muzellec et al., 2017; Swanson
et al., 2020). In this regard, existing works (Blondel et al.,
2018; Essid & Solomon, 2018) have shown that the squared
2-norm regularizer for OT leads to a sparse OT plan. More
recently, Liu et al. (2023) introduced an explicit cardinality
constraint to control the sparsity level. It should be noted
that the above works explore sparsity in the balanced OT
setups, i.e., when the marginals of the transport plan are
enforced to match the given distributions.

While balanced OT is suitable for many applications, the
need for robustness in the case of noisy measures moti-
vates relaxing the marginal matching constraints (Frogner
et al., 2015; Fatras et al., 2021). This has led to several
unbalanced OT (UOT) methods (Liero et al., 2018; Chizat
et al., 2017) where a KL-divergence based regularization is
employed for (softly) enforcing marginal constraints. Re-
cently, Manupriya et al. (2024b) proposed a maximum mean
discrepancy (MMD) regularized UOT approach, termed as
MMD-UOT, as an alternative to KL-regularized UOT. How-
ever, to the best of our knowledge, the existing UOT works
do not focus on learning (structured) sparse transport plans
with explicit cardinality constraints.

Contributions. In this work, we propose novel sparsity-
constrained UOT formulations. In particular, we learn UOT
plans with a general sparsity constraint or a column-wise
sparsity constraint. While the corresponding search space
is non-convex and non-smooth, we identify them with well-
studied matroid structures such as uniform matroid or parti-
tion matroid. Our contributions are as follows.
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* We show that the MMD-UOT problem (Manupriya
et al., 2024b), when viewed as a function of the sup-
port set of transport plan, is equivalent to maximizing
a weakly submodular function. This allows us to view
our proposed sparsity-constrained UOT problems as
maximizing a weakly submodular function over a ma-
troid constraint.

* We propose novel efficient gradient-based greedy algo-
rithms (Algorithms 1 and 2) with attractive theoretical
guarantees for maximizing a weakly submodular func-
tion over a (uniform or partition) matroid constraint.
While the algorithms can be readily applied to solve
our proposed constrained UOT formulations, they are
also of independent interest for maximizing a general
weakly submodular function.

* A salient feature of our investigation is the dual analysis
of (non-convex) weakly submodular problems. The
usual approximation results corresponding to greedy
maximization of (weakly) submodular functions are on
lower bounds. While these lower bounds capture the
worst case performance, often in practice, they do not
explain the good performance of the greedy algorithms.
In this context, the duality gap analysis provides a more
optimistic bound on the performance.

* Finally, we empirically demonstrate the effectiveness
of the proposed approach in several applications.

The proofs of our theoretical results and additional experi-
mental details are provided in the appendix sections.

2. Preliminaries

We begin with a few notations. Let X := {x;}/, and
Y := {y;}}_, be the source and target datasets, respec-
tively, where x; € X and y; € ). The corresponding
empirical distributions may be written as 1 == Y .~ | ft;0x,
and v = 2?21 v;dy,, where p; and v; denote the mass
associated with samples x; and y;, respectively, and 4,
represents the Dirac measure centered on z. Let 1 and
0 denote a vector/matrix of ones and zeros, respectively,
whose size could be understood from the context. Then,
peEAN,andv €A, where Ay ={zeRL:2"1=1}
For m € N, let [m] = {1,2,...,m}. Let V = {(4,7) :
i € [m];j € [n]} represent the index set of an m x n ma-
trix. Let vec(M) denote the vectorization of the matrix
M, and for an index u = (4,j), g, denotes the element
gli, j]. For a non-negative vector z € R%, the indices of
non-zero entries in z (its support) are denoted by the set
supp(z) = {i € [d] : z; > 0}.

2.1. Optimal Transport

Optimal transport (OT) quantifies the distance between
two distributions p and v while incorporating the geom-

etry over their supports. Let C € R’'*" be a cost matrix
induced by a cost metric ¢ : X x Y +— R, such that
C;; = c(x;,y;). Kantorovich (1942) proposed the OT
problem between p and v as minyer(,,.)(C, ), where
D(p,v) :={y € RP*" : 41 = ;"1 = v}. Thisisa
balanced OT problem due to the presence of mass preser-
vation constraints ¥1 = p and 41 = v. The transport
plan -y is a joint distribution with marginals p and v and
supported over the (index) set V.

Recent works have explored relaxing the mass-preservation
constraint of classical OT for settings where measures are
noisy (Balaji et al., 2020) or un-normalized (Chizat et al.,
2017). Unbalanced optimal transport (UOT) replaces the
constraint v € I'(u,r) with regularizers D(~1, i) and
D(~ "1, v), which promote the marginals of 4 to be close
to the given p and v distributions. Here, D is a divergence
or distance between distributions such as KL-divergence
(Fatras et al., 2021), maximum mean discrepancy (MMD)
(Gretton et al., 2012), etc. A recent work (Manupriya
et al., 2024b) has studied MMD regularization for the UOT
problem. Given a cost matrix C and a universal kernel %k
(Sriperumbudur et al., 2011), MMD-UOT (Manupriya et al.,
2024b) is the following convex problem:

in U h
min (7), where

U(v) = (C, ) + A\ MMD? (y1, ) M
+AMMDZ (v "1, v) + 22|~

Here, MMDy (v1, ) = |71 —pllg,, MMDy (v 1,v) =
lv"1 - v||g,,» Gi and Gy are the Gram matrices cor-
responding to kernel k£ over the source and target points,
respectively, and ||z||g = Vz" Gz. We may additionally
employ a squared ¢5-norm regularization (Ao > 0) for com-
putational benefits (Blondel et al., 2018).

2.2. Submodularity

Submodularity is a property of set functions that exhibit
diminishing returns. Given two sets A and B such that
A C B C V,a set function is submodular if and only if for
anyu ¢ B, F(AU{u}) — F(A) > F(BU{u}) — F(B).
The term, F(A U {u}) — F'(A), is the marginal gain on
adding an element u to set the A and is popularly denoted
as F'(u|A). Likewise F'(S|B) denotes F'(BU S) — F(B).
The set function is monotone increasing iff F'(4) < F(B)
when A C B C V. For non-negative monotone submodular
maximization problem, maxgcy,|s|<x F(S), Nemhauser
et al. (1978) showed that the classical greedy algorithm
obtains a (1 — e~!) approximation to the optimal objective.

Another naturally occurring structure is that of a matroid
defined as follows. Given a non-empty collection Z C 2V,
the pair M = (V,Z) is a matroid if for every two sets
A, B C V, the following are satisfied: (i) § € Z; (ii) If
A C Band B € Z, then A € T; and (iii) If |[A| < |B]
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and A, B € Z, then Ju € B\ A such that AU {u} € 7.
The elements of set Z are called the independent sets of
matroid M. A set X C V such that X ¢ 7 is called
a dependent set of M. A maximal independent set that
becomes dependent upon adding any element of V' is called
a base for the matroid. Given a matroid M = (V,Z), the
associated matroid constraint is S € Z(M), which implies
that set S is an independent set of M.

A function is said to exhibit a weaker notion of submodular-
ity, characterized by a-weakly submodular (Das & Kempe,
2018) for some o € (0,1],if >, . F'(u|B) > a.F(S|B)
forall S, B C V. Similar to submodular functions, constant-
factor approximation guarantees also exist for maximizing
a weakly submodular set function under cardinality and ma-
troid constraints (Das & Kempe, 2018; Chen et al., 2018).

2.3. Restricted Strong Concavity and Restricted Strong
Smoothness

On a domain Q C RY x R¥, a function ! : RY — R is
said to be restricted strong concave (RSC) with parameter
ug and restricted smooth (RSM) with parameter Ug, if for
all (x,y) € Q, the following holds (Elenberg et al., 2018):

uo UQ
SHy=x3 < 160-13) (Vi) y—x) < S y—x3.

We denote the RSC and RSM parameters on the domain
Ok ={(x,y) : x> 0;[[x]lo < K;y > 0;[lyllo < K} of
all K-sparse non-negative vectors by ux and Uy, respec-
tively. This set is of interest as we aim to learn non-negative
transport plans with at most K non-zero entries. Also, let
Q = {(x,y) : |x —yllo < 1} with the corresponding
smoothness parameter U,. It can be easily verified that if
K < K,thenug > ug and Uy < Uk as Qp C Q.

3. Proposed Method

Given a source p and a target v distributions, we now pro-
pose a novel submodular framework for structured-sparse
UOT. In this regard, we generalize the MMD-UOT formu-
lation (1) by introducing additional (structured) sparsity
constraints on the transport plan as follows:

min I ), 2)
where ¢/ : R"*™ — R is the function defined in (1) and C
denotes a set of sparsity constraints. In this work, we focus
on two different sparsity constraints: (a) C = C; = {v €
R« |[vec(y)|lo < K1} or (b)) C = Co == {y € RT*" :
lvillo < K2 Vj € [n]}, where || - ||o denotes the £-norm
and ~y; denotes the j-th column of matrix . While C;
imposes a cardinality constraint on the entire transport plan
~, C2 imposes the cardinality constraint on each column of
~. Note that MMD-UQOT formulation (1) is a special case
of Problem (2), e.g., when K1 = mn or Ko = m.

Problem (2) is non-convex over a non-smooth search space
C, and hence tricky to optimize even though the objective U
is a convex function. However, we note that the constraint
sets C1 or Co essentially restrict the support of the transport
plan ~ to certain patterns which may be modeled using a
matroid structure. For instance, the set C; may equivalently
be represented as a uniform matroid M; = (V,Z;) where
7, = {S CV :|S| < K;}. Similarly, the set C; may
be equivalently modeled using a partition matroid My =
(V,Zy) where Iy = {S: S CV;|SNP;| < Ky Vj € [n]}
with P; = {(4,) : i € [m]}.

Due to this interesting correspondence between the sparsity
constraints C; or C2 and the matroids, we equivalently pose
the continuous Problem (2) as the following maximization
problem over discrete sets representing the support of ~y:

s F(S)=u0) - min U G
where the matroid M corresponds to either the uniform
matroid (M = M) or the partition matroid (M = Msy).
Hence, we decouple the non-convex non-smooth problem
(2) into a discrete optimization problem (3) whose objective
evaluation requires solving a convex problem. For a candi-
date set S € Z(M), computing F'(S) essentially requires
solving the MMD-UOT problem (1) with the support of +
restricted to set S. Since the objective U/(~y) is L-smooth,
(1) can solved using the accelerated projected gradient de-
scent (APGD) method with a fixed step size of 1/L and has
a linear convergence rate (Manupriya et al., 2024b).

A key outcome of the above reformulation is our next result,
which proves that the set function F'(-) is weakly submodu-
lar under mild assumptions on the kernel employed in (3).
Please refer to Appendix A1.2 for more details.

Lemma 3.1. F(.) is a monotone, non-negative, and «-
weakly submodular function with the submodularity ratio
a > “2K > 0, where K denotes the sparsity level of the
transport plan ~v. Here, K = Ki for M = M and
K = nK, for M = Mo.

The proof of Lemma 3.1 is discussed in Appendix A2.2. In
the following sections, we propose efficient greedy algo-
rithms with attractive approximation guarantees for maxi-
mizing our weakly submodular problem (3).

3.1. Learning (General) Sparse Transport Plan

As discussed, sparse transport plans are more interpretable
and are useful in applications such as designing topology
(Luo et al., 2023), word alignment (Arase et al., 2023), etc.
To this end, we consider solving (3) with M = My, i.e.,

F(S). “4)

max
S€ZIy(My)

This problem learns a sparse transport plan with a maximum
of K = K non-sparse and we term it as GenSparseUOT.
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Algorithm 1 Stochastic OMP algorithm for maximizing
weakly submodular problems with cardinality constraint

Input: \j, Ao, 1, v, C, G, Go, sparsity level K, e.
i=1,S0=0,vs, =0and g = —VU(~s,).
while : < K do
1. Set R; as a random subset of V' \ S;_; with
mnK ~1log(1/¢) elements

2. u = argmax g,
ecR;

3.5, =5;,_1U {u}
4. vs, = arg min
~:supp(v)ES;,v>0
5.g=—VU(vs,)
6.:=1+1
end while
return Sg, sy,

U)

Since (4) is a monotone, non-negative, and a-weakly sub-
modular maximization problem with cardinality constraint,
the classical greedy method gives a constant-factor approx-
imation guarantee of F(Sk) > (1 — e *)OPT (Das &
Kempe, 2018). Here, Sk is the solution returned by the
greedy algorithm and OPT is the optimal objective of
(4). The classical greedy algorithm begins with an empty
set Sy = ( and at each iteration 3, it finds an element
u € V' \ S;_1 such that the marginal gain F(u|S;_1) is
maximized. Hence, in the context of solving (4), the clas-
sical greedy algorithm requires solving various instances
of MMD-UOT mnK — K (K — 1)/2 times. The classical
greedy algorithm is detailed in Algorithm A3.

Since the function —2/(+) in the definition of F'(.S) has RSC
and RSM properties (Lemma A2.1), we propose to em-
ploy a computationally efficient orthogonal matching pur-
suit (OMP) based greedy algorithm (Elenberg et al., 2018;
Gurumoorthy et al., 2019) for solving (4). A key feature of
such strategies is that they greedily select the next element
which maximally correlates with the residual of what has
already been selected, i.e., choosing the element correspond-
ing to the largest gradient value. In our case, this implies
solving the MMD-UOT problem (1) for a given support set
S (Appendix A3) and using its solution ~ to compute the
gradient —VU(ys) (6) for a candidate set of elements R.

In Algorithm 1, we propose a stochastic greedy algorithm
for maximizing weakly submodular problems with cardi-
nality constraint. It employs the above discussed OMP
technique for greedy selection. We observe that Algorithm 1
requires solving the MMD-UOT problem (1) of size [i
only once in each iteration ¢. Step 1 in Algorithm 1 corre-
sponds to stochastic selection of the candidate set R; for
every iteration ¢ (Mirzasoleiman et al., 2015). The vanilla
non-stochastic OMP algorithm for maximizing weakly sub-
modular problems with cardinality constraint (Gurumoorthy

et al., 2019) is presented in Algorithm A4. Compared to its
(non-stochastic) counterpart, Algorithm 1 is more efficient
as the gradient (step 6) is computed only for a subset of the
remaining elements. The approximation guarantee provided
by Algorithm 1 is as follows.

Lemma 3.2. Let {Sk,~s, } be a solution returned by the
proposed Algorithm 1, where Sk is the support of the trans-
port plan ~ys,.. Let S* be an optimal solution of Problem (4).

Then, B[F(Sk)] > (1 — e~v2x/U1 — ) F(5%).
The proof of Lemma 3.2 is discussed in Appendix A2.3.

3.2. Learning Column-wise Sparse Transport Plan

We now consider learning the transport plan v with column-
wise sparsity constraint, i.e., every column of ~ has at most
K non-sparse entries. Such an OT approach is useful in
learning a sparse mixture of experts (Liu et al., 2023). To
this end, we consider solving (3) with M = Mo, i.e.,

F(S). 5)

max
S€Zz(Myz)

The partition matroid constraint ensures that (5) learns
a transport plan in which each column has at most K5
non-sparse entries. We term the proposed problem (5) as
ColSparseUOT. The total number of non-sparse entries in
the learned transport plan v is &K' = nK5. We note that (5)
can alternatively learn row-sparse transport plans as well.

Algorithm 1 cannot be directly employed for solving (5) as
its greedy selection does not respect the partition matroid
constraint. Hence, we consider the residual randomized
greedy approach for matroids (Chen et al., 2018), which
provides a (1 + 1/a)~2 approximation guarantee for a-
weakly submodular maximization subject to a general ma-
troid constraint. However, it has a high computational cost
as it requires solving multiple MMD-UOT instances in each
iteration. We propose a novel OMP-based greedy algorithm,
Algorithm 2, for efficiently maximizing weakly submodular
problems with a general matroid constraint.

In each iteration ¢, Algorithm 2 selects a uniformly random
element from the best maximal independent set (base) of
M3/S;—1. Here, M3/S = (V\ S,Zr4,/s) denotes the
contraction of My by .S, which is a matroid on V' \ S
consisting of independent sets Zyq, g :={I C V \ S: U
S € T}. The gradient VU (7ys,) is computed via by (6). It
should be noted that in every iteration, the gradient needs to
be computed only for the elementsin R={u:u € I,I €
T, s} The solution s in step 4 is obtained efficiently
using the APGD algorithm. It should be noted that step 1
of Algorithm 2 may not require a search over all possible
maximal independent sets of M3 /S. For partition matroids,
step 1 essentially involves selecting the top-(K2 — |S N Pj)
elements with the largest (thresholded) gradient values from
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Algorithm 2 OMP algorithm for maximizing weakly sub-
modular problems with matroid constraint

Input: M, Ao, pu, v, C, Gy, Gy, per column sparsity
level K.
S() = (Z),’)’SO = O,K = an,g = —VU(’}’SO).
for:=1,--- K do
1. Let M; be a maximal independent set of Ms/S;_1
maximizing the sum ., max(0, gy).
2. Let u be a uniformly random element from M;.
3.5, =5;,_1U {’LL}
4. vs, = arg min
~:supp(v)€S;,v>0
5.8 =—-VU(vs,)
end for
return S, sy,

U)

the set P; \ S. The approximation guarantee provided by
our proposed Algorithm 2 is as follows.

Lemma 3.3. Let {Sk,vs, } be the solution returned by
our Algorithm 2, where Sk is the support of the transport
plan ~s, . Let 5* be an optimal solution of (5). Then,

- -2
E[F(Sk)] > F(S¥) (1 + Ul/uﬂ() .

Appendix A2.4 discusses the proof for Lemma 3.3.

3.3. Gradient Computation & Computational Cost

Gradient computation: The gradient V() is employed
in steps 4 and 5 of both the proposed Algorithms 1 & 2. The
partial gradient expression is as follows:

dauT(Z) =Gy +2M ((G1>1T(’Yl) + (1T’Y)(G2)j) (6)
=201 ((G1) 4+ v T(Ga)j) + Aovij-

In (6), we observe that (a) the last term (G1),) p+v " (Gs);

is independent of ~ and can be precomputed, and (b) the

terms involving the full matrix « decouple in ¢ and j. We

leverage this structure for computing VU () efficiently.

Computational cost: We now discuss the per-iteration com-
putational cost of both the proposed algorithms. For a given
support set .S, both Algorithms 1 & 2 involve solving the
corresponding MMD-UQT problem to obtain the solution
~s. Let R C V' \ S be the set on which the gradient needs
to be computed. The set S is updated via greedy selection
(step 2 in Algorithm 1 or steps 1 &2 in Algorithm 2) as
S + SU{u}, where u € R is the chosen element in the
current iteration. The per-iteration cost of both the algo-
rithms is O(N + t - M), where N is the cost of computing
the gradient of candidate elements, ¢ is the maximum iter-
ations used for solving MMD-UQOT using APGD, and M
is the gradient cost in every APGD iteration. The above

expression does not include the one-time cost of computing
matrices C, G1, Go and vectors Gy, Gov.

LetIgs ={ie[m]:(i,j) € St Js={jen]: ()€
St I ={i €[m]: (i,j) € R},and Jg = {j € [n] :
(i,j) € R}. Then, M = O(|Is|®> + |Js|? + |S]|) and
N = O(|Is||Ir| + |Js||Jr| + |S| + |R|). For both the
algorithms, 1 < |Ig|,|Ir| < mand 1 < |Jg|,|Jr| < n,
where the value of these terms depend on S and R. For
Algorithm 1, |R| = mnK ~!log(1/¢) and for Algorithm 2
with partition matroid constraint, 2 < |R| < mn.

3.4. Dual Analysis of (2) and (3)

In the previous sections, we analyzed (2) with C = C; or
C = (5 using discrete submodular maximization framework,
developed Algorithms 1 & 2, and obtained corresponding
approximation guarantees (Lemma 3.2 and Lemma 3.3).
However, (2) may also be viewed in a continuous optimiza-
tion setting. It has a convex objective but a non-convex and
non-smooth constraint set. From this perspective, we now
analyze a dual of the non-convex (2). While only weak
duality holds in our setting, the duality gap analysis may
still provide insights on the closeness to optimality.

Our next result details the primal-dual formulations corre-
sponding to the proposed structured sparse optimal transport
problem (2) with C = Cs. The expressions for (2) with
C = C; can be derived likewise.

Lemma 3.4. Problem (2) with C = Cy and Ay > 0 may
equivalently be written as:

min P(y) (= (C,7) + >i—_; O(7;)

=0 7)

Myl = plg, + v 1= vlE,),
where ~; denotes the j™ column of v, ©(~;) = %H’Yj 1% +
OBk (7vj) and Bx = {z € R} : ||z||o < K}. Here, ip
is the indicator function of a set B such that 0p(z) = 0
ifz € B, and 0p5(z) = oo otherwise. The following is a
convex (weak) dual of the primal (7):

— 1 Tl
aERI”r*lLE,%(ER” D(a’?)( " <a7u> +Bv) POV G o
—m BTGB -, 0% (a+ B1-Cy)), ©
where C; denote the 3® column of C and
O*(w) = max (w,z) — &HZHQ )
zEBK ’ 2

The above result can be obtained using Lagrangian duality,
and a and 3 are the Lagrangian parameters correspond-
ingtoyl —pu = pand v'1 — v = q constraints, re-
spectively, where p and q are auxiliary variables. To com-
pute ©*(w), consider the permutation 7 on [m] such that
Wri) = Wr(i+1) for 1 < ¢ < m. The solution is given
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by: z(;) = max (0 Wi )) for i € [K], 0 otherwise, and
0*(w) = 51 Y1t (max(0, wr(;)))? (Liu et al., 2023).

For a feasible primal-dual pair {vs, (s, Bs)} correspond-
ing to (7) and (8), A(vs, s, Bs) = P(vs) — D(as, Bs)
is the associated duality gap. However, A(vg, g, Bs) re-
quires computing the dual candidate (ag, Bg) for the given
primal candidate {~gs}, which leads to our next result.

Proposition 3.5. Let vvg be a feasible primal candidate for
(7), e.g., obtained from Algorithm 2 as (7) and (5) are equiv-
alent problems. Then, the dual candidate corresponding to
s is g = 201G (p —~1) and Bs = 2)\;Go(v —~ T 1).

Proposition 3.5 provides concrete expressions for computing
the duality gap A. While weak duality only guarantees A >
0, computing A may still provide an estimate of how far a
candidate solution could be from optimality. We present the
proofs of Lemma 3.4 and Proposition 3.5 in Appendix A2.5.

4. Related Works

Since entropic-regularized OT (Cuturi, 2013) usually learns
dense transport plan, Blondel et al. (2018) proposed an alter-
native {o-norm regularization for balanced OT and showed
that it learns a sparse transport plan. While the degree of
sparsity in ¢s-norm regularized OT depends on the mag-
nitude of the regularization parameter, it cannot be explic-
itly controlled as desired in several applications. Hence,
Liu et al. (2023) impose explicit column-wise sparsity con-
straints on the transport plan in the balanced ¢>-regularized
OT problem. To solve their ¢s-regularized sparsity con-
strained balanced OT problem, henceforth termed as SCOT,
Liu et al. (2023) propose a (semi-)dual relaxation of their
primal formulation in the continuous optimization setting.
SCOT uses gradient updates (LBFGS or ADAM solver) to
solve the (semi-)dual and requires solving (9) at each itera-
tion. We note that Alvarez-Melis et al. (2018) also leverages
submodularity in the OT framework. In particular, they
employ a submodular cost function.

In contrast, we propose to learn a general or column-wise
sparse transport plan in the unbalanced optimal transport
(UQOT) setting. We pose these as equivalent (weakly) sub-
modular maximization problems under matroid (uniform
or partition) constraints. Overall, we develop efficient dis-
crete greedy algorithms to solve the primal formulation (3)
and present corresponding approximation guarantees (Lem-
mas 3.2 & 3.3). The equivalence between the discrete (3)
and the continuous (2) problems allows us to derive a con-
vex (weak) dual (8) of (3). While this dual analysis requires
Ao > 0, Algorithms 1 & 2 (and Lemmas 3.2 & 3.3) also
work with A\ = 0, i.e., no additional ¢5-norm regulariza-
tion in (2). On the other hand, the presence of /5-norm
regularizer is essential for SCOT (Liu et al., 2023).

5. Experimental Results

We evaluate the proposed approach in various applica-
tions. Experiments related to general sparse transport
plans are discussed in Section 5.1, while those related to
column-wise sparse transport plans are discussed in Sec-
tion 5.2. Additional experimental results and details are
presented in Appendix A5. Code can be downloaded from
https://github.com/Piyushi-0/Sparse-UOT.

5.1. General Sparsity

We begin with experiments where learning a sparse transport
plan is desired.

5.1.1. DESIGNING TOPOLOGY

Sparse process flexibility design (SPFD) aims to design
a network topology that handles unpredictable demands
of n products by matching them to the supplies from m
plants. Designing a network topology requires adding edges
between the nodes that facilitate the flow of goods. A recent
work (Luo et al., 2023) models SPFD as an OT problem.
While the supplies are predefined and can be modeled as
p € [0,00)™, the demands follow a given distribution v.
Hence, a set of demands {v;}7_; can be sampled from v,
i.e., v; € [0,00)™ ~ v. Then, the SPFD problem may be
defined as (Luo et al., 2023)

erhiv)i, 72 %)

where P € R™*" denotes the matrix of profits (negative of
the cost matrix in the OT setting) and ! is the total number
of edges allowed in the network.

<1, (10

{7

GSOT: Luo et al. (2023) propose a convex relaxation of
the £yp-norm constraint in (10) with a ¢;-norm regularizer
and solve the resulting OT problem, termed as group sparse
OT (GSOT), using an ADMM algorithm. Given a solu-
tion {v; gsor}7_; of the relaxed GSOT problem, the net-
work topology may be obtained from the aggregate solu-
tion ygsor = %Z;l vi,asor. The profit created by
the network is approximated as (P,~vgsor). It should
be noted that since the aggregate vgsoT may not satisfy
lvasorllo < 1, the top-1 edges in ygsoT Which maximize
the profit (P, vgsor) are selected as the network topology.

Proposed: We propose to model the SPFD problem (10) as
the following UOT problem:

l
- E max a7’£>? s.L. HPY’LHO S ) (11)
Yi EF ll/ VL z
where we solve z independent instances of our

GenSparseUOT problem (4). Thus, we employ the proposed
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Table 1. Expected profit (higher is better) for SPFD experiment
with varying network size constraint [. Proposed refers to our
GenSparseUOT formulation (4) solved via Algorithm 1. The result
is averaged over five random trials. We observe that our approach
outperforms the GSOT baseline.

Method =100 [ =175 [ =250
GSOT 0.014 0.031 0.044
Proposed (e = 1072)  0.166  0.224  0.293
Proposed (¢ = 1073) 0.167 0.238 0.286
Proposed (e = 107%) 0.147 0.240 0.274

Algorithm 1 to solve (11). Let {~; }?_, be the obtained so-
lution. The final network topology is obtained by selecting
the top- significant edges of P ® ).+, as discussed in
the case of GSOT.

Experimental setup and results: Using the data gener-
ation process described in Luo et al. (2023), we gener-
ate the source and target datasets with m = n = 100
and z = 20. We compare the proposed GenSparseUOT
approach only against GSOT, as other baselines such as
SSOT (Blondel et al., 2018) and MMD-UOT (Manupriya
et al., 2024b) do not incorporate sparsity constraint over
transport plan. The hyperparameters of both GSOT and
the proposed approach are tuned. Please refer to Ap-
pendix AS5.2 for more details. In Table 1, we report the
expected profit (averaged across five random trials) ob-
tained by both the approaches with [ = {100, 175,250},
i.e., max{m,n} <! <round(2.5max{m,n}) (Luo et al.,
2023). Our solution is obtained via Algorithm 1 and we
report our performance with different stochastic greedy pa-
rameter e. We observe that the proposed approach is sig-
nificantly better than GSOT across varying network size
constraints.

5.1.2. MONOLINGUAL WORD ALIGNMENT

Aligning words in a (monolingual) sentence pair is an impor-
tant sub-task in various natural language processing applica-
tions such as question answering, paraphrase identification,
sentence fusion, and textual entailment recognition to name
a few (MacCartney et al., 2008; Yao et al., 2013; Feldman
& El-Yaniv, 2019; Brook Weiss et al., 2021). Recently,
Arase et al. (2023) employed the OT machinery to align
words between given two sentences. The sentences are rep-
resented as a histogram over words and the OT cost matrix
is computed using contextualized word embeddings using a
(pretrained) BERT-base-uncased model (Devlin et al., 2019).
The learned OT plan represents the alignment. Arase et al.
(2023) showed that existing OT variants perform at par with
tailor-made word alignment techniques (Sabet et al., 2020).

It should be noted that words in one sentence may lack se-
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Figure 1. Example of a word alignment matrix obtained by our
GenSparseUOT approach. Since the sentences convey similar
information, most words in either sentences have a semantic coun-
terpart, and our approach aligns them (almost) correctly. E.g., it
correctly aligns *powerful’ <> best’” and ’abilities’ <> power’ and
(correctly) does not map “powerful’ <+ power’ even though this
pair is semantically close. Words without a semantic counterpart
are left unaligned (null alignment).

mantic counterparts in the other sentence, especially when
the sentences convey different meanings. Such words cor-
respond to null alignments. Identifying null alignments
is essential because it helps us reason about the semantic
similarity between sentences by highlighting information
inequality. This motivates the need of learning sparsity con-
strained unbalanced transport plan for such a task and we
evaluate the suitability of our GenSpareUOT approach (4)
for this problem. Figure 1 illustrates a word alignment ma-
trix learned by our approach for a given pair of (semantically
similar) sentences.

Experimental setup and results: We follow the experi-
mental setup described in (Arase et al., 2023). The evalua-
tion is performed on the aligned Wikipedia sentences in an
unsupervised setting with the ‘sure’ alignments, i.e., with
the alignments agreed upon by multiple annotators (Arase
et al., 2023). Since the number of words in the input sen-
tences is usually small, we solve GenSpareUOT (4) via
Algorithm A4 (which is the non-stochastic variant of Algo-
rithm 1) and compare it against the OT baselines BOT, POT,
KL-UOT studied by Arase et al. (2023), SSOT (Blondel
et al., 2018), and MMD-UOT (Manupriya et al., 2024b).
The hyperparameters of all methods are tuned. Please refer
to Appendix A5.3 for more details.

Table 2 reports the accuracy and the F1 scores corresponding
to matching the null and the total (null + non-null) assign-
ments. We see that the proposed approach is at par or better
than the OT baselines studied by Arase et al. (2023). On
the other hand, our approach outperforms MMD-UOT and
the sparse OT approach SSOT. The corresponding precision
and recall scores are detailed in Table A7.
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Figure 2. (a)-(c) t-SNE mappings of the experts learned by different approaches. ‘Expert:_Cj’ denotes the embeddings learnt by expert ¢
for samples belonging to class j. The embeddings learned with the proposed approach not only distinguish the instances from the two
classes but also exhibit more diversity in the knowledge acquired by every expert. (d) The accuracy obtained on the test set.

Table 2. F1 and accuracy (Acc.) scores on the test split of the Wiki
dataset. The scores are reported for both null and total alignments.
Higher scores are better. The proposed approach is at par with the
best performing baseline.

Null Total

Method Acc. F1 Acc. F1

BOT 48.95 80.05 47.05 94.96
POT 37.07 7248 3432 94.15
KL-UOT 44.68 78.71 42.02 94.63
MMD-UOT 41.35 75.92 37.74 93.14
SSOT 16.54 2940 12.74 64.13
Proposed 49.14 7992 48.00 94.79

5.2. Column-wise Sparse Transport Plan

Mixture-of-Expert (MoE) (Jacobs et al., 1991; Jordan &
Jacobs, 1993; Eigen et al., 2014) is a popular architecture
that helps scale up model capacity with relatively small
computational overhead. MoE consists of m experts, which
are neural networks with identical architecture, trained with
a gating function (often, a shallow neural network) that
routes inputs to a chosen subset of the experts. Shazeer et al.
(2017) demonstrated the utility of a sparsely-gated mixture
of experts (SMoE) that selects only the top- K, experts for
processing the input, where 1 < K5 < m. A key motivation
behind MoE/SMOoE is that a complex problem may be solved
by a combination of experts, each specializing on different
sub-problem(s).

Given an input x, the output of SMoE is given by
SMoE(x) = Y. | Gate,(x)E,(x), where Gate, : R?
R, is the sparse gating function and {E,.}I", are the ex-
perts. Clark et al. (2022) proposed an entropy-regularized
OT based gating function with the aim of achieving a more
balanced assignment across experts. For instance, load bal-
ancing becomes crucial in distributed systems. Recently,

Liu et al. (2023) employed their SCOT method in the SMoE
application, where the goal is to map each input in a batch of
size n to top-K (out of m) experts. In the following, we il-
lustrate the utility of the proposed ColSparseUOT approach
(5), solved via Algorithm 2, in the SMoE setting.

Toy dataset. We begin with the classification task on a
toy binary dataset (with random train/test split). We train
an SMoE with three (shallow) experts and a top-2 gating
function using various approaches. The architectural and
training details are provided in Appendix A5.4. We first
qualitatively assess the latent representations learned by
(vanilla) MoE (Shazeer et al., 2017), SCOT (Liu et al., 2023),
and the proposed ColSparseUOT approaches. In Figure 2
we show their 2-D t-SNE visualizations (van der Maaten
& Hinton, 2008) on the toy dataset. Figure 2(a) reveals
that the proposed approach’s experts not only distinguish
the two classes effectively but also demonstrate variety in
the knowledge acquired by each expert. This is because
the t-SNE maps the proposed approach’s experts to well-
separated locations on the 2-D plane. On the other hand,
t-SNE maps the experts learned by SCOT and (vanilla) MoE
approaches to overlapping/nearby regions in their respective
plots shown in Figures 2(b) & 2(c). We also compare the
performance of the learned SMoE models on the test split.
In Figure 2(d), we report the accuracy of our proposed
approach, (vanilla) MoE, SCOT, and other SMoE baselines
in which the (top-2) gating function is based on entropy-
regularized OT (eOT), entropy-regularized KL-UOT (eKL-
UOT), SSOT, and MMD-UOT. We observe that our method
obtains the highest accuracy.

CIFAR dataset. We next focus on the binary classification
problem of identifying whether a given image belongs to
the CIFAR-10 dataset or the CIFAR-10-rotate dataset (Chen
et al., 2022). CIFAR-10-rotate consists of CIFAR-10 im-
ages, rotated by 30 degrees. For SMoE, we consider four
ResNet18 experts (He et al., 2016) and train SMoEs with the
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Table 3. Accuracy obtained on SMoE experiment along with the
number of inputs allocated to each expert. We observe that the
proposed approach obtains the best generalization performance
with balanced allocation across experts.

Method | Acc. |Exp1 Exp2 Exp3 Exp4
Top-1 MoEgetaue [95.91| 0 10962 9038 0

Top-1 MoEuyaianced | 93.74| 4953 5018 4779 5250
SCOT =01 7796|3341 1895 11119 3645
SCOTx=10 90.56| 1929 6112 6113 5846
SCOT x=1000 56.48| 0 7678 7788 4534
Proposedy,—o.1 [95.56| 5435 4854 4977 4734
Proposedy, =10 85.18| 5000 5002 4998 5000
Proposedy, =1000 |90.54| 5000 5000 5000 5000

gating network based on: (a) top-1 linear activation (Chen
etal., 2022), (b) SCOT, and (c) the proposed ColSparseUOT
(5). In both SCOT and ColSparseUOT, a sparse transport
plan is learned between the m = 4 experts and a given batch
of n inputs with the goal of mapping each input with only
one expert (Ko = 1).

In Table 3, we report the performance of all the three ap-
proaches. Since load balancing is an important aspect in
MoE setup, we also report the corresponding number of
inputs assigned to every expert during the inference stage.
However, balanced allocation may not be achieved by the
SMOoEs by default. Hence, we report their results with differ-
ent hyperparameters values. Please refer to Appendix A5.4
for more details on the experimental setup. From the results
we observe that our approach obtains a good generalization
performance with balanced assignments across hyperparam-
eters. While SCOT obtains a reasonable accuracy in one
case (with A = 10), its load balancing is skewed. For the
non-OT based Top-1 MoE basline, its default setting obtains
a heavily skewed allocation with two experts never getting
used. In a more balanced configuration, it suffers a small
accuracy drop. Overall, we see that our method is well
suited for SMoE setting from both the generalization and
load balancing points of view.

5.3. Duality Gap Comparison

In this section, we compare the optimization quality of the
proposed Algorithm 2 and the SCOT algorithm (Liu et al.,
2023) in solving our sparse UOT problem with the column-
wise sparsity constraint (7). In Section 3.2, we propose
to solve (7) in discrete optimization setting, via an equiv-
alent reformulation (3). It should be noted that Liu et al.
(2023) study a ¢o-regularized balanced OT problem with
column-wise sparsity constraint. They propose a gradient
descent based algorithm (e.g., LBFGS) with sparse projec-
tions to optimize a dual relaxation of their primal problem.

Table 4. Duality gap (A) comparison for solving (7) with various
hyperparameters. Lower duality gap is better. We observe that our
approach obtains significantly lower duality gap than SCOT.

[V Proposed solver SCOT solver
L 721 Primal obj. A Primal ob;j. A
0.1 0.1] 0.02993 < 10719| 0.03169 0.00232
1 0.1| 0.09183 0.01911| 0.27172 0.19111
10 0.1 | 0.11682 0.64896 | 2.30889 2.21029
01 1| 0.03036 <10°'°| 0.03116 0.00114
1 1| 0.09409 0.00286 | 0.10371 0.01216
10 1| 0.11897 0.05468 | 0.32334 0.21289

We use their algorithm to solve (8), which is a dual of (7).
While Algorithm 2 learns a primal solution ~; of (7), the
corresponding dual solution {a1, 31} can be obtained via
Proposition 3.5. SCOT, on the other hand, obtains a dual
solution { a2, B2} of (8) and then obtains the corresponding
primal solution ~5 by solving the sparse projection prob-
lem (9). Hence, we can compute and compare the duality
gap A(v,a,3) = P(y) — D(a, B) associated with the
solutions obtained by both the algorithms.

Experimental setup and results: The source and target
measures are taken to be the empirical measures over two
randomly chosen 100-sized batches of CIFAR-10. We com-
pare the duality gap over a range of hyperparameter (A1, A2)
values and different kernels employed for the MMD compu-
tation in (2). The kernel hyperparameters are fixed accord-
ing to the median heuristics (Gretton et al., 2012).

Table 4 reports the results with a inverse multiquadratic
kernel (Sriperumbudur et al., 2011). We observe that our
approach outperforms SCOT by obtaining at least three
times lower duality gap. In a couple of cases, the duality
gap associated with our Algorithm 2 is < 10719, signifying
that it has converged at (or very close to) a global optimum.
Additional results are discussed in Appendix AS5.5.

6. Conclusion

In this work we proposed sparsity-constrained unbalanced
OT formulations and presented an interesting viewpoint of
the problem as that of maximization of a weakly submod-
ular function over a uniform or partition matroid. To this
end, we propose novel greedy algorithms having attractive
approximation guarantees. A duality gap analysis further
provides an empirical way of validating the optimality of our
greedy solution. Experiments across different applications
shows the efficacy of the proposed approach. At a concep-
tual level, our work shows a novel connection between OT
and submodularity. A future work could be to expand on
the variants of structured sparsity patterns in the OT plan.
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Al. Background
Al.1. Weak Submodularity

Das & Kempe (2018) defined the notion of approximate submodularity governed by a submodularity ratio. For
a monotone function F' the submodularity ratio, w.r.t. a set .S and a parameter K > 1, is defined as follows.

arx(F) = Suea LS I(5) it 0/0 ;= 1. F is submodular iff g > 1. If the ratio
SCL,A:|A|<K,ANS=¢

F(SUA)—F(S5)
o= E“GI;‘(?EJ‘ZL;EUF}EE;T %) s greater than 0 and not necessarily greater than 1, then F' is a-weakly submodular.

A1.2. Characteristic Kernel, Universal Kernel, and Maximum Mean Discrepancy (MMD)

We have the following assumption on the kernel corresponding to the MMD regularization in (3):

Assumption Al.1. The kernel k corresponding to the MMD regularizations in (3) is bounded and universal.

In the following, we briefly discuss the above concepts.

Boundedness: A kernel k£ : X x X — R is said to be bounded if k(x,y) < oo, Vx,y € X. In the continuous domain,
examples of bounded kernels include the RBF (Gaussian) kernel or the IMQ (inverse multiquadratic) kernel.

Kernel mean embeddings: Let ¢(-) and H be the canonical feature map and the canonical reproducing kernel Hilbert space
(RKHS) corresponding to the kernel k. The kernel mean embedding (Muandet et al., 2017) of a random variable X ~ P is
defined as ¢¥p == Exp[¢p(X)]. If the kernel k is bounded, then ¢)x € H and is well defined.

Characteristic and universal kernels: Characteristic kernels (Sriperumbudur et al., 2011) are those for which the map
‘P +— 1p is injective (one-to-one). A kernel defined over a domain &’ is universal if and only if its RKHS is dense in the
set of all continuous functions over X. All universal kernels are also characteristic kernels (over their respective domains).
Examples of universal kernels include the Kronecker delta kernel for discrete measures, the Gaussian kernel for continuous
measures, the IMQ kernel for continuous measures, etc.

Maximum mean discrepancy (MMD): Given a characteristic kernel k, and distributions p and v, the MMD metric between
1 and v is defined as (Gretton et al., 2012)

max
Fllfl=<t

where (-, )3, and || - ||3; denote the RKHS inner product and RKHS norm corresponding to the kernel k, respectively.

A2. Proofs on the theoretical results presented in the main paper
A2.1. A few useful properties of F'(.S) as defined in (3)

Let the function F'(S) be as defined in (3), i.e., F(S) = U(0) — min U(v) = U(0) — U(vs). Here, U :
~:supp(v)CS,v>0

R"™™ — R, and 7g denotes an optimal solution of the convex MMD-UOT problem (1) with a given fixed support S. In

the following, we first prove that the function —{(-) has a finite RSC and RSM parameters (Section 2.3) and then use this

property to prove a couple of results corresponding to F'(.S).

Lemma A2.1. —U(-) has a finite restricted strong concavity (RSC) parameter (uq) and a finite restricted smoothness
(RSM) parameter (Ug,) whenever the employed kernel function k is universal.

Proof. We first prove that —/(.) has a finite RSC, RSM parameters for the case Ay = 0. Given v, € R™*™, we have the
following result

—U() -UER) = (VUA) Y =)

(('Yln - 7/1n)TG1(71n —v'1,) + (7T1m - 'Y/Tlm)TGZ('YTlm - ')’/Tlm)) (A13)
(Tr (v =) Galy =) aly) + Tr (77 =T TGa(v" =" T)1mly)) -

where the function () and its gradient are defined in (1) and (6). Tr(-) denotes the trace operator.
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Let e}, ef denote the minimum and maximum eigenvalues of Gi. Let €2, e? denote the minimum and maximum
eigenvalues of Go. Then (A13) implies, A1 (ejn + egm) < — U(Y) —UH') — (VUH),Y — 7)) < Ailein +em).
Thus, the RSC constant becomes ug = Ai(ejn + e3m) and the RSM constant becomes Uy, = A1 (ejn + e3m). We
recall that all characteristic kernels are universal (A1.2). We use that the gram matrices of universal kernels are full-rank
(Song, 2008, Corollary 32). Hence, with a characteristic kernel (like the Gaussian kernel or the inverse multi-quadratic
kernel), uq and Ug > 0. Invoking the Gershgorin circle theorem, the maximum eigenvalue of the gram matrices can be
upper-bounded by the maximum row sum, which is finite for bounded kernels (like the Gaussian kernel or the inverse
multi-quadratic kernel). We have that 0 < ug < Ug < oo.

It can be easily seen that, when Ay > 0, the RSM constant becomes A (ein + €2m) + A2 /2 and the RSC constant becomes
A1 (egn + e3m) + Ao /2. O

(g5 (v5)), where g () = max{—V,(.), 0}.

Lemma A2.2. F(SU {u}) — F(S) > 2}]1

Proof. Let 1{#} € R™*™ denote a matrix of zeros with 1 at the index given by {u}. Let y{*} = vg + n1{*} for some
n > 0.

F(SuU{u}) — F(S) = U(vsuguy) +U(7s)
> —Uy™) +U(vs)

U
> (=VU(ys), ") — .
On maximizing wrt > 0, we get F(S U {u}) — F(S) > ﬁ (g (vs))? (When n= %’1’5)) O

Lemma A2.3. F(SUA) — F(S) < 51~ Y (5 (75))%, where g () = max{—VU,(.), 0} and m = |S| + | Al.

2Upm,

Proof. As ~s, vsua are the minimizes, U (0, xn) —U(vs) = F(S) and U0y xn) — U(vsua) = F(AUS). We now
upper-bound, F(S U A) — F(S) = U(vs) — U(vsua)-

Using the RSC and RSM constants of —Uf (A2.1), we have the following.
Usp,
7||’)’SUA —ys|? < —U(vs) + U(vsua) + (—VU(Ys), Ysua — ¥s)
Usp,
= 0 < ~U(ysua) +U(vs) < (=VU(¥5),Ysua —¥s) — TH’YSUA —7s?

U 2
< max —VU((5), W —5) — —=||W — ~5]|*. A
- W;WZOMM%NV\(SM):O< L{( S)’ S> 2 ” S” (AlD)

The matrix W™ that attains the maximum is described as follows. W§, , = max { L (—VUsua(7s)) + (7s)suA, 0}.
Now, from the KKT conditions, we have that Vj € S,

U,

(7s); >0 = —VU;(vs) =0and (vs); =0 = —VU;(vs) <0.

Hence, (W* — vs); = 0 € S. Also, (vs); = 0Vj € A. Thus, Vj € A,(W* —vs), = max {ﬁ (—=VU;(vs)), o}.
Using this in (A14), we get

1 2
F(SUA)-F(S) < %Z (g4 (vs))",
u€A
where g (.) = max{—VU,(.), 0} and m = |S| + |A|. O
A2.2. Proof of Lemma 3.1
Proof. We have that, F'(S) = U(0yxn) — min U(y). From the definition of min, it follows that F'(.) is a

~:8upp(Y) €S, ¥20mxn
monotonically increasing function of S, i.e., if S; C So C V, then F'(S1) < F(S2). As F(.) is monotonically increasing,
F(S) > F(¢) =U(Opmxn) — U(0pxrn) = 0. This shows the non-negativity of F(.). From Lemma A2.1, we know that
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U(.) has a finite RSC and RSM constants: uq and Ug, respectively. Now, the proof of a-weak submodularity of F'(.) follows
the proof technique used in Gurumoorthy et al. (2019, Theorem IV.3).

For weak-submodularity (Appendix Al.1), we need to lower bound F/(SU{u}) — ( ) and upper bound F(SUA) — F(S).

Let m = |S| + |A|. From Lemma A2.2, we have that, /(S U {u}) — F(S) > 2U (gt ('75))2. From Lemma A2.3, we
1

have that, 0 < F(SU A) — F(S) < 5= > e (& (’73)) . Using these, the ratio Zueﬁ(séi%{ugzs)ﬂs) > 7. We now

lower bound u,7. We recall that m := |S \ + |A| for S, A C V. With the general sparsity constraints on the support (Section

3.1), m < 2K, which makes us > uag, (Section 2.3). With the column-wise sparsity constraints on the support, (Section

3.2), m < 2nK,, which makes u;, > w2, i, (Section 2.3). Hence, we proved that F'(-) is a-weakly submodularity with

o> ZK L for the general sparsity case and ov > 25’{ 2 for the column-wise sparsity constraints. Combining the two cases,

we have that o > “2K where K denotes the sparsity level of the transport plan. O

A2.3. Proof of Lemma 3.2

Proof. Let S* be the optimal support set. Let V' denote the ground set of cardinality N = m x n and K = K; as
the general sparsity cardinality constraint. Let S; be the subset chosen by Algorithm 1 up to iteration <. We define

g]_"— (737) = max{—VUj (751)7 0}

Let a randomly chosen set 12 consist of s = & log £ elements from V'\ S;. We first estimate the probability that RN (S*\ S;)
is non-empty.

Pr[RN(5*\S;) #¢] =1—Pr[RN(S*\ S;) = ¢]
IS*\Si|>“’
( [V \ Sl
> l—e_s% (Fl-—z<e™)
[S*\ S5

>1—e " (V\S]<N)

@ * s

> (1 eN ) LI\(| (Using concavity of f(z) =1— e~ %%

=(1-¢) 15 [\( d (Substituting the value of s.) (A15)

The inequality (1) is detailed as follows. As f(x) = 1 — e~ ¥ is a concave function for z € R and as ‘S*% € [0,1], we
5°\S; 5"\S; 5*\S; S*\S;
have that f (%K—F (1 — %) .0) > Ii;\(‘f(K) + (1 - %) 1(0).

Now, we observe that, for an element u to be picked by Algorithm 1, g (vs,) > g (vs,), ¥b € RN (S*\ S;) (if
non-empty). We have that,
2 2
g (vs.) 2 & (vs) = (85 (75.)” = (89 (7s.))
2 2 *
— E|(g(15))" 15/ 2 E[ (g (v5,))"1S:] Pr[RN(S"\S) £9]  (Al6)

for any element b € RN (S* \ S;) (if non-empty).

We then use that R is equally likely to contain each element of S* \ S;, so a uniformly random element of R N (S* \ \S;) is
a uniformly random element of S* \ \S;. From (A16),

E (gl (vs,))" IS)] = PrRN(S"\ 5) #aﬁ]m > (g5 (s))”
" bes=\s;
> 1;(6 S (g (7s,))” (FromAlS.) (A17)

bGS*\Si
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With S;11 = S; U {u}, Lemma A2.2 gives us,

E [201 (F(Si1) = F(S)IS:] = B[ (g (v.)) 1] (A18)

Using Lemma A2.3, we have that,

Y (mrs)’ = 20D (pisy - pis)

beS*\S;

2’U,2K(1 — 6)
K

Y

(F'(S%) = F(S:)) - (A19)

The last inequality uses that m = |\S;| 4+ |S* \ S;| < 2K and hence u; > uak.
From inequalities (A17), (A18), and (A19), we get the following.

2uag (1 —¢€)
K

E 201 (F(Si41) = F(S))15:] = (F(8") = F(51)

— E[(F(Sis) - F(5) 182 K02 (r(57) — sy ( e 11)
usk (1 —¢€)

= EIF(Si01) ~ F(S)] >

(F(S*) —E[F(S;)]) (Taking an expectation over A;.)

On re-arranging and using induction, we get

usi (1 —¢€) = usg (1 — €)'
E[F(Sk)] > 25— Y p(s* (1—“(5)
(s 2 = >(z -
usk (1 —¢€) K U
> 11— <1 _ 2RV T ) F(S™) <We use =K ¢ (0,1] and sum the Geometric series.)
KU, Uy

_ugg(1-9)
> (1—6 U1 )F(S*) (Usinge™* >1—1x)

= (1 - eiT(l*E)) F(S™) (Where r= ug_f)
> (1—e " =€) F(S).

The last inequality is detailed as follows. Let us first consider a function f over the domain [0, 1] defined as f(z) = 2% — zz
for some z > 0. This is a convex function with f(0) = 1, f(1) = 0. Thus, 2* — 2z < 1. Taking z = e” proofs the result.
The proof technique is inspired by the proof for the stochastic-greedy algorithm (Mirzasoleiman et al., 2015). O

A2.4. Proof of Lemma 3.3

Our proof is inspired by the approximation ratio proof in Chen et al. (2018). We first discuss the following lemma where our
proof differs from that in Chen et al. (2018). In this subsection, we use K to denote the overall cardinality constraint of the
column-wise sparse transport plan, i.e., K = nKs.

Lemma A24. For every1 < i < K, E[F(S,)] > E[F(Si_1)] + o 2F O Ear S D EIF Sl yypore o = s

Proof. The base OPT;_1 is a possible candidate to be the maximizing base, M;. Now, with the criteria used in Algorithm 2
to pick the next element, we have the following.

Nogtsic) > Y gtlSii) = Y (gtwlsicy)’ > Y (gt lSin)”.

ueM; u€EOPT; _1 ueM; u€OPT; _1

Using Lemma A2.2 and Lemma A2.3, we have that,

3" 20 F(ulSio1) > 2un F(OPT,_1]Sim1) = > F(ulSi_1) > = F(OPTi-1|Si1),
uweM,; ueM; Ul
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where m = |OPT1_1| + ‘Si_1|.

We denote “5—1‘ (< “0—) by a. Algorithm 2 adds a uniformly random element u; € M; to the set S;_; to obtain the set S;.
1 1
As M; is of the size K — i+ 1,

E[F(S0)] = F(Si-1) + ELF(u]Si )] = F(Si1) + ez > FulS;-1)

K7i+1u€M«;
@
> ) = : )
> F(S;i—1) + K_Z+1F(OPE—1‘S’L—1)
F(OPT;_1US;_1) — F(S5;_
=F(S;-1) +« ( ! 1) ( 1).

K—-i+1

We now discuss the proof of Lemma 3.3.

Proof. Let OPT be an arbitrary optimal solution. As F'(+) is monotone, we may assume O PT is a base of M. Chen et al.
(2018, Lemma 2.2) describes constructing a random set O PT; for which S; U O PT; is a base, for every 0 < i < K. From

i «
Chen et al. (2018, Lemma 2.3), we have that for every 0 < ¢ < K, E[F(OPT;)] > [1 - ( il ) ] F(OPT). This result

K+1
uses the non-negativity of F' and the property that O PT; is a uniformly random subset (of size K — 7) of OPT.

Combining this result with Lemma A2.4, Chen et al. (2018, Corollary 2.5) gives us that for every 1 < ¢ < K, E[F(S;)] >

E[F(S;-1)]+ o=l/ (KH)]Q}'(F;(IOIET) B[P (Sio1)] . Now, the proof for the approximation ratio of Algorithm 2 follows from

Chen et al. (2018 Theorem 2.6). The proof is based on induction. O]

In the above proof, we refer the results of (Chen et al., 2018) as given in their arXiv version (https://arxiv.org/
pdf/1707.04347).
A2.5. Proofs of Lemma 3.4 and Proposition 3.5
Proof. We begin by re-stating the primal problem.
min P() (= (C,7) + 27—, 0(v) + Myl — plE, + v "1 -v[[g,)), (A20)
¥>0 J
where O(v;) = 22||v;[|2 + 0, (v;) and Bx = {z € R : ||z||y < K}. We use auxiliary variables p € R™ and q € R”
tosetyl — pu = pand~v'1 — v = q. The Lagrangian becomes

i " . 2 2 T(p _ Tl _ T
. (Com) + 2521 0(7) + Mlllpllg, + lldllg,) +a' (P=71+pn)+8 (a—v ' 1+v),

where oo € R™ and 3 € R". We simplify the Lagrangian as follows.

: . 2 2 T _ T AT
o (G4 D 00n) + APl + ) + T (p ALt ) + 8T (=Y 1)

j=1

— : L _A. . i 2 2 T T
_j_l%%%(@a a=BLy)+O() + _min (Nl + lalE) + el e+ w8 (@t v)
=Y -0(a+B1-C)+ _min_ (Ml + lalE,) + el +p) BTt v). (A21)

j=1

From the optimality conditions, we have that 2A\1 G1p + a = 0 and 2\ G2 + 8 = 0. On substituting the values of p as
~1 — pand q as v 1 — v, we prove Proposition 3.5. Using this relationship in equation (A21), the simplified Lagrangian
is denoted by D(cx, 3). The dual problem of (A20) then becomes the following.

max D(e,8)= max (a,p)+ (B,v)— LozTGflot - LﬂTGglﬂ - Z@*(a +B8;1-C;j).
4

acR™ BER™ ’ acR™ BeER™ ’ 4)\ —
]:

This proves Lemma 3.4. O
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Algorithm A3 Classical greedy algorithm for maximizing (weakly) submodular problems with cardinality constraint

Input: \i, Ao, 1, v, C, G, Go, sparsity level K.
1= 1350 = ¢77So =0.
while : < K do
1. u = argmax F(S;_1 U{e}) — F(S;-1)
ecV\S;_1
2.5, =5,_1U {u}
3. s, = argmin  U(7)
~:supp(y)€Si, v>0
4.i=1+1
end while
return Sx, vs,

A3. MMD-UOT problem with the support set of the variable ~ restricted to a given set S

We first present the MMD-UOT formulation in which the support set of v is T' = {(4, j)|i € [m],j € [n]}, i.e., no sparsity
constraints:
min U(v), where

~¥>0
U(y) = Z [Cijvij + %2%2] + 2175 (X Ya(Gr)ip — 2(Gipl,) )ij)
(4,5)€T (p,9)€T T ) ) (A22)
A7 (Y Ma(G2)gy — 2(1mr T Ga)i) | + Mg, + IvIE,)-

(p,q)ET

In the proposed formulation (3), the optimization is solved with the support set of « being restricted to a given set S C T'.
This equivalently implies that y;; (and 7,4 terms) can be set to zero for all (¢, j) € 7'\ S (and (p, ¢) € T'\ S). Consequently,
the optimization problem is only for ~;; for (7, j) € S. We denote this variable as «g in the following:

min u = min U , Where
~:supp(y)CS,v>0 ™) vs20 ()

Ulrs) = X [Cipvig + 375+ % (X 1a(Gip — 2(Gaply)) i)
(i,5)€S (p.a)€S - ) ) (A23)
+/\1%‘j(( Z): S’qu(G2)qj =21 T Ga)yg) | + Mg, + IVIE,)-
P,q)€

We note that the above problem has a smooth convex quadratic objective with non-negativity constraint and, therefore, can
be solved using the APGD solver (Manupriya et al., 2024b).

Ad4. Classical greedy and non-stochastic OMP algorithms for solving our GenSparseUOT (4)
Algorithm A3 is the classical greedy algorithm for solving the proposed GenSparseUOT formulation (4).

Algorithm A4 is a non-stochastic OMP algorithm for for maximizing weakly sub- modular problems with cardinality
constraint. It is used for solving GenSparseUOT sub-problems in the SPFD experiments (Section 5.1.1, Problem (11)).

AS. More on Experiments

We present details of experiments discussed in the main paper along with some additional results.

Common Experimental Details: In the proposed approach, we either use the RBF kernel k(z,y) = exp 7”%?”2

or kernels from the inverse multiquadratic (IMQ) family: k(z,y) = (0% + ||z — y||?)7%° (referred to as IMQ) and

2017, Jitkrittum et al., 2019; Dwivedi & Mackey, 2022; Manupriya et al., 2024b;a). The cost function is squared-Euclidean
unless otherwise mentioned. We also normalize the cost matrix such that all entries are upper-bounded by 1. The coefficient
of quadratic regularization A2 is 0 unless otherwise mentioned.

—0.5
k(z,y) = (M) (referred to as IMQ-v2). These are the universal kernels (Sriperumbudur et al., 2011; Li et al.,
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Algorithm A4 Vanilla OMP algorithm for maximizing weakly submodular problems with cardinality constraint

Input: \i, Ao, 1, v, C, G, Go, sparsity level K.
i=1,5 = ¢,vs, = 0and g = —VU(vs,)-
while : < K do

1. v = arg max g,

eeV\Sifl
2.5, =5,_1U {u}
3. s, = argmin  U(7)
~:supp(Y)€Si, ¥>0

4.8 =—-VU(vs,)

5.i=i+1
end while
return Sx, vYs,
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Figure A3. (Best viewed in color.) The source samples are shown in blue and the target samples are shown in red. We show an edge
between source point ¢ and target point j if «y; ; > 0. The intensity of the color represents the magnitude of ~y; ;. (a) SSOT (Blondel et al.,
2018) results in 4 non-zero entries in . (b) The top-4 entries of the MMD-UOT transport plan. (c) Proposed GenSparseUOT transport
plan obtained with sparsity constraint K = 4. We can see that the support points of the transport plan obtained by GenSparseUOT are the
most diverse, resulting in one-to-one mapping between the source and the target.

The experiments in Section 5.2 are done on an NVIDIA A100-SXM4-40GB GPU, and the remaining experiments are done
on an NVIDIA GeForce RTX 4090 GPU.

AS.1. Synthetic Experiments

Diversity in the support set. A key feature of submodular maximization is obtaining a diverse solution set (Das & Kempe,
2018) since the selection of the next element essentially involves incremental gain maximization. Hence, we expect the
support set of the transport plan learned by our Algorithm 1 for the GenSparseUOT problem (4) to exhibit diversity. Diversity
in the support set of a transport plan implies primarily learning one-to-one mappings between the source and the target
points rather than one-to-many or many-to-one mappings.

In Figure A3, we observe the diversity in the learned transport plan with K = 4 on the two-dimensional source and target
sets. Figure A3(a) shows the transport plan obtained using SSOT (Blondel et al., 2018). We observe that SSOT learns
many-to-many mappings. For Figure A3(b), we observe that MMD-UOT (Manupriya et al., 2024b) also has similar issues. It
should be noted that both SSOT and MMD-UOT do not provide a direct control over the size of support of the transport plan.
Hence, one may require a top-K selection heuristic to learn a transport plan with K non-sparse entries (Arase et al., 2023).
However, as discussed, proposed Algorithm 1 directly learns a transport plan v with K non-sparse entries. In addition, as
observed in Figure A3(c), Algorithm 1 learns several one-to-one mappings, highlighting the diversity in the support set of ~y.

Gradient flow. Gradient flow constructs the trajectory of a source distribution fi being transformed to a given target
distribution . The underlying problem in gradient flow is of solving Oft; = —V 5, D(fi+, ) for different timesteps ¢ > 0,
where D is a divergence over measures. Prior works have employed an OT-based divergence (Fatras et al., 2020; Nguyen
et al., 2022) and used the Euler scheme for solving this problem (Feydy et al., 2019). Often, in practice, the gradient updates
are performed only over the support of the distribution, keeping the mass values of the distribution fixed to uniform (Nguyen
et al., 2022). We compare our approach (4) with MMD-UOT (Manupriya et al., 2024b).

In our experiment, the initial source distribution and the target distributions are shown in Figure A5(a). Both the source and
the target sets have 1000 data points each. The learning rate for gradient updates is fixed to 0.01 and the number of iterations

19



Submodular Framework for Structured-Sparse Optimal Transport

Figure A4. (Best viewed in color.) The source samples are shown in blue and the target samples are shown in red. We show an edge
between source point ¢ and target point j if «y; ; > 0. The intensity of the color represents the magnitude of ~y; ;. (a) SSOT (Blondel et al.,
2018) results in 3 non-zero entries in . (b) The top-3 entries of the MMD-UOT transport plan. (c) Proposed GenSparseUOT transport
plan obtained with sparsity constraint K = 3. We can see that the support points of the transport plan obtained by GenSparseUOT are the
most diverse, resulting in one-to-one mapping between the source and the target.
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Figure A5. (Best viewed in color.) (a) Initial source points (rainbow color) on the left and target points (in blue) on the right. (b) Gradient
Flow results of MMD-UOT (c) Gradient Flow results of proposed GenSparseUOT solved with Algorithm A4.

is set to 2450. Figures A5(b) & A5(c) plot the results for MMD-UOT and the proposed GenSparseUOT formulations. We
observe that the solution z¢; obtained by GenSparseUOT closely mimics the target distribution, while the solution obtained
with MMD-UOT performs poorly. This is interesting because while GenSparseUOT employs MMD-UOT based objective,
the additional sparsity constraint and the submodular maximization approach (Algorithm 1) ensures diversely selected
support for GenSparseUOT. This makes the gradients with the proposed approach more informative.

The details of the hyperparameters used for Fig. A3 are as follows. We consider empirical measures over the two-dimensional
source and target samples with no. of source samples as 35 and no. of target samples as 25. The coefficient of regularization
hyperparameter for SSOT is chosen from {0.1, 0.5, 1}. The result in Fig. A3(a) has a coefficient of 0.5, which resulted in the
OT plan with the most diverse support points. The results obtained with the proposed method and with MMD-UOT use RBF
kernel with o2 as 1 and \; as 10. Fig. A4 shows results with empirical measures over the two-dimensional source and target
samples with no. of source and target samples as 10 each. The coefficient of regularization for SSOT is 0.5, which resulted
in the OT plan with the most diverse support points. The results obtained with the proposed method and with MMD-UOT
use IMQ kernel with o2 as 10 and \; as 10.

The details of hyperparameters used for Fig. AS are as follows. For the proposed method, we use IMQ kernel with o2 as 10~
and A\, as 10!, For MMD-UOT, we also use the IMQ kernel but additionally validated over a range of hyperparameters:
02 € {1074,1073,1072}, A\; € {107%,1073,1072,1071, 1, 10}. The best o2 is 10~3 and the best \; = 1072,

AS5.2. Sparse Process Flexibility Design Experiment Details (Section 5.1.1 of the main paper)

Table AS shows the detailed result where we present the mean and the standard deviation of expected profit when run for
different seeds. We also show the result with our non-stochastic variant Algorithm A4.
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Table A5. Expected profit (higher is better) for SPFD experiment with varying network size constraint [. Proposed refers to our
GenSparseUOT formulation (4). We report the mean and std. deviation with 5 different seed values. We observe that our approach
outperforms GSOT.

Method [ =100 =175 [ =250
GSOT 0.014 £ 0.001 0.031 £0.001  0.044 £ 0.002
Proposed (Algorithm A4) 0.152 + 0.006 0.212+£0.011 0.252 £ 0.008

Proposed (Algorithm 1, e = 1072)  0.166 £0.013  0.224 £0.029  0.293 4 0.023
Proposed (Algorithm 1, e = 1073)  0.167 £0.017  0.238 £0.021  0.286 & 0.017
Proposed (Algorithm 1, e = 107%)  0.147 £0.018  0.240 £0.015  0.274 4 0.008

Table A6. Computation time (s) corresponding to Table 1 results.

Method =100 =175 [ =250

GSOT 17.69  20.09  23.00
Proposed (e = 1072) 6.74 1199  17.59
Proposed (e = 1073)  6.33 12.03 17.93
Proposed (e = 10~%) 644 1192  17.68

Validation details: The validation data split is generated following the procedure given by Luo et al. (2023). Both the
GSOT’s hyperparameters (« and p) are independently chosen from the set {1072,1071, 1, 10}. For the proposed approach,
the regularization parameter \; and the kernel parameter o2 are chosen from the sets {1, 10,100} and {1073,1072,101, 1},
respectively.

The hyperparameters chosen after validation are as follows. The proposed approach uses RBF kernel with o2 = 1 and
A1 = 100. The hyperparameters («, p) in GSOT are set as (10, 1).

Timing results: Table A6 compares the time taken for the SPFD experiment by the GSOT method and the proposed
approach. This computation time includes the time taken to compute the OT plans and the time taken to compute the overall
profit as described in Section 5.1.1. It should be noted that the algorithm to compute the overall profit is the same for both
the methods.

A5.3. Word Alignment Experiment Details (Section 5.1.2 of the main paper)
Dataset: The Wiki dataset consists of 2514 training instances, 533 validation instances, and 1052 test instances.

Experimental setup: For baseline methods BOT, POT, and KL-UOT, the results were obtained with the code and optimal
hyperparameters shared by Arase et al. (2023). To evaluate the proposed method, we use the same experimental setup as in
(Arase et al., 2023) and only tune the hyperparameters. Cosine-distance is employed as the cost function.

Validation Details: The validation data split is the same provided by Arase et al. (2023). The grid for regularization
hyperparameters for BOT, POT, KL-UOT are the same as in their code, i.e., BOT, POT have 50 equally-spaced values
between 0 and 1 and KL-UOT has 200 equally spaced values in the log space between -3 and 3. For SSOT, the regularization
hyperparameter ) is chosen from {10~7,107°, ... 1}. For both MMD-UOT and the proposed approach: (a) the kernel
function is validated between RBF and IMQ, (b) the kernel hyperparameters are tuned from the set {m/8, m/4, m,4m,8m},
where m denotes the median used in median heuristics (Gretton et al., 2012), and (c) A; is tuned from the set {0.1,1, 10}.
For the proposed method, A; is validated on the set {0.1,0}.

The chosen hyperparameters for SSOT, MMD-UOT, and our approach are as follows. The coefficient of ¢5-norm regulariza-
tion \ for SSOT is 10~%. For MMD-UOT, IMQ kernel is chosen with o2 = 4m and \; as 10. For our approach, the chosen
kernel is RBF with 02 = m/8, A\; = 1, and Ay = 0.1.

Results: Table 2 reports the F1 and accuracy scores while Table A7 reports the corresponding precision and recall scores.
Timing results: The average time (in seconds) to compute OT plans: (a) BOT, POT, and KL-UOT baselines of Arase et al.
(2023) require 0.01 seconds, (b) SSOT requires 0.08 seconds, (c) MMD-UQT requires 0.40 seconds, and (d) our approach
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Table A7. Precision and Recall values on the test split of the Wiki dataset. Higher values are better.

Null Total
Method Precision Recall Precision Recall
BOT (Arase et al., 2023) 79.80 80.29 95.11 94.81
POT (Arase et al., 2023) 66.96 79.01 93.64 94.67
KL-UOT (Arase et al., 2023) 77.31 80.16 94.50 94.75
MMD-UOT (Manupriya et al., 2024b) 76.41 75.42 92.73 93.57
SSOT (Blondel et al., 2018) 23.02 40.64 57.71 72.15
Proposed 79.14 80.72 95.13 94.45
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Figure A6. Synthetic data (best viewed in color) for the toy experiment in Section 5.2.

requires 1.06 seconds.

AS5.4. Column-wise Sparse Transport Plan Experiment Details (Section 5.2 of the main paper)
A5.4.1. ToY EXPERIMENT

Figure A6 shows the data generated for this experiment. Each of the experts is a 1-hidden-layer neural network with GELU
as the activation function. The gating function is a single-layer neural network. We employ the Adam optimizer with a
constant learning rate scheduler and train for 100 epochs.

Validation Details: The randomly sampled validation split consists of 15% instances. The regularization hyperparam-
eter for SCOT is from {1072,107%,1,10,100}. For the proposed approach, \; is chosen from {102,10,1} and ), is
chosen from {10, 1}. The validation set for other baselines are as follows: (a) regularization hyperparameter for SSOT:
{1072,1071, 1, 10}, (b) KL-UOT: marginal’s regularization {101, 1, 10}, entropic regularization {10~2,10~%, 1,10}, and
(c) regularization hyperparameter for entropic OT {1072,10~%,1,10}.

The hyperparameter chosen for the proposed approach: IMQ-v2 kernel with 02> = 100 and regularization parameters
A1 = 100, A2 = 10. The coefficient of regularization chosen for SCOT is A = 10.

AS5.4.2. CIFAR-10 vs CIFAR-10-ROT
We follow the default setting of the code provided by Chen et al. (2022).

For the proposed method, we fix Ay = 10, the kernel function as IMQ-v2, and we set the kernel hyperparameter following
the median-heuristics (Gretton et al., 2012). The ¢5-norm regularization hyperparameter A of SCOT and the marginal
regularization hyperparameter \; of the proposed approach are chosen {0.1,10,1000}. The default coefficient of the
load-balancing loss taken from the code by Chen et al. (2022) is n2, where n is the number of experts. The default setting
results in a skewed allocation across the experts. On increasing the coefficient of the load-balancing loss to n®, we get a
more balanced split of inputs across the experts. Other hyperparameters are set to the default value in the code by Chen et al.
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Table A8. Duality gap comparison for solving Problem (7) on varying the regularization hyperparameters. All values are rounded to 6
decimal places. The kernel used is IMQ. A lower duality gap is better.

A1 Ae Proposed solver SCOT solver
Primal obj. Duality Gap Primal obj. Duality Gap

0.1 0.1 0.006073 <1071 0.006073  0.000020
1 0.1 0.040079 0.000014 0.060187  0.021549
10 0.1 0.090064 0.015801 0.502088  0.418079
0.1 1 0006073 <1071 0.006073  0.000417
1 1 0.042633 0.000012 0.043374  0.001185
10 1 0.092715 0.001890 0.095961  0.005033

Table A9. Duality gap comparison for solving Problem (7) on varying the regularization hyperparameters. All values are rounded to 6
decimal places. The kernel used is RBF. A lower duality gap is better.
A1 Ae Proposed solver SCOT solver
Primal obj. Duality Gap Primal obj. Duality Gap

0.1 0.1 0.002000 <1079 0.002000 < 10°10
1 0.1 0.019944 < 1071° 0.020003 0.000317
10 0.1 0.094129 0.057683 0.174627  0.102349
0.1 1 0.002000 < 1071° 0.002000 < 10710
1 1 0.019953 < 107'° 0.020218  0.000881
10 1 0.094866 0.008412 0.155751  0.064417

(2022). The test data consists of 20000 examples, with 10000 examples each from CIFAR-10 and the CIFAR-10 rotated.

Timing results: The per-epoch computation time in seconds corresponding to Table 3 are: 58.75s for (vanilla) MoE, 59.92s
for SCOT, and 617.90s for our approach.

AS5.5. Duality Gap Comparison Experiment Details (Section 5.3 of the main paper)

We present a comparison of the duality gaps obtained using the proposed solver (Algorithm 2) and the SCOT-based solver
for optimizing (7).

Adapting the SCOT solver for solving the dual problem (8) corresponding to the primal problem (7): Following

Liu et al. (2023), we use the LBFGS optimizer from scipy.optimize and initialize the dual variables ¢, 3 as zero

vectors of appropriate dimensions. Using the LBFGS optimizer requires one to pass a module that takes in inputs as the

optimization variable (c, 3 in our case) and returns the objective value in (8) along with the expression for the gradient
-1

of the objective w.r.t. the optimization variables. The gradient of the dual objective w.r.t. o is p — G21)\1a — z1 and the

-1
gradient w.r.t. 3 is v — G;/\lﬁ — z 1, where z is the solution of the sparse projection problem (9) (Liu et al., 2023).

We set max-iter for the APGD algorithm used in the proposed solver (Algorithm 2) as 1000. The results with the SCOT
solver are also reported with 1000 as the maximum iteration (after confirming that a higher max-iter does not change the
duality gap).

Results: Tables A8 and A9 show the duality gaps associated with the proposed solver and the SCOT solver with RBF and
IMQ kernels, respectively, and over different hyperparameter values. Table 4 in the main paper shows duality gaps with the
solvers employing IMQ-v2 kernel. The kernel hyperparameter is fixed according to the median heuristics (Gretton et al.,
2012), and the column-wise sparsity level is fixed as Ko = 4. We observe that the proposed solver obtains better duality
gaps across regularization hyperparameters and kernels.
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Primal Objective vs Time (s)
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Figure A7. Primal obj vs Time (s) plot for solving the ColSparseUOT formulation using Algorithm 2. The time is computed on an Intel-i9
CPU.
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Figure A8. (Best viewed in color.) (a) Image 1 (b) Image 2. (c)-(f) show results (along with the level of sparsity) obtained by transferring
the colors from Image 2 to Image 1: (c) OT (99.22%) (Kantorovich, 1942) (d) SSOT (97.86%) (Blondel et al., 2018) (¢) MMD-UOT
(96.12%) (Manupriya et al., 2024b) (f) Proposed GenSparseUOT (99.61%).

AS5.6. Computation Time

Figure A7 shows the objective over time (s) plot while computing column-wise sparse transport plan using Algorithm 2. The
source and target measures are empirical measures over two randomly chosen 100-sized batches of CIFAR-10. The kernel
used is RBF with median heuristics (Gretton et al., 2012). The sparsity level K5 is 4 and A\; = A2 = 10. The computation is
done on an Intel-i19 CPU.

AS.7. Color Transfer Experiment

Following Blondel et al. (2018), we perform an experiment of OT-based color transfer. Figure A8 shows the results
with various methods and the sparsity level in the obtained transport map. The coefficient of ¢5-norm regularization
hyperparameter for SSOT is 1. For the proposed method and for MMD-UOT, we use RBF kernel with 02 = 10~2 and
A1 =0.1.
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