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Abstract

The relationship between depression and the001
concepts of optimism and pessimism has been002
extensively researched by psychologists. In003
this paper, we use computational approaches004
to study how optimism and pessimism are ex-005
pressed in the online discourse of people di-006
agnosed with depression. Publicly available007
datasets are used for the development of an opti-008
mism/pessimism detection model, as well as for009
the analyses performed on social media posts010
of individuals with depression, as measured by011
BDI-II, a validated questionnaire for assessing012
depression. To analyze the optimistic and pes-013
simistic posts by individuals with depression,014
we use LIWC features and perform topic model-015
ing. Our results show that while there might not016
be significant differences between the amount017
of optimistic versus pessimistic posts depressed018
and control individuals have, the content of the019
posts differ meaningfully, both in terms of lin-020
guistic features and approached topics.021

1 Introduction022

Depression is one of the most prevalent mental dis-023

orders and has been extensively researched (Lim024

et al., 2018; Xu et al., 2021). Many studies fo-025

cus on understanding how depression manifests026

and its relationship with mood and emotions (Rot-027

tenberg, 2005). In addition to emotions, previous028

research has also investigated the connection be-029

tween depression and the concepts of optimism and030

pessimism. Karhu et al. (2024) demonstrate a bidi-031

rectional relationship: optimism not only buffers032

against depressive symptoms but is also eroded033

by them, while pessimism both predicts and is in-034

tensified by depression. Complementary studies035

by Korn et al. (2014) and Hobbs et al. (2022) re-036

veal that, unlike healthy individuals who display an037

optimistic bias when updating beliefs about the fu-038

ture, those with depression tend to weigh negative039

information more heavily. In addition, optimism040

is associated with better psychological well-being 041

and more effective coping (Scheier et al., 2001), 042

as well as better treatment outcomes, including re- 043

duced rehospitalization (Tindle et al., 2012). Prior 044

research also highlights a reduced risk of work 045

disability and an enhanced likelihood of returning 046

to work following a depression-related disability 047

(Kronström et al., 2011). 048

In recent years, computational analyses of social 049

media data have provided insights into the relation- 050

ship between psychological constructs and mental 051

health. De Choudhury et al. (2013) identified Twit- 052

ter users with depression through language and 053

engagement analysis, indicating that social media 054

can help spot depression onset, enabling proactive 055

mental health interventions. Chen et al. (2020) 056

found that mood shifts in social media correlate 057

with symptom scores, suggesting language reflects 058

actual mood in depression. 059

Depression detection is a prominent topic in 060

NLP, with traditional methods such as Support Vec- 061

tor Machines (SVMs), logistic regression, and ran- 062

dom forests being used (Gan et al., 2024). More 063

recently, there has been a transition to modern 064

methods that use attention, deep learning, and pre- 065

trained models (De Santana Correia and Colombini, 066

2022), demonstrating significant performance in- 067

creases. However, in addition to identifying mental 068

health disorders, language can offer insights into 069

broader psychological states, such as optimism and 070

pessimism, which are often associated with con- 071

ditions like depression (Herwig et al., 2009). Pre- 072

vious research from NLP has explored the mani- 073

festations of emotions (Uban et al., 2021; Aragon 074

et al., 2021) and even happy moments using so- 075

cial media data from individuals with depression 076

(Bucur et al., 2024). Although research from NLP 077

has focused on developing more effective models 078

for detecting optimism and pessimism (Ruan et al., 079

2016; Caragea et al., 2018; Alshahrani et al., 2021), 080

to our knowledge, there has been no analysis of op- 081
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timism and pessimism in the social media language082

used by individuals with depression.083

This study explores the correlation between084

optimism and pessimism on social media and085

depressive symptoms, a link supported by psy-086

chological literature. The aim is to develop087

optimism-pessimism detection systems using ad-088

vanced transformer-based architecture and conduct089

studies on the relationship between optimism and090

mental health issues like depression. Detecting op-091

timism and pessimism in social media is considered092

a first step towards understanding and detecting093

mental health issues. To the best of our knowledge,094

this is the first computational analysis of the cor-095

relation between optimistic and pessimistic social096

media language in people with depression. Thus,097

we aim to answer the following research questions:098

• RQ1: In what proportions are optimism and099

pessimism respectively manifested in the dis-100

course of individuals with depression?101

• RQ2: How is optimism manifested in the so-102

cial media language of individuals with de-103

pression?104

Quantifying optimism and pessimism in depres-105

sive discourse (RQ1) challenges the traditional106

view that depression is solely characterized by neg-107

ative affect. Analyzing social media language for108

manifestations of optimism (RQ2) uncovers subtle109

linguistic cues that conventional assessments might110

miss. This approach can inform the development111

of digital tools for early detection and personalized112

intervention strategies.113

2 Related Work114

Though it is still in its early stages, research on115

detecting optimism and pessimism in social media116

is expanding, partly because of the COVID-19 epi-117

demic. A deep-learning technique was presented118

by Blanco and Lourenço (2022) to examine the119

expression of optimistic and pessimistic sentiments120

in COVID-19-related Twitter conversations. They121

examined several network configurations using a122

pre-trained transformer embedding for semantic123

feature extraction and found that bi-LSTM systems124

produced the most successful models. According125

to the study, optimistic interactions tended to stay126

positive, whereas conversations with strong pes-127

simistic signals showed little emotional change.128

In order to improve prediction accuracy for op-129

timism and pessimism, Alshahrani et al. (2020)130

employed XLNet, a network that combines several 131

auto-regressive language models, to capture seman- 132

tic relationships and negations. On the benchmark 133

dataset OPT (Ruan et al., 2016), the study’s signif- 134

icant 63.32% error reduction increased the state- 135

of-the-art accuracy from 90.32% to 96.45%. Ac- 136

curacy at the tweet and user levels for two defined 137

thresholds—0 and 1/-1—was one of the assessment 138

measures. 139

Cobeli et al. (2022) introduce a Multi-Task 140

Knowledge Distillation architecture, achieving an 141

accuracy of 86.60% on the OPT dataset. The re- 142

search found that certain POS tags, such as nouns, 143

are consistently prevalent throughout all optimism 144

ranges. Other tags, like hashtags, are associated 145

with optimism levels. The use of emoticons, punc- 146

tuation, and user remarks also influenced optimism. 147

As tweets became more positive, first-person singu- 148

lar pronouns were less frequent, suggesting a con- 149

nection between pessimism and depression. The 150

architecture outperformed earlier setups for the 1/-1 151

threshold definition of optimism. 152

The concept of computational analyses in the 153

field of mental health detection correlations in so- 154

cial media speech has been investigated to an extent 155

in the study by Bucur et al. (2021), which looks 156

into the relationship between offensive language 157

and depression by examining how people with de- 158

pression use offensive speech in their social media 159

posts. According to the authors’ data, there is a 160

greater prevalence of derogatory language in the 161

online speech of individuals who have been diag- 162

nosed with depression. 163

In our research, we use computational methods 164

to analyze the online discourse of individuals with 165

depression. We aim to explore the impact of opti- 166

mism and pessimism, motivated by existing psycho- 167

logical research and advancements in NLP models 168

designed to detect these two mental attitudes. 169

3 Data 170

We use two data collections in our experiments: the 171

OPT dataset (Ruan et al., 2016) with annotations 172

for optimism and pessimism, and the eRisk 2021 173

dataset (Parapar et al., 2021) with social media 174

individuals with depression. 175

The most popular dataset for opti- 176

mism/pessimism identification was introduced by 177

Ruan et al. (2016). It contains 7,475 randomly 178

chosen tweets from 500 pessimistic individuals and 179

500 who were considered optimists. To select the 180
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texts, tweets containing optimism or pessimism-181

related keywords were found, highlighting both182

optimistic and pessimistic users. Each tweet was183

evaluated and classified by five human annotators184

using Amazon Mechanical Turk on a scale. To185

guarantee accuracy, quality control procedures186

were put in place, such as defining optimism and187

pessimism precisely, excluding commentators188

who answered "check" questions incorrectly, and189

comparing annotations to the average score to spot190

anomalies. Human annotators rated tweets on a191

disposition scale from 3 (extremely optimistic) to192

-3 (very pessimistic); this scale made it possible to193

distinguish between tweets in a complex way, al-194

lowing different levels of optimism and pessimism195

to be identified within the text. The average of all196

the evaluations for the acquired annotations is the197

final score. The rigorous quality control procedure198

resulted in a high final inter-annotator agreement199

(Krippendorff’s alpha of 0.731).200

In our experiments, we consider the three possi-201

ble classes: posts with an average annotation below202

-1 are labeled as pessimistic, those with a score of203

-1 to 1 belong to the neutral class, and the remain-204

ing posts are optimistic. This three-class setting205

provides greater granularity and intuitiveness.206

Our approach is different from the direction207

taken in the studies mentioned in the previous sec-208

tion; both works identify the need to address posts209

with average scores between -1 and 1 separately, as210

they are the most ambiguous in the given context,211

even for human interpretation. In one of their ap-212

proaches, Cobeli et al. (2022) choose to eliminate213

the specific group of posts, and consider the two214

classes, optimistic and pessimistic, so as to have a215

clearer distinction between the two attitudes. Al-216

shahrani et al. (2020) employed the same method217

of ignoring the respective posts to address the ambi-218

guity, calling it the -1/1 threshold. In both studies,219

this approach significantly improved model perfor-220

mance; however, for our work, we chose not to use221

a similar technique but rather keep the ambiguous222

data and create an additional class for it, for two223

main reasons:224

1. We believe retaining this data ensures preserv-225

ing the complexity and authenticity of real-226

world social media posts, as realistically, not227

all posts are and should be classified as either228

optimistic or pessimistic229

2. Eliminating the respective posts would mean230

reducing the data to almost half of the original231

size (3,847). 232

The eRisk 2021 dataset related to depression 233

(Losada and Crestani, 2016; Parapar et al., 2021) 234

contains social media users who were asked to 235

fill in the BDI-II questionnaire (Beck et al., 1996) 236

for the assessment of their depression status. Fol- 237

lowing this, their Reddit social media data was 238

collected with their consent. The BDI-II question- 239

naire contains 21 questions related to depression 240

symptoms, and the answers are used to calculate 241

an overall score that indicates the level of depres- 242

sion. The training dataset consists of 90 users with 243

ground truth BDI-II scores and 46,502 posts from 244

Reddit. The test dataset contains 80 users with a 245

total of 32,237 posts. In our experiments, we use 246

the data from all 170 users in the eRisk dataset. Be- 247

cause BDI-II is used by mental health professionals 248

to diagnose depression, we consider users with a 249

score above the established cut-off of 19 (Subica 250

et al., 2014; von Glischinski et al., 2019) as hav- 251

ing depression, while those with scores below this 252

threshold are considered control users. 253

To ensure the model reliably detects optimism 254

and pessimism in Reddit posts, we are includ- 255

ing a performance evaluation using a manually 256

labeled sample. In this sense, we have selected 257

a total of 150 posts in equal amounts from all 258

possible subgroups: optimistic/pessimistic/neutral 259

posts from depressed individuals, as well as opti- 260

mistic/pessimistic/neutral posts from the control 261

group. The texts were then manually rated by 3 262

human annotators, following the procedure from 263

Ruan et al. (2016), resulting in an average score 264

in the -3/3 interval. The obtained score is then 265

mapped according to the three available classes, 266

the same as the original OPT data. These labels 267

are used to validate the results obtained by our 268

optimism/pessimism detection model, with results 269

being presented in a later section (Section 5.1). 270

4 Methodology 271

4.1 Detection of optimism and pessimism 272

Due to its good downstream performance across a 273

great variety of tasks (Liu et al., 2019; Guo et al., 274

2022; Amin et al., 2023), we use in our experi- 275

ments a RoBERTa-based model fine-tuned on the 276

OPT dataset, which is then used to predict opti- 277

mism, pessimism and neutral labels on the eRisk 278

depression data. 279

The model, which we will refer to as RoBERTa- 280

OPT-3Labels from now on, was trained using 281
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Optimism Pessimism Neutral
Control Depression Control Depression Control Depression
I’m happy that every-
thing turned out rather
well for you in the end,
and that gives me a lot
of hope for my future.

I graduated [...] and
got my driver’s license!
[...] I know what the
next goal to work for
is. [...] I honestly value
my friendships more.

It is sad to think that
the life that we will live
in is set for imminent
destruction.

Something must al-
ways [...] remind
me how painful life is
and that it will never
GENUINELY get bet-
ter. [...] Everyone
would be better off
without me [...] I will
never be good enough.

Beagles are usually
listed as a breed that
tends to get along well
with cats [...]

I only consume great,
but lesser-known me-
dia. Are you familiar
with Steins;Gate and
Morrowind? Thought
so.

Table 1: Selected examples that were predicted as optimistic, pessimistic, or neutral from the depression and control
groups.

the HuggingFace platform, with twitter-roberta-282

base-sentiment-latest serving as the base model283

(Camacho-Collados et al., 2022). The base model284

was refined for sentiment analysis using the Tweet-285

Eval benchmark (Barbieri et al., 2020) after being286

trained on about 124 million tweets. In our train-287

ing, we set a learning rate of 5e-5, three epochs,288

a maximum sequence length of 128 tokens, an 8-289

batch size, and a warmup ratio of 0.1. To reduce290

overfitting, the optimizer employed was AdamW, a291

variation of the Adam optimizer with weight decay.292

The learning rate was decreased linearly from the293

starting value to zero using the "linear" learning294

rate scheduler. In order to avoid exploding gradient295

problems, the maximum gradient norm was fixed at296

1. To guarantee consistency of outcomes, the seed297

was set to 42. If, after five successive evaluations,298

there was no progress in the validation metric, early299

stopping was employed by setting the early stop-300

ping patience to 5. The early stopping threshold,301

which denotes the minimum significant change in302

the tracked metric needed for it to be deemed an303

improvement, was set at 0.01.304

4.2 LIWC305

LIWC 22 (Boyd et al., 2022) is an advanced text306

analysis tool that categorizes language into differ-307

ent dimensions, including psychologically mean-308

ingful ones, enabling the detection of cognitive,309

emotional, and social cues within the written con-310

tent. In our study, we focus on the most context-311

significant LIWC-derived features to analyze opti-312

mistic and pessimistic posts by individuals with de-313

pressive symptoms. We quantify these differences314

using z-scores derived from the Mann–Whitney315

U test, a nonparametric statistical method that316

assesses whether one group systematically ranks317

higher or lower than another on a given variable,318

being particularly suited for analyzing linguistic319

features that may not follow a normal distribution.320

Specifically, we use the test to compare how the 321

linguistic features (as categorized by LIWC) differ 322

between the optimistic and pessimistic posts within 323

the depression and control groups. The z-scores 324

reflect the magnitude of these differences, allowing 325

us to quantify how strongly specific language pat- 326

terns (such as references to future focus, negative 327

emotions, or social behavior) are associated with 328

either optimistic or pessimistic contexts in each 329

group. We also apply the Benjamini–Hochberg 330

procedure at a nominal alpha=0.05, which orders 331

the p-values and computes adaptive thresholds to 332

control the expected proportion of false discoveries. 333

Features with FDR-adjusted p-values below 0.05 334

were deemed significant, ensuring that our infer- 335

ences maintain high sensitivity to true effects while 336

limiting the rate of false positives across all tests. 337

4.3 Topic Modeling 338

We implemented a robust topic modeling frame- 339

work using BERTopic (Grootendorst, 2022) to un- 340

cover themes within social media posts, and to 341

explore their associations with sentiment and men- 342

tal health indicators. Our approach leveraged a 343

customized BERTopic pipeline, which integrates 344

text representation, dimensionality reduction, and 345

clustering techniques. 346

First, we generated dense text embeddings with 347

SentenceTransformer (’all-MiniLM-L6-v2’) and 348

reduced dimensionality using UMAP, opting for 349

a reduced n_neighbors from 15 to 10, while pre- 350

serving intrinsic data structure. Clustering was 351

achieved with HDBSCAN, with min_cluster_size 352

increased from 10 to 80 (for more robust topic 353

clusters), following text preprocessing with a 354

CountVectorizer configured for bi-grams that in- 355

cluded the standard English stopwords, extended 356

with common internet noise words: ’http’, ’https’, 357

’amp’, ’com’, ’www’, ’r/’. 358

To enhance interpretability, topics were re- 359
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fined using a custom representation that lever-360

ages KeyBERT (Grootendorst, 2020), com-361

bined with Part-of-Speech filtering (via SpaCy’s362

"en_core_web_sm") and Maximal Marginal Rele-363

vance (MMR), yielding high-quality, contextually364

relevant keywords. The final model assigned topics365

to each post, which were aggregated by sentiment366

(optimism, neutral, pessimism) and depression sta-367

tus (depressed vs. control). Chi-squared tests of368

independence were then employed to statistically369

assess differences in topic distributions across the370

target groups. The most representative words for371

each topic can be seen in Appendix A Table 4.372

5 Results and Discussions373

5.1 Model Performance374

We have performed experiments with various other375

models, including Naïve Bayes, SVM, and CNN,376

which each yielded the following test accuracies:377

62.12%, 65.24%, and 65.59%, respectively. We378

used GridSearchCV for hyperparameter tuning for379

both the Naïve Bayes model and the SVM clas-380

sifier. The CNN model uses a sequential model381

with embedding, convolutional, global max pool-382

ing, and dense layers, as well as dropout for regu-383

larization, and is trained over ten epochs to avoid384

overfitting, with early stopping We have selected385

the best model based on our experiments, which386

was the RoBERTa-based one. The reported results387

can be seen in Appendix A Table 5.388

The RoBERTa-OPT-3Labels model shows con-389

sistent and competitive performance, with an accu-390

racy of 71.65%, a weighted F1 score of 71.23%,391

and nearly matching precision and recall values392

on the test set. The weighted AUC of 0.8452 fur-393

ther underlines its ability to effectively distinguish394

among the three classes. As this is, to the best395

of our knowledge, the first work to consider a396

3-class approach, it would be interesting to see397

the results of the state-of-the-art models that in-398

terpreted the 1/-1 scenario by eliminating the neu-399

tral/ambiguous posts (Caragea et al. (2018); Al-400

shahrani et al. (2020); Alshahrani et al. (2021);401

Cobeli et al. (2022)). We present selected predicted402

samples in Table 1.403

Our classifier was tested on the constructed404

gold validation set described in Section 3, where405

it achieved an overall accuracy of 83%, demon-406

strating reliable alignment with human annota-407

tions. Class-specific F1-scores were uniformly408

high—0.83 for neutral, 0.83 for optimistic, and409

0.85 for pessimistic—indicating balanced perfor- 410

mance across categories. Notably, the model ex- 411

hibits perfect precision for neutral texts and perfect 412

recall for pessimistic ones, while capturing 90% 413

of optimistic instances. Class-specific results can 414

also be seen in the form of the confusion matrix 415

in Figure 1. These results support RoBERTa-OPT- 416

3Labels’s suitability for automated sentiment anal- 417

ysis. 418

Figure 1: Confusion Matrix for results predicted by
RoBERTa-OPT-3Labels on the gold validation data.

5.2 General Statistics Interpretation 419

After running the predictions for optimism and pes- 420

simism using the RoBERTa-OPT-3Labels model, 421

we find that users in the depression group have, 422

on average, fewer optimistic posts than the control 423

group, but a similar number of pessimistic posts. In 424

addition, users in the control group have more posts 425

labeled as neutral. The exact descriptive statistics 426

can be found in Appendix A Tables 6 and 7. 427

To test for statistical significance, we compare 428

the number of optimistic, pessimistic, and neutral 429

posts between the two groups using Mann–Whitney 430

U test, Cohen’s d, and Pearson correlation (Table 2). 431

The Mann–Whitney U test yields non-significant 432

z-scores and p-values for both optimistic (-1.23, p 433

= 0.22) and pessimistic (-0.20, p = 0.84) posts, sug- 434

gesting that both groups produce similar amounts 435

of content in these categories. In addition, the small 436

effect sizes (Cohen’s d = -0.18 for optimism, 0.06 437

for pessimism) and weak Pearson correlations fur- 438

ther support this lack of meaningful distinction. 439

However, a more significant difference can be 440

seen in the number of neutral posts for the per- 441

formed tests, with a small to moderate effect size 442

(d = -0.35). This suggests that individuals with de- 443

pression post significantly fewer neutral statements 444

than people not diagnosed with depression, poten- 445
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tially reflecting a tendency to engage more with446

emotionally valenced (optimistic or pessimistic)447

language rather than neutral discourse (Broome448

et al., 2015).449

Mann–Whitney
U test (z, p)

Cohen’s d Pearson Correlation
(r, p)

Optimistic (-1.23, 0.22) -0.18 (-0.09, 0.26)
Pessimistic (-0.20, 0.84) 0.06 (0.03, 0.68)
Neutral (-2.21, 0.03) -0.35 (-0.17, 0.03)

Table 2: Statistical Test Results for Optimism and Pes-
simism

While the statistical tests indicate no significant450

differences in the number of optimistic or pes-451

simistic posts between depression and control indi-452

viduals, our subsequent analyses will demonstrate453

that the content of these posts may vary substan-454

tially. We will proceed to show that the way op-455

timism and pessimism are expressed in language456

differs between depressed and non-depressed users457

in a meaningful way.458

5.3 LIWC Analysis Results459

Figure 2 presents a side-by-side comparison of sta-460

tistically significant (p<0.05, as measured by the461

Mann–Whitney U test) LIWC feature usage across462

optimistic (left panel) and pessimistic (right panel)463

posts by individuals with and without depression,464

measured via z-scores. The categories marked by465

(*) are significant according to the FDR-adjusted466

p-values. By analyzing these scores, we have out-467

lined several key patterns. In optimistic posts by468

individuals with depression, increased use of assent469

and impersonal pronouns suggests a more detached470

or externally directed expression of optimism, pos-471

sibly reflecting a coping mechanism. This aligns472

with research showing that depressed individuals473

often display reduced self-focus in positive con-474

texts, such as using fewer first-person pronouns475

when recalling positive memories—an indication476

of difficulty integrating positive experiences into477

the self-concept (Himmelstein et al., 2018). In con-478

trast, optimistic posts from control individuals are479

characterized by greater use of the “family” cate-480

gory, suggesting that their expressions of optimism481

are more socially anchored and relational. This482

may reflect a healthier integration of social connect-483

edness and support into positive emotional experi-484

ences. When looking at pessimistic posts, the gap485

between depressed and control users is pronounced.486

Depressed individuals exhibit a significant increase487

in words related to negative affect (e.g., general488

negative emotion and tone, sadness), suggesting a 489

tendency toward more negative and critical thought 490

processes (Mor and Winquist, 2002). The elevated 491

authenticity score suggests that these expressions 492

of pessimism are likely perceived as more hon- 493

est and self-revealing. Additionally, greater use 494

of cognitive processing (cogproc) words may re- 495

flect an effort to make sense of negative experi- 496

ences, a pattern common in depressive cognition. 497

Depressed individuals also display the presence 498

of more adverbs and a generally higher linguistic 499

score, pointing to increased verbal complexity, pos- 500

sibly signaling ruminative thought patterns. Con- 501

trol users, while also expressing negative content 502

in pessimistic posts, tend to do so with fewer mark- 503

ers of pervasive distress, and the scope of their 504

pessimism seems to orbitate more around external, 505

leisure-related topics. The statistical differences 506

measured with the Mann–Whitney U test and sup- 507

ported by the FDR validation reveal how depressed 508

individuals use their language differently, firstly in 509

comparison to the control group, but also based on 510

the sentiment of the content, with pessimistic posts 511

exhibiting a more pronounced negative linguistic 512

profile. 513

5.4 Topic Modeling Results 514

The chi-squared results across the target (depres- 515

sion versus control) groups reveal significant the- 516

matic differences in how individuals communi- 517

cate optimism, pessimism, and neutrality. We 518

will be addressing results for six distinct sub- 519

groups, based on the depression label and the op- 520

timism/pessimism/neutral associations, with visu- 521

alizations available in Figure 3 as a heatmap. We 522

present in Table 3 the most overrepresented and 523

underrepresented topics for each target group. In 524

Appendix A Tables 8 and 9, we present the top 525

10 topics for the depression and the control group, 526

respectively. Also in Appendix A, Figure 4 dis- 527

plays the standardized residuals, calculated from 528

the observed and expected topic frequencies across 529

the three sentiment classes (neutral, optimism, pes- 530

simism). 531

The disparities suggest that psychological states 532

influence topic preferences in online discourse. The 533

pronounced engagement of Depression-Neutral 534

posts in online debate and artificial intelligence con- 535

trasts with the avoidance of these topics in Control- 536

Neutral posts, highlighting a potential association 537

between depression and increased argumentative 538

or analytical engagement when not expressing opti- 539
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Figure 2: Statistically significant (p<0.05, Mann-Whitney U test) z-scores for the differences between the depression
and control groups for posts labeled as optimistic and pessimistic by the RoBERTa model. Results with (*) are
statistically significant according to the FDR-adjusted p-values.

Figure 3: Heatmap of standardized residuals. The colors indicate which topics are significantly overrepresented
(red) or underrepresented (blue) in each group.

mism or pessimism. On the other hand, individuals540

with depression seem overall more comfortable541

engaging in mental health-related discourse in all542

sentiment settings, even in optimistic posts. The543

significant engagement with e-sports in Control-544

Pessimism posts may indicate a preference for 545

structured, competitive digital interactions in this 546

category, perhaps as a coping mechanism or an 547

outlet for engagement that does not necessitate per- 548

sonal disclosure. The control group also seems 549
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Group Category Overrepresented Topics Underrepresented Topics

Depressed
Neutral Medical, AI, Online Debate Fiction, Language, E-sports
Optimism Mental Health, Medical, AI Language, E-sports, Fiction
Pessimism Mental Health, School, Politics Online Debate, AI, Pets

Control
Neutral Fiction, Language, E-sports Online Debate, AI, Medical
Optimism Language, E-sports, Fiction Mental Health, AI, Medical
Pessimism E-sports, Weight Loss, Food Mental Health, School, Politics

Table 3: Top three topic overrepresentation and underrepresentation across depression and control groups

to be engaged in talks about fictional works and550

general leisure/lifestyle topics, which don’t seem551

as prevalent in the depression group, a theory also552

supported by literature that suggests reduced en-553

gagement in such activities by people diagnosed554

with depression (Eisemann, 1984). This result is555

consistent with the observations from the LIWC556

feature analysis.557

To be noted that the missing values seen in the558

Pessimistic category (both for depression and con-559

trol groups) were intentionally excluded, as there560

were no posts of the respective topics belonging to561

that specific subgroup, thus not being statistically562

significant.563

Coherence scores were also calculated for the564

generated topics, utilizing gensim (Rehurek and565

Sojka, 2011), both with the c_v and u_mass for-566

mulas. The obtained scores were 0.795 using the567

c_v formula (where the range is from 0 to 1, values568

closer to 1 being considered better) and -0.583, re-569

spectively, when we used the u_mass score (values570

around 0 being considered good). Based on the c_v571

score, our model is generating coherent and inter-572

pretable topics, with the u_mass score supporting573

this view as a secondary interpretation.574

5.5 Revisiting Research Questions575

Addressing RQ1, our analyses reveal that the over-576

all proportions of optimistic and pessimistic posts577

among individuals with depression are statistically578

similar to those of the control group. This indi-579

cates that, in terms of frequency, individuals in the580

depression group do not necessarily exhibit a re-581

duced tendency to express optimism compared to582

control users, though the control group moderately583

engages more in neutral content. However, while584

the quantity of such expressions appears consistent,585

the qualitative content differs markedly.586

In response to RQ2, our findings indicate that op-587

timism in the social media language of individuals588

with depression is manifested in a more nuanced589

and complex manner. Although optimistic posts590

are present at comparable rates, the linguistic fea-591

tures and thematic content of these posts suggest a 592

distinct expression of optimism that is intertwined 593

with elements of resilience and coping. Specifi- 594

cally, while their optimistic posts are not marked 595

by a significant negative tone, a more detached or 596

externally directed expression of optimism, poten- 597

tially reflecting a distancing strategy from personal 598

agency, can be seen. Notably, even within con- 599

texts that are ostensibly positive, individuals with 600

depression demonstrate less engagement with cul- 601

tural, lifestyle, and leisure topics, maintaining a 602

great focus on mental health discussions. 603

6 Conclusions and Future Work 604

Our study investigated the expressions of optimism 605

and pessimism in the social media discourse of 606

individuals with depression using computational 607

methods. Although no significant differences were 608

observed in the actual amounts of optimistic ver- 609

sus pessimistic posts between the depression and 610

control groups, our analyses revealed meaningful 611

differences in the linguistic content and thematic fo- 612

cus of these posts. Notably, while pessimistic posts 613

from individuals with depression exhibited a pro- 614

nounced negative linguistic profile, the expressions 615

of optimism—though subtler—appear to represent 616

a complex interplay of resilience and coping mech- 617

anisms. These findings might provide insights into 618

adaptive strategies within this target group. Overall, 619

our results not only corroborate existing psycholog- 620

ical theories regarding language, psychological and 621

depressive states, but also highlight the potential 622

of transformer-based models, topic modeling and 623

LIWC features in capturing nuanced variations in 624

online discourse related to mental health. 625

Subsequent investigations may benefit from a 626

longitudinal approach to examine how expressions 627

of optimism and pessimism evolve over time in rela- 628

tion to depressive symptoms. Additionally, integrat- 629

ing multimodal data—such as images, user inter- 630

actions, and metadata—may provide a more com- 631

prehensive understanding of online expressions of 632

optimism and pessimism. 633
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Limitations634

In our experiments, we used the OPT dataset ob-635

tained from Twitter/X to train a transformer-based636

model for predicting optimism and pessimism la-637

bels in depression-related content sourced from638

Reddit. This choice was made due to the limited639

availability of datasets from the same domain. The640

OPT dataset is the most commonly used dataset for641

this specific task (Caragea et al., 2018; Cobeli et al.,642

2022). Additionally, we selected the eRisk 2021643

dataset because it includes social media users who644

have completed the validated BDI-II questionnaire,645

which provides a reliable assessment of depression.646

Prior research suggests that transformer-based mod-647

els are effective for transfer learning across differ-648

ent platforms (Uban et al., 2022), and we have649

validated this statement through the construction650

of our manually annotated gold standard subset, as651

well as conducting statistical tests on our results.652

Ethical Considerations653

This paper uses OPT, a publicly available dataset654

with annotations for optimism and pessimism. In655

addition, the eRisk 2021 dataset was made avail-656

able to us after signing a data usage agreement657

form. We have adhered to the data agreement, and658

we did not make any attempt to contact the users659

or to de-anonymize the data. The sample of posts660

presented in this paper has been paraphrased to en-661

sure the anonymity of the users. Annotation of a662

small subset of data was done consensually, with663

full annotator anonymity. Our primary focus is664

on quantifying and analyzing optimistic and pes-665

simistic sentiments within the texts of the mental666

health dataset. We do not aim to predict mental667

health status or conditions based on this dataset.668
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A Appendix865

A.1 Characteristics Of Annotators866

There were three annotators that rated the opti-867

mism/pessimism labels for the gold Reddit sub-868

set, two female and one male. All annotators have869

a minimum C1 English language level and were870

given verbal basic instructions, following the same871

labeling setup as Ruan et al. (2016). It was ex-872

plained that their identities remained anonymous,873

as only the ratings were of interest in this study.874

Topic Representative Words
Online Debate changemyview, appeal, wiki, removed, moderation, rules, comments see, ban,

review, discussion
Mental Health therapy, depression, psychiatrist, self harm, list, mental health, hope something,

suicidal, trauma
Games games, pc, gaming, minecraft, tanks, sims, screen, ios, deck, mobile
Politics communism, capitalism, ideology, communist, fascist, hk, ideologies, oppose,

political, protests
Musical Taste song, songs, bastille, lyrics, lost, band
Pets dogs, meat, animals, animal, service, cats, trained, environment, ethical, pets
Gender Identity gender, men, sexuality, bisexual, queer, lgbtq, feminine, dysphoria, transgender,

lesbian
Celebrations birthday, christmas, children, celebrate, parents, santa, teenagers
Fashion/Physical Appear-
ance

wear, skin, jeans, acne, dress, makeup, outfit, masks, shirts, curl

Language english, spain, spanish, dutch, languages, translated, native language, speak
english, hebrew, fluent

Food/Cooking pizza, eggs, recipe, rice, ice cream, breakfast, recipes, chips, peanut butter
Game Tournaments/E-
sports

twitter, smash, tournament, losers, league, players, baseball, bracket, teams, civil
war

Substances/Addiction weed, drink, alcohol, drugs, smoked, alcoholic, toilet, wash, heroin, spiritual
Nature flag, blue, flowers, colors, lights, purple, pink, weather, trees, autumn
Religion god, bible, philosophy, christianity, religion, belief, faith, exist, atheist, universe
Medical pharmacy, hospital, residency, covid, clinical, med, health care, pandemic, script,

jobs
Names names, last name, named, first name, pronounced, like name, husband, japanese,

change name, gender
Pregnancy pregnancy, birth control, periods, pcos, symptoms, bleeding, knee, pills, trimester,

shoulders
Weight Loss calories, eat, diet, keto, insulin, fat, carbs, weight loss, workout, foods
Cars cars, engines, f1, driving, miles, germany, roads, rust, wheel, driven
Fiction agata, menem, empire, gods, rebellion, union, wars, ancient, river, folk
Mathematics equation, 3x, formula, derivative, sin, values, solve, slope, graph, triangle
Sleep sleep, dreams, sleeping, bed, nap, waking, slept, every night, fall asleep, night-

mares
Finances ira, taxes, income, owe, loan, retirement, debt, credit card, monthly, file
Artificial Intelligence ai, intelligence, artificial, intelligent, robot, machines, neural, cognitive, technol-

ogy, agent
Playing Instruments guitar, frequency, tune, pitch, instrument, mic, tones, speakers, modes, barrel
School high school, schools, transfer, gpa, berkeley, graduation, applied, grades, email,

colleges
Furniture sofa, furniture, ikea, couch, drawer, desk, living room, curtains, cabinets, pillows
Space black hole, planets, solar, radius, space, gravity, lens, moons, stars, galaxy

Table 4: Topics and their Representative Words
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Model Val. Acc. Test Acc.
Naïve Bayes 63.42 62.12
SVM 67.52 65.24
CNN 64.67 65.59
RoBERTaOPT3Labels 71.54 71.65

Table 5: Baselines and comparison with RoBERTa-OPT-
3Labels

Neutral Optimistic Pessimistic Total
mean 303.59 65.52 12.76 381.88
std 325.32 76.75 16.81 391.66
min 9.00 2.00 0.00 16.00
25% 47.00 14.00 1.00 66.00
50% 150.00 33.00 5.00 199.00
75% 590.00 88.00 18.00 702.00
max 1132.00 416.00 81.00 1208.00

Table 6: Descriptive Statistics for Depression Group

Neutral Optimistic Pessimistic Total
mean 422.40 79.33 11.68 513.42
std 362.08 75.55 15.79 428.46
min 21.00 2.00 0.00 26.00
25% 57.00 14.75 2.00 66.00
50% 317.50 64.50 6.00 396.00
75% 784.25 117.50 14.00 969.50
max 1258.00 334.00 92.00 1478.00

Table 7: Descriptive Statistics for Control Group

Rank Topic Count

1 Online Debate 8,923
2 Mental Health 1,992
3 Politics 1,127
4 Language 822
5 Game Tournaments/E-sports 733
6 Games 590
7 Gender Identity 574
8 Musical Taste 567
9 Pets 525
10 Substances/Addiction 393

Table 8: Control Group – Top 10 Topics by Count

Rank Topic Count

1 Online Debate 27,241
2 Mental Health 5,430
3 Politics 1,174
4 Pets 903
5 Musical Taste 722
6 Fashion/Physical Appearance 506
7 Gender Identity 506
8 Artificial Intelligence 499
9 Language 450
10 Game Tournaments/E-sports 402

Table 9: Depressed Group – Top 10 Topics By Count
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Figure 4: Standardized residuals - observed and expected topic frequencies across the three sentiment classes
(neutral, optimism, pessimism).
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