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ABSTRACT

The implementation of data privacy regulations such as GDPR and CCPA has
advanced machine learning (MU) technology, which is designed to facilitate the
removal of specific sensitive data points from trained models upon request. Despite
rapid advancements in MU technology, its vulnerabilities are still underexplored,
posing potential risks of privacy breaches by recovering unlearned sensitive in-
formation. Further, existing research on MU vulnerabilities often requires access
to the original models, which violates the core objective of MU. To address this
gap, we reformulate the study of attacks against released unlearned models and
present the first work to explore recovery attacks on MU models without requiring
access to the original model. Our approach, known as Class Membership Inducing
Recovery Attack (CMIRA), effectively recovers forgotten data by exploiting a
probing dataset. Specifically, we implement the CMIRA scheme regarding mutual
knowledge distillation between MU and attack models. Extensive experiments
across multiple datasets and MU methods demonstrate that CMIRA exhibits high
efficacy in both theoretical analysis and practical applications. Our study highlights
the need for developing more robust MU systems and lays the groundwork for
future research to establish new benchmarks for evaluating their security.

1 INTRODUCTION

The emergence of machine unlearning (MU) is driven by stringent data privacy regulations such as
GDPR (Hoofnagle et al., 2019) and CCPA (Itakura & Terada, |2018]), which require the removal of
specific sensitive data upon request. MU is designed to forget particular data points from the learned
models (Cao & Yang,[2015)). As concerns about the increasing data misuse and privacy breaches,
MU has gained more attention as a critical component in building safe machine learning systems.

Despite rapid advancements in MU techniques (Guo et al., [2023; Bourtoule et al., 2021} |Wu et al.,
2020; Brophy & Lowd, 2020; |Gupta et al., 20215 |Chen et al., 20214} [Thudi et al., 2021} 2022), the
study of their vulnerabilities (Hu et al.|[2024) remains underexplored. This oversight poses a potential
risk of privacy breaches by recovering information about forgotten data, highlighting the limited
research to date on the full scope of MU vulnerabilities. The only existing research (Hu et al., [2024)
that investigates attacks against MU models was recently published. However, this work is based on
the impractical assumption that unlearning inversion attacks require access to both originally learned
and unlearned models, as illustrated in Figure E} In general, MU aims to release an unlearned model
in which the correct map Dy : Xy — )y has been distorted from the original model. It is imperative
that the originally learned model is inaccessible to users, as such a violation may significantly increase
the risk of privacy breaches.

To advance research in this area, we reformulate the study of attacks against released unlearned
models, eliminating the need to access the original models. As demonstrated in Figure[T} our objective
is to design an attack model to recover the correct output Vy given the input data X'y and the unlearned
model. As most MU models (Bourtoule et al., |2021)) restrict the scope of the investigation to the
mature unlearning area of image classification tasks, our study is conducted in a similar way on these
MU models. Inspired by the membership inference attack (MIA) (Shokri et al.||2017)) against machine
learning models, we propose a class membership inducing recovery attack (CMIRA) scheme against
machine unlearning models.
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Figure 1: The demonstration of recovery attack against MU models, which is critical and prospective to study
the vulnerability of current MU-based privacy preservation.

Analogous to the shadow training sets (Shokri et al.l [2017) for MIA, we create a probing dataset
D, : X = Y, thatis similar to Dy for CMIRA. Note that D), can be easily created by finding similar
images and their labels through image search engines given the query images X’y. In particular,
we design a mutual knowledge distillation (MKD) approach in which the attack model M 4 can
iteratively recover plausible knowledge, that is, X'y +— JAif, by inducing the unlearned model My to
recover the class memberships of X'y with the knowledge distilled from D,,.

We summarize our contributions as follows: @ To the best of our knowledge, this is the first attempt
to study the recovery attacks against increasingly used MU models, which can effectively assess the
risk of data privacy breaches and promote the robustness of MU study. @ We propose CMIRA, a
MU model-agnostic attack scheme, to effectively recover the true class memberships from mostly
used MU models. ® We implement CMIRA with a recovery attack model to recover the class
memberships from MU models via mutual knowledge distillation based on a probing dataset. @ We
conducted extensive experiments in four widely used datasets in MU research, demonstrating both
the theoretical and practical efficacy of our approach against various state-of-the-art MU methods.

2  RELATED WORK
Below, we briefly review the limited existing research on MU methods and attacks against MU.

2.1 MACHINE UNLEARNING

Exact Unlearning. Retraining the model from scratch after removing specific data (Refrain) can
intuitively and effectively achieve exact unlearning. In addition, [Bourtoule et al.| (2021)) proposed
SISA (Sharded, Isolated, Sliced, Aggregated) training, which trains isolated models on data shards
for efficient unlearning by retraining only affected shards. Since forgetting data can be regarded as
excluded from the training set, the success rate of unlearning can be evaluated using the Membership
Inference Attack (MIA) (Shokri et al.,2017). Although effective, these unlearning approaches are
computationally expensive and impractical for large-scale models and datasets.

Approximate Unlearning. The idea of modestly sacrificing forgetting accuracy in exchange for
significant improvements in unlearning efficiency has spurred exploration of approximate unlearning
techniques. Model fine-tuning (FT) (Warnecke et al.|[2021}|Golatkar et al.,|2020) capitalizes on the
phenomenon of catastrophic forgetting (Kirkpatrick et al.,2017), achieving unlearning by fine-tuning
on the retained set of data. Gradient ascent (GA) (Graves et al., 2021} |Golatkar et al., 2020} |Thudi
et al.,[2022)) reverses model training by adding gradients, thus moving the model towards greater loss
for the data points targeted for removal. Several methods estimate the impact of removed samples
on model parameters and apply modifications for efficient forgetting through the fisher information
matrix (FF) (Becker & Liebig, 2022} Golatkar et al.|[2020)) or influence function (IU) (Koh & Liang]
2017; Izzo et al., |2021)). In addition, the weight pruning (WP) adopted to improve the sparsity of
the model could improve the effectiveness of the data erasure (Jia et al.,|2023). However, residual
information from unlearned data can persist in the model after approximate unlearning (Thudi et al.|
2022)), thus raising concerns about the ongoing risk of privacy information leakage.

2.2 ATTACKS ON MACHINE UNLEARNING

Despite advancements in unlearning techniques, the field faces significant challenges from various
types of attacks that aim to exploit weaknesses in unlearning mechanisms. Understanding these
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attacks is crucial for developing robust and secure unlearning methods. Although several attacks
are proposed to affect the efficiency (Marchant et al.,|2022) or fidelity (D1 et al., 2022 |Hu et al.}
2023) of unlearning, this section will focus on data privacy attacks that are closely aligned with the
objectives of this study.

Model Inversion Attack. Model inversion attacks aim to reconstruct the original input data from
the model’s outputs. |[Fredrikson et al|(2015) introduced model inversion attacks by leveraging
confidence scores output by a model to reconstruct input images. Hu et al.| (2024)) proposed the
first inversion attack against unlearning. It extracts features and labels of forgetting samples, which
most closely match the aims of our study. Although the attack demonstrates notable effectiveness, it
requires access to the original model prior to unlearning, which may be impractical. It also assumes
limited scenarios, such as feature recovery with one single forgotten sample or label inference when
a single category is being forgotten. In contrast, our method only requires information from the
model after unlearning and supports a more versatile unlearning configuration, such as randomly
forgetting multiple samples from different categories. To our knowledge, we are the first to explore
the attack solely using unlearned models for extensive class membership recovery of samples, with
no comparable prior work.

3 PRELIMINARIES

In the following sections, we first introduce the datasets and models used in our study, followed by a
formal definition of the problem.

Involved Datasets. o Training dataset D; : X; — ) is all the data used for initially training the
machine learning models, where X; denotes the image set and ), denotes the corresponding label
set. o Forgetting dataset D; : Xy +— )y is a subset of Dy, i.e., Dy € D;. In MU, Dy is a set of
sensitive data that should be unlearned from the trained model, i.e., the unlearned model should not
tell the truth when X is input. o Remaining dataset D, : X, — Y, is the remaining data of D,
ie,D, =D, \D ¢, which should not be forgotten. o Probing dataset D, : X}, — )/, : is a dataset
constructed by the attacker. In general, X}, is supposed to have a similar distribution to X’y so that it
is possible to infer )y according to D,,.

Involved Models. o Trained model M is the model that has been trained on training dataset D;. o
Unlearned model M, is the model that has unlearned the forgetting dataset D¢. o Attack model
M 4 is the model that aims to recover the truth map Xy — Yy from the unlearned model with the
probing set D,

Problem Formulation. MU aims to remove the influence of some targeted training data Dy € D, on
a trained model M7, and release a safe unlearned model My that has forgotten the true labels Yy
of Xy. This paper introduces CMIRA, a scheme specifically designed to recover sensitive data by
exploiting vulnerabilities in various MU models that are supposed to forget it. To achieve this, we
implement an attack model M 4 to induce the unlearned model M ; to recover the class memberships
of Xy, i.e., the true labels V¢ of X'y using a probing set D,,.

4 PROPOSED METHOD

In this section, we present the details of the probing dataset D,, construction, various MU methods
addressed, and the implementation process of the proposed CMIRA scheme.

Overview. Figure|2|(a) Training and Unlearning illustrates the process of machine unlearning. After
unlearning, the true labels of X; cannot be correctly retrieved from the unlearning model M.
Inspired by MIA [Shokri et al.[(2017), we propose the CMIRA scheme which can effectively recover
the true forgotten labels through the attack model M 4 with an auxiliary dataset D,, to provide prior
knowledge of the class memberships over X;. Figure|2|(b) Recovery Attack Scheme demonstrates
the workflow of CMIRA. It consists of two main stages, that is, (1) Probing Prior Learning Stage:
it trains attack model M 4 with probing dataset D,,, which aims to learn a class membership prior
from D, : &}, — Y, due to the similar distributions &}, and X; (2) Inducing Recovery Stage: the
attack model M 4 recovers the class memberships of X’t, by an iterative MKD process that induces

unlearned model My to output plausible labels ;)>f.
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Figure 2: The framework of model training, unlearning, and recovery attack: (a) The workflow to obtain MU
models; (b) The implementation of the CMIRA scheme.

Model Training and Unlearning. Since the proposed CMIRA scheme is agnostic to the MU model,
we utilize various SOTA MU models as follows. Given the training dataset D; = Dy U D,., we first
use D; to train a model, M, with the parameters ©,, as shown in Figure[2] Then, we apply different
MU methods, as introduced in related work, on M and result in various MU models { My }: RT is
the exact MU method by retraining model parameters from scratch over the remaining dataset D,..
FT trains model M, on D, using a few training epochs. The rationale of FT initiates catastrophic
forgetting (Goodfellow et all [2013). GA reverses the model training on Dy by moving O, towards
the direction of increasing loss. FF adopts additive Gaussian noise on 6;. The noise has zero mean
and covariance determined by the 4th root of the Fisher Information matrix on D,.. IU leverages
the influence function approach to characterize the change in O, if a training point is removed from
the training loss. WP applies binary mask m over model parameters ©;, where m is determined by
one-shot magnitude pruning (OMP) (Chen et al.,2021b) on Dy.

4.1 THE RECOVERY ATTACK SCHEME

As shown in Figure 2] (b), the implementation of CMIRA scheme consists of two main stages: (1)
Probing Prior Learning Stage and (2) Inducing Recovery Stage. We summarize the above CMIRA
scheme in Algorithm|[I]

Generation of Probing Dataset. Since both of these two stages are based on the probing dataset D,
we first present how to generate D,,. In MIA (Shokri et al.,2017), the attack models are trained with
shadow training data that is distributed similarly to the target model’s training data. Based on the
similar attacking strategy, we need to construct a probing dataset D,, that has a similar distribution to
the forgetting dataset D,, to perform the class membership recovery attack. D,, can be easily created
in the following two ways: @ Image search: The image set X, is retrieved by the query set X'y from
the image database. As aresult, D, : X}, — }, is constructed. Note that we may need to align the
label set of the image database with the training label set. ® Same data source: If the training data is
collected from some known data source, we can generate D), by sampling data from this data source.
In general, the datasets collected from the same data source have a similar distribution.

Probing Prior Learning Stage. Given the probing set D,, generated as the above, We can pretrain
the attack model M 4 over D,, to obtain the rough prior knowledge of the forgetting dataset D. In
particular, we implement M 4 by placing a Lipschitz-constrained MLP with SoftMax as the output
(LipSoftMax) over the backbone networks (BBN), such as the ResNet and the VGG families.

MA = LipSoftMaXWL (BBNSN(WB) (.T)) (1)

Paty = {ps = Ma(a)lz € X} @

O, = arg %in L(Puniy,Yp) = arg rgin CrossEntropy(Pas,, Vp) G)
O A

where the weight matrix for each layer is adopted spectral normalization (Miyato et al.| |2018)),
namely SN(Wp) .= W /o(W ), to enforce the Lipschitz continuity. According to the clustering
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Algorithm 1 Mutual Knowledge Distillation based CMIRA Scheme
Input: Probing dataset D,,, forgetting image set Xy
Output: Recovery result Xy — Va
Probing Prior Learning Stage:

l: ©4 :=argming, L(Ma(Xp),YVp) > Pretrain attack model, cf Eq.
Inducing Recovery Stage:

1: while not converged do

2: Dy = (X, Yu, 75U)7 Dy = (X, Va, 75,4) > Construct predictive datasets, cf Eq. II
Dua = {(z,9v)}Dav = {(x,54)} > Construct agreement datasets, cf Eq.

3:

4: Df = {(z,pv))}, D} ={(z,pa))} > Construct disagreement datasets, cf Eq. (8]
5: Dpie = Mizup(D, U Dy a UDF) > Construct mixup dataset for SSL, cf Eq. (10
6: ©4 + SGD(La,(DF*™),©4) > Update M 4 by MKD using D}7**
7: DRi® = Mizup(D, UDay UDY) > Construct mixup dataset for SSL, cf Eq. (10)
8: Oy + SGD(Lpm, (D), 0r) > Update My by MKD using D'}*®
9: end while

10: return M 4(O4) : Xy — Va

assumption, similar inputs tend to have the same label. LipSoftMax helps to better preserve the
distance distribution between the features of images output by the BBN and its corresponding label
embedding vector. Consequently, LipSoftMax can better infer the forget label )y according to ), by
exploiting the similar distributions between X’y and X,

Inducing Recovery Stage. Although each MU model My, has performed unlearning on Dy, it still
retains the classification capability on the remaining dataset D,.. Since both Dy and D, belong to the
training dataset Dy, it is possible to induce My to recover the class membership of X. In this paper,
we design an iterative MKD process to transfer knowledge between the unlearning model My and
the attack model M 4. First, we collect the predictive labels on &t as follows where We denote the
predictive datasets from My and M 4 as Dy and Dy:

Dy = (Xf,J}U),ﬁU ie. Py = My(Xy), Yy ={arg mgxp(c)|p € Pu} %)
Dy = (X, Va),Pa ie. Pai=Ma(Xf), Va = {argmgxp(cﬂp € Pa} %)

Then, we can easily extract the agreement subsets Dy 4 and D 47 in terms of the consistent predictive
labels Yy and Y4 output by My and M 4:

Dya = {(z,9v),pv | ju(r) = ga(z); 2 € Xy} (6)
Dav = {(z,94),Pa | Ju(z) = ga(z); v € Xy} @)
Correspondingly, we can denote the disagreement subsets Dy 4 =Dy \Dya and Dav =Da \Dau.

Then we extract, respectively, a small proportion of data from Dy and D 4 with the highest predictive
confidence above threshold 7:

256 = {(xapU) | mlep(C) Z T, (x7yU)ap S ,ZjUA} (8)

D} = {(z,pa) | maxp(c) > 7, (z,y4),p € Dav} ©9)

Given a set of probing images &), with corresponding ground-truth labels ), and a set of forgetting
images Xy with unknown labels, the problem can be naturally formulated within the framework
of semi-supervised learning (SSL). Recent work (Berthelot et al., [2019) has shown that Mixup
(Hongyi Zhang, 2018)), a simple yet highly effective data augmentation technique, can lead to
substantial improvements in SSL performance.

ﬁ = {jaf)} = Mixup((l‘hpl)a (anPQ)) fOT (xlap1>7 (-1'271)2) ~D (10)
where Z = Ax1 + (1 —A)za, p=Ap1+ (1 — A)p2, A ~ Beta(a, @) (11)
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Table 1: The overall evaluation of CMIRA’s attack efficacy. All the metric scores are reported by (%)

ResNet18 VGG16
Dataset Metric

RT FT FF GA U wp RT FT GA 1U wp

Accy 66.25 66.87 51.82 76.34 87.47 40.79 77.66 79.80 59.38 52.73 61.90

Cifar-10 Accy 69.40 70.17 95.66 92.13 97.08 54.01 80.77 82.60 8238 81.18 70.80
Rp 4.76 493 84.60 20.69 10.99 32.40 4.01 3.50 38.74 53.96 14.37

Accy 19.56 22.58 50.76 29.16 55.20 15.73 28.80 34.67 14.40 38.93 20.18

Cifar-100 Accy 21.96 2249 96.89 93.69 96.18 16.62 32.62 38.04 89.78 94.76 26.84
Rpr 12.27 -0.39 90.89 221.34 74.24 5.65 13.27 9.74 523.46 143.38 33.04

Accy 29.20 31.52 59.68 44.56 14.96 31.04 38.72 41.04 34.88 23.04 36.48

TinyImg Accy 38.96 39.52 96.88 98.56 98.64 52.80 53.92 47.92 99.04 98.48 51.76
Rpr 33.42 25.38 62.33 121.18 559.36 70.10 39.26 16.76 183.94 327.43 41.89

Accy 95.82 96.23 74.02 77.33 46.16 24.39 96.15 96.94 27.70 27.43 92.90

FMNIST Accy 96.22 96.83 89.88 96.55 81.25 35.56 96.63 97.39 49.61 75.45 94.61
Rr 0.42 0.62 21.42 24.85 76.01 45.81 0.50 0.47 79.14 175.07 1.84

Key Insights. In Algorithm [T} the probing dataset D), is used to optimize both My and M 4 to learn
the map &), — )/, that provides the strongest prior to better inferring X'y + )y. The subsets Dy 4
and D 4y align My and M 4 with consistently aligned labels: i and §4 which helps recover the
original class membership based on mutual agreement. Moreover, Df; and D’ are the disagreement
subsets with high confidence, which performs MKD to align M 4 and M/, |Han et al.|(2018)). The
above step is performed iteratively to build agreement between M 4 and My, as much as possible.
Finally, we obtain the result of recovered class memberships, M 4(©4) : X; — Va.

5 EXPERIMENTS

5.1 EXPERIMENT SETUP

Datasets. Four widely used image classification datasets are used in our experiments. These include
Cifar-10 and Cifar-100 (Krizhevsky et al.,2009), which consists of 32x32 color images with 10
and 100 classes respectively; Tiny-ImageNet-200 (TinyImg (Le & Yang| [2015), which contains
200 classes of 64x64 color images; and Fashion-MNIST (FMNIST (Xiao et al.,2017), a dataset
featuring 28x28 grayscale images of 10 different apparel items.

Target Machine Unlearning Models. Since CMIRA is an MU model-agnostic attack scheme, we
comprehensively evaluated the performance of CMIRA against six SOTA MU models as described in
Proposed Method, including Retrain (RT), Fine-Tune (FT), Gradient Ascend (GA), Fish Forgetting
(FF), Influence Unlearning (IU), and Weight Prune (WP). Moreover, we further assessed the perfor-
mance of two representative backbone architectures for image classification: ResNet18 (He et al.,
2016) and VGG16 (Simonyan & Zisserman,|2014). These two model architectures are widely used
in the evaluation of SOTA MU methods. We first trained the RestNet18 and VGG16 models over
the training set D; for each experimental dataset, i.e., Cifar-10, Cifar-100, TinyImage and FMNIST.
Then, each of the above MU methods was performed on the trained models to obtain the various
unlearned models. This diversity of MU models over different datasets and backbone architectures
allows for a comprehensive assessment of CMIRA’s efficacy in various MU scenarios.

Experimental Details. The official dataset splits (e.g., Cifar-10: 80% for training, 20% for testing)
are used for the evaluation of MU methods. The training set is used as D; to train the backbone models.
Five classes from D, are selected to construct the forgetting dataset Dy by randomly sampling 50%
of data from them. In general, the split set for testing is similarly distributed to D since they were
collected from the same data source. Therefore, the testing split is a suitable data source to generate
the probing dataset D,, as described in Proposed Method. All experiments utilized an SGD optimizer
and were conducted on 8 NVIDIA A100 GPUs. More details of the experiments can be found in the
supplementary materials.

5.2 EVALUATION METRICS

The effectiveness of recovery attacks can be intuitively assessed by evaluating the prediction accuracy
(Acc) on the set of forgetting inputs Xy. To provide a more comprehensive and detailed evaluation of
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Table 2: The evaluation results on efficacy of class membership recovery. In each cell, we report M ’s prediction
accuracy Accy in percentage (%) with its corresponding recovery improvement T R achieved by CMIRA.

Class #1 Class #2 Class #3 Class #4 Class #5
Model Method Airplane Automobile Cat Dog Frog Ar (%)
RT 70.71 15.51 79.07 12.66 48.58 1235 57.11 12.40 75.78 12.84 11.20
FT 72.36 14.13 80.58 12.71 49.38 13.55 55.96 10.97 76.09 15.11 10.54
ResNetl8 FF 34.49 156.58 99.91 10.05 33.42 160.00 33.16 1 62.97 58.13 139.60 314.98
GA 78.80 1 14.44 75.64 11649 7329 118.58 77.16 1 14.08 76.80 115.38 44.68
U 94.84 13.60 86.76 19.55 85.82 111.02 86.62 110.85 83.29 113.02 20.31
WP 43.42 12045 51.69 1 14.80 36.49 11.95 24.84 19.96 47.51 118.93 84.69
RT 81.07 1+4.17 89.24 11.52 65.96 14.26 66.80 13.51 85.24 12.09 8.71
FT 81.91 14.49 90.31 10.98 69.56 1 3.86 71.60 12.27 85.64 12.36 7.96
VGG16 GA 64.36 123.15 38.31 123.29 61.07 125.86 60.22 1 24.00 7293 118.71 90.99
U 62.71 125.11 38.67 124.97 55.64 13147 41.78 135.11 64.84 125.60 129.66
WP 7271 1836 8591 1422 33.60 17 11.20 61.96 12.13 55.33 118.58 31.57

the recovery attack’s effectiveness, we introduced two additional metrics: @ Recovery Rate(R ) and
A Area of Membership Recovery(Ag), both of which are briefly described below.

Recovery Rate (Rp) is defined as the relative improvement of prediction accuracy: Rp =
A“j&‘c;cﬁ“", where Acc 4 represents the accuracy of the attack model M 4 on the forgetting set X7,
and Accy is the accuracy of the unlearned model M. To simplify this expression, we define the

numerator as the Recovery Improvement (R;): R; = Accy — Accy.

Area of Membership Recovery (Agr) evaluates the recovery capability of M 4 from multi-class
perspective. First, we can calculate the accuracy for each forgetting class, which forms a polygon as
shown in Figured] Then, we calculate the area of the polygon and get the value of area A4 for M 4

and Ay for My. Accordingly, AR is defined as: Ap = %.

U

For further details, please refer to the supplementary material.

5.3 MAIN RESULTS

5.3.1 OVERALL EFFICACY OF CMIRA

We comprehensively evaluated the recovery =" Cifertl

attack performance of CMIRA across four ¥ i ss [ oe S 210 000 [RIRUNN I
datasets and diverse configurations of the MU £ g

model, as reported in Tablem From all of the re- .

Sults, lt iS eaSy to ﬁnd that the proposed CMIRA ‘g 3.11 0.00 PELTIETREY 8.90 ‘g 3.82 3.38 0.00 RLRCIKTY 6.67

scheme is capable of significantly improving the
prediction accuracy on the forgetting data for

RT RT FT FF GA U WP

FMNIST

all MU models targeted, which strongly proves ¢ 2 I
that CMIRA iS a Very effective and Versatﬂe é 9.76 37.20 54.00 83.68 21.76 g 0.40 0.60 LR OR LRI ERENEE 11.17
MU model-agnostic method to recover the for-

getting data. However, a closer look at Table[T] £ sz aun oo [IRUESN 2 oan oas oo [N 11

reveals that the recovery rate R for RT and FT
is relatively lower than for other MU methods. RT FT FF GA U WP RT FT FF GA U WP

We attribute Fhls to RT 18 the. exact unlearn{ng Figure 3: The recovery improvement R; by CMIRA is
methqd that is not trained with any forgetting reported in percentage (%). Each subplot displays the
data, i.e., no knowledge can be. transferred t0  yequits for a specific dataset, with the horizontal axis
the attack model. Similarly, FT is able to reach  representing the various MU methods and the vertical
a similar effect to RT due to catastrophic forget- axis representing different backbone architectures.
ting. In comparison, other MU methods retain

more forgetting data-related knowledge inside the models, so CMIRA can effectively induce the
remaining knowledge from these models to achieve a high recovery rate.

As illustrated in Figure[3] the absolute improvement in prediction accuracy by CMIRA is evident
from a more intuitive perspective. This robust performance highlights the potential of CMIRA as
a valuable tool in assessing the risk of privacy information leakage associated with MU methods,
thereby facilitating the development of more effective and robust approaches.
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Figure 4: Class membership recovery polygon over five forgetting classes. The red area represents the prediction
accuracy of GA model for each class, while the blue area represents the prediction accuracy of CMIRA. ‘#n’
represents the n-th forgetting class.

5.3.2 EFFICACY OF CLASS MEMBERSHIP RECOVERY

As implied by the name CMIRA, our primary objective is to recover the true class memberships for
the forgetting images X’;. We further conducted in-depth evaluations w.r.t. each forgetting class over
all four datasets and MU models. Table 2] demonstrates the performance on Cifar-10. By carefully
checking each cell of the table, we can find the recovery improvement R is consistently positive
across all classes. Moreover, we further visualize the results with radar charts in Figure [d] It is easy
to find that the accuracy polygons of CMIRA envelop those of MU models with obvious margins
for all cases, and AMR is reported in the last column of Table 2] Through these comprehensive
evaluations, it can be concluded that CMIRA is an effective approach to the recovery of forgetting
class memberships. Due to the space limits, more results can be found in the supplement.

5.3.3 CLASS MEMBERSHIP VISUALIZATION

Figure [5| demonstrates the t-SNE of Cifar- airplane 2 (1 automobile ? cat 2 dog 2 frog 7
10 datapoints w.r.t. unlearned models, pre- pird deer horse @ ship fruck
trained attack models’ and CMIRA mod_ (a) t-SNE of UM Before (Retrain)  (b) t-SNE of IRA E.efore (Retrain) (c) t-SNE of CMI?ET (Retrain) |
els. The forgetting data are heavily mixed 4 ; i W] ‘
with the remaining data where no clear class :
boundaries can be found.

The t-SNE of pretrained attack models

shows some improvement in forgetting data we
thanks to the knowledge learned from the - L/
probing data D,,, but most classes are still ] e:
mixed together. In comparison, the t-SNE »

of CMIRA shows clear boundaries between

C_lasses’ and _mOSt samples are CorreCﬂ,y 45~ Figure 5: t-SNE plots of Cifar-10 datapoints in Dy and
51gned to their labt?led clusters. We attribute D, w.r.t. unlearned models, pretrained attack models, and
this to the effectiveness of the proposed CMIRA models. The legend labels followed by a question
CMIRA approach in recovering forgotten mark indicate the forgetting classes.

class memberships.

5.4 ABLATION STUDY Table 3: Results of ablative models are
evaluated on Cifar-10 with the backbone

In this section, we discuss the effectiveness of each com- of ResNetl8. The accuracy of MU mod-
ponent in the implementation of CMIRA framework. The ¢ls Accy in percentage (%) is reported as
models for the ablation study include: @ MP: this attack baseline, P,PP+U ﬁmc[l; P+U+A Isata?]d f:’r the
. . . .. models MT, MTTY, and MEHTU+A,

model is obtained by only performing the pretraining over : *

) . PAU. .1 MUMethod RT FT FF GA IU WP
probing set D, i.e. 1st stage only. &® M : this attack
model is obtained by freezing the MU model and only up- ~ Baseline 6625 6687 51.82 7634 87.47 40.79

dating the attack model, i.e. single-direction knowledge 57.49 57.49 57.49 5749 5749 57.49
distillation. @ MFPTUTA: the full attack model presented ~ #+u 6627 67.05 5349 7629 8745 47.15
in this paper with pretraining and MKD. P+U+A  69.40 70.17 95.66 92.13 97.08 54.01

5.4.1 COMPARISON RESULTS

Table 3] reports the results obtained on Cifar-10 using ResNet18. The precision of each MU model
on forgetting dataset D; is reported as the baseline. Please refer to the supplementary material
for additional results on other datasets and model architectures. From the results, the full model
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MPHU+4 overall outperforms the ablative models M and MP*Y. Note that M7 is simply
trained on D,, irrelevant to any MU models, so the results are identical across different MU methods.
The low performance of M? can be attributed to the difference of distributions between the probing
data and the forgetting data in nature. As a result, even below the baseline, such as in RT, FT, GA,
and IU scenarios. MU outperforms M?* due to the one-way distillation of knowledge from the
MU models to the attack model. However, MU models can only transfer the unforgotten knowledge
to the attack model, whereas the information on forgetting data is very limited or even wrong. As a
result, the recovery rate of MP*U is accordingly small. Through the iterative distillation of mutual
knowledge between the attack model and the MU model, both models can keep improving their
classification upper bound by utilizing the co-agreement and disagreement knowledge (see Algorithm
. As a result, the full model M*+V+4 achieves the best recovery rate.

5.4.2 VISUALIZATION OF CONFUSION MATRIX

Figurel[6](a-c) presents the normalized confusion @rP B P+U (OP+U+A
matrices of Dy with respect to MF, MFPHU, ar ﬂm
and METUFA From these visualizations, we auto - oos [ o2 001 onz °

observe consistent patterns that align with the cat - B
results reported in Table 3] dog - o001 a1 joxs B ov>
frg - o0z 002 om 007 oD D @D @B

brd - 006 001 008 006 005 003 000 003 0.03 005 001 000 001 000 001 o4

In the case of MP, we observe a relatively high
prediction error rate, particularly in the five for-
getting classes. The confusion matrix shows
significant off-diagonal elements, suggesting a N el Rk e
substantial misclassification due to the distribu- air auto cat dog frg air auto cat dog frg air auto cat dog frg
tion difference between D, and Dy. Although True Labels

the non-forgetting classes maintain better diag-
onal accuracy, there is still slight performance
degradation, highlighting the challenge of gen-
eralization.

Predicted Labels

der - 004 001 010 010 010 002 000 009 005 012 001 000 005 0.03 0.06
hrs - 002 001 005 008 002 002 001 009 011 003 000 000 002 0.4 0.00 -02

shp - 008 004 002 001 001 009 007 003 001 002 004 002 000 0.00 0.00

Figure 6: The plots of normalized confusion matrices
demonstrate the classification performance of ablative
models MT, MFHY and ME+TV+4 on Cifar-10 using
the GA method. The labels are reordered (the five forget-
For MF+U_ 4 marginal improvement is ob- ting classes are listed first) to better emphasize the class
membership recovery capability achieved by CMIRA

served. The confusion matrix reveals a some- . :
with the MKD technique.

what clearer diagonal, implying that the addi-
tional information from D/ helps retain some
class knowledge. However, this recovery is limited as off-diagonal misclassifications remain sig-
nificant, especially in forgetting classes. Nevertheless, the improvement in non-forgetting classes
suggests that the model benefits from the residual information, though it is not yet sufficient for fully
restoring forgotten class memberships.

The most significant improvement comes with M”+U+4 where the confusion matrix exhibits a
sharp diagonal, particularly in the forgetting classes. This model achieves near-perfect classification
in these classes, indicating the success of the MKD technique in restoring true class memberships.
Moreover, MP+U+4 manages to balance performance across both forgetting and non-forgetting
classes, without sacrificing accuracy in either set. This result underscores the importance of using
auxiliary information along with a robust distillation mechanism to effectively mitigate forgetting.

6 CONCLUSION

In this study, we present Class Membership Inducing Recovery Attack (CMIRA), a novel attack
method that can recover true class memberships from machine unlearning (MU) models without
needing access to the original model. By using mutual knowledge distillation (MKD) with a probing
dataset, CMIRA effectively retrieves forgotten labels. Our experiments with four widely used datasets
show that CMIRA is both theoretically sound and practically effective against various MU methods.
Our findings highlight the need for future research to focus on developing more robust MU systems
and establish new benchmarks for evaluating their security.
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Appendix

A  DETAILED EXPERIMENTAL SETUP

A.1 DATASETS

This part provides an expanded interpretation of the Datasets section within the Experiment Setup
part of the main paper.

For each dataset, we used the official training and testing splits, such as 50,000 images for the training
and 10,000 for the testing in Cifar-10 (Krizhevsky et al.,[2009) 90 % of the training set is used as D;
to train the initial model M with the remaining 10% for validation, while the probing dataset D),
was constructed from the testing set for pretraining the recovery attack model M 4. Subsequently,
we selected data from five categories within D;, using half of the data from each selected category to
form the forgetting dataset Dy, and the rest serving as D,.. Various MU methods were then applied to
M to produce the unlearned models My with Dy and D,.. The detailed settings for each data set
are shown in Table[ATl

Table Al: Details of the dataset split. For TinyImg we used 100% of training set as D; because it provides
additional validation set with 10,000 images.

Dataset Train Test D; Dy D,

Cifar-10 50,000 10,000 | 45,000 22505 10,000
Cifar-100 | 50,000 10,000 | 45,000 225x5 10,000
TinyImg | 100,000 10,000 | 100,000 250x5 10,000
FMNIST | 60,000 10,000 | 54,000 2700x5 10,000

Table A2: Detailed parameters for training machine unlearning models across various datasets and backbone
networks. The table presents the parameters used for each dataset: CIFAR-10, CIFAR-100, TinyImageNet,
and FMNIST. FC refers to the forgotten classes through machine unlearning. Specifically, for CIFAR-10, the
forgotten classes 0, 1, 3, 5, and 6 correspond to Airplane, Automobile, Cat, Dog, and Frog, respectively. For
CIFAR-100, classes 11, 22, 33, 44, and 55 represent Boy, Clock, Forest, Lizard, and Otter. For TinyImageNet,
classes 1, 51, 101, 151, and 198 refer to Salamander, Baboon, Hammer, Umbrella, and Slug. Lastly, for FMNIST,
classes 1, 3, 5, 7, and 9 stand for Trouser, Dress, Sandal, Sneaker, and Ankle Boot. Nrc indicates the number of
forgotten samples in each class. Epochs refers to the number of epochs used for training the machine unlearning
models. Unlearn_Ir represents the learning rate applied during the training of the machine unlearning models.
Alpha denotes the scaling hyperparameter on updating model parameters during the training of the machine
unlearning models. This comprehensive summary provides the details of reproducing and understanding of the
machine unlearning processes applied in this study.

ResNet18 VGG16
Dataset #Para
RT FT GA FF U WP RT FT GA FF U WP
FC Airplane (#0) Automobile (#1) Cat (#3) Dog (#5) Frog (#6)
Nyc 2250 2250 2250 2250 2250 2250 2250 2250 2250 2250 2250 2250
Cifar-10  Epochs 100 100 4 100 100 50 100 100 4 100 100 50
UnlearnIr 0.1 0.1 0.0001 0.1 0.1 0.01 0.1 0.1 0.0001 0.1 0.1 0.01
Alpha NA NA NA 16.5 16 0.005 NA NA NA 16.5 40 0.005
FC Boy (#11) Clock (#22) Forest (#33) Lizard (#44) Otter (#55)
Nrc 225 225 225 225 225 225 225 225 225 225 225 225
Cifar-100  Epochs 100 100 4 100 100 50 100 100 4 100 100 50
Unlearn_Ir 0.1 0.1 0.001 0.1 0.1 0.001 0.1 0.1 0.001 0.1 0.1 0.001
Alpha NA NA NA 20 160 0.005 NA NA NA 16.5 200 0.005
FC Salamander (#11) Baboon (#51) Hammer (#101) Umbrella (#151) Slug (#198)
Nyc 250 250 250 250 250 250 250 250 250 250 250 250
TinyImg  Epochs 100 100 5 100 100 50 100 100 4 100 100 30
Unlearnr 0.1 0.1 0.00001 0.1 0.1 0.001 0.1 0.1 0.0001 0.1 0.1 0.002
Alpha NA NA NA 20 160 0.001 NA NA NA 16.5 100 0.001
FC Trouser (#1) Dress (#3) Sandal (#5) Sneaker (#7) Ankle Boot (#9)
Nrc 250 250 250 250 250 250 250 250 250 250 250 250
EMNIST  Ngc 2700 2700 2700 2700 2700 2700 2700 2700 2700 2700 2700 2700
Epochs 100 100 5 100 100 50 100 100 4 100 100 50
Unlearn_Ir 0.1 0.1 0.00001 0.1 0.1 0.02 0.1 0.1 0.0001 0.1 0.1 0.005
Alpha NA NA NA 16.5 100 0.03 NA NA NA 16.5 40 0.02
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A.2 TRAINING DETAILS

This part provides an expanded interpretation of the Experimental Details section within the
Experiment Setup part in the main body of the paper.

In our experiment, we used the SGD optimizer for training. My was trained for 100 epochs with
Ir = 0.1. During training of My;, we adopted the hyper-parameter settings recommended in (Jia
et al., [2023)) for various unlearning methods and made fine adjustments on this basis, we can find
detailed parameters for training My in Table In implementing CMIRA, we first pre-trained
M 4 for 200 epochs with Ir = 0.01. In the inducing recovery stage, we iteratively trained both
M 4 and My, and updated Dy 4 over 200 iterations. In each iteration, M 4 and My were trained
for 10 epochs with I = 0.001. We employed an early-stop strategy, terminating the process if the
recovery accuracy did not improve for 7 consecutive iterations. All experiments were conducted on
the computing system equipped with 8 NVIDIA® A100 GPUs.

B DETAILED EVALUATION METRICS

This part provides an expanded interpretation of the Evaluation metrics section within the Experi-
ments part in the main body of the article. Below we explain the evaluation metrics we used in our
study in more detail.

B.1 RECOVERY RATE (RRg)

It is used to assess the comprehensive recovery capability of CMIRA for forgotten data. We denote
the accuracy of the attack model M 4 in forgetting data Xy as Accy4 and that of the unlearned
model My as Accy, and the difference between them can reflect the extent of recovery in class
membership prediction, which could be defined as Recovery Improvement (R ):

R;=Accy — Accy (12)

Due to significant variations in Accy across different model and unlearn method configurations, we
focus on its relative recovery rate R, defined as:

R;  Accy— Accy

R = =
R Accy Accy

(13)

B.2 AREA OF MEMBERSHIP RECOVERY (AR)

It evaluates the recovery capability of CMIRA from a multi-class perspective. We define the concept
of the Membership Recovery Polygon (MRP) to facilitate the evaluation. The polygon is generated
through the radar chart, where each vertex of the polygon in the radar chart corresponds to a specific
class, with the distance from the center to the point indicating the accuracy level of that class (e.g.
Accy; or Acc!y for the i-th class). By plotting these points and connecting them sequentially, the
Membership Recovery polygon (MRP) is formed. This graphical representation provides an intuitive
overview of performance in different classes, highlighting recovery effectiveness in a comparative
context.

We further obtain the area of the polygon, A 4 for M 4 and Ay for My:

* Ay This metric indicates that the smaller it is, the better the unlearning effect of My;, meaning
the poorer the membership memory retention, which is the goal of various unlearning methods.

* A,: This metric indicates that the larger it is, the better the recovery effect of M 4, meaning the
better the membership recovery after the attack.

Similar to R g, we prioritize its relative recovery rate A r, defined as:

CAs—Ay

A
R Ay

(14)
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C ADDITIONAL MAIN RESULTS

This section provides an expanded interpretation of the Main Results Details section within the
Experiments part in the main body of the paper.

C.1 CLASS MEMBERSHIP RECOVERY

This part provides an expanded interpretation of the Efficacy of Class Membership Recovery section
within the Main Results part in the main body of the paper.

We evaluated our proposed method, CMIRA, on four datasets—CIFAR-10, CIFAR-100 (Krizhevsky
et al., [2009), TinyImageNet (Le & Yang, 2015)), and FMNIST (Xiao et al., 2017)—using two
backbone networks, ResNet18 (He et al.,2016) and VGG16 (Simonyan & Zisserman) 2014). We
tested its performance across six different MU methods: Retrain, FF (Becker & Liebig, [2022;
Golatkar et al., 2020), FT (Warnecke et al., 20215 |Golatkar et al., [2020), GA (Graves et al., 2021}
Golatkar et al.,[2020; Thudi et al.| 2022)), IU (Koh & Liang},2017; Izzo et al.,|2021), and WP (Jia
et al.l 2023). As shown in Table|A3|and Figure applying the CMIRA attack strategy to models
trained on these datasets for predicting forgotten classes led to significant improvements both in R,
which is the recovery improvement of each class ¢ and in the area of membership recovery A r. These
metrics showed substantial enhancements compared to the performance of the original MU models.

C.2 T-SNE VISUALIZATION

This part provides an expanded interpretation of the Class membership Visualization section within
the Main Results part in the main body of the paper.

Due to space limitations, the main paper presents the t-SNE plots for the Retrain and IU methods,
while the supplementary material encompasses the t-SNE plots corresponding to the four remaining
MU methods (FF, FT, WP, and GA). The visualization results of Figure demonstrate that these
four methods exhibit consistency in recovery from unlearning with those depicted in the main paper.
Specifically, when confronted with instances initially misclassified by the MU models, after applying
the CMIRA method, it is observed that the attack model can successfully restore the classification
capability.

D ADDITIONAL ANALYSIS

Due to the length of the main paper, this part of the experimental results is not mentioned in the
main body. The experimental results of this part aim to explore the factors that can affect CMIRA.
We explore the influence of datasets, MU methods, and backbone networks on unlearning recovery
attacks.

D.1 IMPACT OF DIFFERENT DATASETS

We aggregated all CMIRA performance metrics within the same dataset to analyze how different
datasets might influence their effectiveness. The results of this analysis are shown in Figure[A3] The
experimental results demonstrate that the diversity of datasets significantly influences the effectiveness
of recovery attack. Specifically, TinylmageNet shows the highest recovery improvement and diversity,
followed by Cifar-100, Cifar-10, and FMNIST. Higher dataset diversity, characterized by richer
categories and greater sample differences, leads to more pronounced unlearning effects and a higher
recovery rate. This suggests that while models trained on the more diverse dataset are more prone to
forgetting, they are also at higher risk of induced recovery attacks.

D.2 IMPACT OF DIFFERENT UNLEARNING METHODS

We aggregated CMIRA’s recovery performance according to different unlearning methods, recording
the recovery rate R and the area of membership recovery A g for each. The results are displayed
in Figure[A4] The experimental results show that the recovery improvement R varies significantly
with different MU methods. The highest to lowest recovery improvement ranking is IU, GA, FF,
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Figure A2: t-SNE plots of Cifar-10 datapoints in Dy and D,, w.r.t. unlearned models, pretrained attack models,
and CMIRA models. The legend labels followed by a question mark indicate the forgetting classes. This figure
shows the complete t-SNE figures of FF, FT, WP, and GA unlearning methods.
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WP, FT, and RT. In particular, IU, GA, and FF are more susceptible to recovery attacks, indicating
that their unlearning effects are relatively unstable. WP and FT perform moderately by adopting
fine-tuning or pruning. RT is an exact unlearning method results in models with less forgotten privacy
information, reducing the attack effects.

D.3 IMPACT OF DIFFERENT BACKBONE MODELS

We aggregated CMIRA’s recovery performance according to different backbone models, recording
the recovery rate R and the area of membership recovery A y for each. The results are displayed
in Figure [A3] The experimental results indicate that when the backbone is similar, the unlearning
recovery effect is not significantly affected by the network architecture. However, it is observed
that VGG16 is more susceptible than ResNet18. This can be attributed to the simpler convolutional
structure of VGG16, which allows for more detailed feature adjustments, enhancing the unlearning
recovery effect compared to the residual structure of ResNet18.

E ADDITIONAL ABLATION STUDY RESULTS

This part provides a complete interpretation of the Visualization of Confusion Matrix section within
the Ablation Study part in the main body of the article.

As shown in Table[A4]and Table[A5] as well as the confusion matrices in Figure [A6] of the ablation
studies, the complete CMIRA method consistently demonstrates the best performance in the vast
majority of cases.

17



918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2025

Log Value

dataset

Figure A3: The boxplot compares the Recovery Rate and Area of Membership Recovery based on different
datasets. Each section in the boxplot includes two indicators: the average value of the Recovery Rate (Rr)
grouped by dataset, and the average value of the Area of Membership Recovery (A r) grouped by dataset.
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Figure A4: The boxplot compares the Recovery Rate and Area of Membership Recovery based on different
machine unlearning (MU) methods. Each section in the boxplot includes two indicators: the average value of the
Recovery Rate (R r) grouped by MU method, and the average value of the Area of Membership Recovery (A r)

grouped by MU method. The FT_Prune in the figure is referred to WP.
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Figure A5: The boxplot compares the Recovery Rate and Area of Membership Recovery based on different
backbone models. Each section in the boxplot includes two indicators: the average value of the Recovery Rate
(R Rr) grouped by backbone model, and the average value of the Area of Membership Recovery (A r) grouped

by backbone model.
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Figure A6: The plots of normalized confusion matrices demonstrate the classification performance of ablative
models MY, MFPHY and MF+U+4 on Cifar-10 using the RT(Retrain)/FF/FT/WP/IU method respectively.
The labels are reordered (the five forgetting classes are listed first) to better emphasize the class membership
recovery capability achieved by CMIRA with the mutual knowledge distillation technique.
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Table A3: Complete Class-wise evaluation on recovery attack efficacy of CMIRA (full performance). For
the forgetting data of class #i, we present the My ’s prediction accuracy Accy; (%) and the recovery amount
achieved by CMIRA, displayed as T(Acc’ - Accy).

Dataset | Modd | Mewod | G| TOREL | S o S| An0
RT 70711551 79.07 1 2.66 48.58 12.35 57.1112.40 75781 2.84 11.20
FT 72361 4.13 80.58 1 2.71 49381 3.55 55.9610.97 76.0915.11 10.54
ResNetl8 FF 34.49 1 56.58 99.9110.05 334216000 | 33.16162.97 | 58.13139.60 314.98
GA 78801 1444 | 756411649 | 732911858 | 77.16114.08 | 76801 15.38 44.68
U 94.84 1 3.60 86.76 19.55 85.82111.02 | 86.6211085 | 83.29113.02 2031
Cifar-10 WP 43.42120.45 51.69 1 14.80 36.49 1 1.95 24.8419.96 475111893 84.69
RT 81.07 14.17 89.241 1.52 65.96 1 4.26 66.80 1 3.51 85.2412.09 8.71
FT 81.9114.49 90.3110.98 69.56 1 3.86 71.60 1 2.27 85.64 1 2.36 7.96
VGG16 GA 643612315 | 383112329 | 610712586 | 602212400 | 72.93118.71 90.99
U 62711 25.11 386712497 | 556413147 | 41.78135.11 64.84 1 25.60 129.66
wp 72711836 85.9114.22 33.60 1 11.20 61.9612.13 55331 18.58 31.57
Dataset | Model | Meod | CERH! ot ones ot S| Ane0
RT 16.00 | 2.67 27561 1.77 33781 1111 11.56 1 0.89 8.89 12.67 16.74
FT 16.44 1 0.45 34.67 1756 36.4419.78 1333 1 0.00 12.00 | 3.11 224
ResNetl8 FF 502214400 | 79.56118.66 | 40.00158.67 | 60.89136.89 | 23.1117245 279.63
GA 297816400 | 284416356 | 204417112 | 38.67159.11 | 28.44164.89 942,53
U 711112667 | 426715022 | 3467159.55 | 768912222 | 50.67146.22 182.81
Cifar-100 WP 10.67 1 4.00 30.22 | 6.66 28.441 11.56 7.56 | 5.34 1.78 1 0.89 6.07
RT 24.8913.11 46.67 1 0.89 46.22 1 12.89 1156 | 0.00 14.67 1 2.22 2539
FT 28.89 1 0.89 52441 1.78 50.67 1 10.22 24.4410.89 16.89 1 3.11 18.21
VGG16 GA 10.67182.66 | 235615688 | 115618444 | 1644173.34 9.78 1 79.55 4378.30
U 25331 67.11 55.11139.11 284416934 | 78.22120.89 7.56 1 82.66 708.15
wp 3561755 42221222 48.44 1 12.00 6.67 1 11.55 0.00 | 0.00 74.04
Dataset | Model | Mevod | GARE | (AR Hommer Ul S| An0
RT 56.00 1 15.20 16.40 1 1.20 26.80 1 8.40 16.80 1 6.40 30.00 1 17.60 71.88
FT 57201 17.60 16.40 | 0.40 36.40 | 0.00 12.40 1 6.40 35201 16.40 67.20
ResNetl8 FF 62.40137.60 | 404015400 | 560013840 | 764012120 | 63.20134.80 162.01
GA 432015600 | 384015920 | 544014360 | 38.80160.00 | 48.00151.20 400.92
U 23.60 1 75.60 5.60 1 92.40 9.60 1 88.40 36.00 1 64.00 0.00 1 98.00 5273.35
TinyImg WP 55.201 32.80 18.00 1 3.60 35.20 1 20.80 28.80 1 6.80 18.00 1 44.80 186.25
RT 60.00114.80 | 312011080 | 44.00113.60 | 232011320 | 35207 23.60 8335
FT 63.20 1 13.60 28.40 1 0.80 47.60 1 5.60 27.60 1 2.80 38.40 1 11.60 39.61
VGG16 GA 364016240 | 352016240 | 392016040 | 308016920 | 32.80166.40 694.94
U 93.20 1 6.40 3.20 1 95.20 0.00 1 99.60 16.40 1 82.80 2.40 1 93.20 531.60
wp 70.80112.00 | 20.80114.80 | 432011280 | 184011440 | 29201 22.40 81.75
Daset | Modd | Memod | I GRS | GRI | e | Amemn | AR
RT 98.67 1 0.19 90.00 1 1.52 97701 0.26 95.5610.29 97.1910.11 0.64
FT 98.48 1 0.04 91.1111.93 98.1910.33 96.5210.67 96.85 1 0.04 1.06
ResNetl8 FF 97.26 1 2.07 1052147.07 | 8470113.67 | 777011752 | 99.93 | 1.04 40.69
GA 887811052 | 724111981 | 80.63118.00 | 88.4811052 | 56.37137.22 51.41
U 90.81 1 8.08 507013337 | 41.59147.22 0.85 1 38.67 46.85 1 48.11 118.82
FMNIST WP 21.78 1 54.07 0.00 1 1.70 5.67 | 4.86 94.48 1 4.56 0.00 1 0.37 497.19
RT 98.78 | 0.00 89.59 1 2.11 98.11 1 0.04 97.07 1 0.04 97.1910.29 0.85
FT 98.6710.22 9259 1 1.37 98.85 1 0.08 97.1910.33 97.4110.26 0.86
VGG16 GA 5521548 90.4115.55 27.78133.00 | 14.11146.56 0.67 1 19.00 251.32
U 0.04122.85 193015792 | 20.85172.59 | 334815363 | 63.48133.11 775.58
WP 96.4110.44 86.70 1 4.97 94.89 1 0.70 93.8512.30 92.6310.15 3.26
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Table A4: Ablation Studies on ResNet18. All the metric scores are reported by (%). The accuracy of MU models
Accy in percentage (%) is reported as baseline. And P, P+U and P+U+A stand for the models MT, MPFU,
and MPHUF4 respectively.

RT FT FF GA U wp
Acc | R | AR |Acc | Rp | Agp |Acc | Rp | AR |Acc | Rp | Agp |Acc | Rgp | Ar | Acc | Rr | AR
Baseline |66.25| - - |6687] - - |51.82] - - 7634 - - |8747| - - 14079 - -
P 57.491-13.22|-21.49|57.49|-14.02 |-23.42|57.49| 10.94 | 62.22 (57.49|-24.69 | -40.27 |57.49 | -34.27 | -55.29 | 57.49| 40.95 | 107.68
P+U 66.27| 0.03 | 0.61 [67.05| 0.27 | 0.91 |53.49| 3.22 | 14.61 [76.29| -0.06 | -0.07 |87.45| -0.02 | -0.03 |[47.15| 15.58 | 35.74
P+U+A |69.40| 4.76 | 11.20 |70.17 4.93 | 10.54 |95.66 | 84.60 |314.9892.13 | 20.69 | 44.68 97.08| 10.99 | 20.31 |54.01| 32.40 | 84.69

Cifar-10

Cifar-100 RT FT FF GA U wp

Acc | R | AR |Acc | Rp | AR |Acc | Rp | AR |Acc | Rg | Agp |Acc | R | Ar | Acc | Rr | AR
Baseline |19.56| - - 2258 - - 15076 - - |29.16] - - 5520 - - 1573 - -
P 11.29]-42.27|-69.03 | 11.29|-50.00 |-76.22 | 11.29|-77.76 | -95.23 | 11.29 | -61.28 | -86.13 | 11.29|-79.55 | -96.45 | 11.29| -28.25 | -54.58
P+U 18.76| -4.09 |-10.37(23.47| 3.94 | 7.57 |50.84| 0.18 | 0.34 (29.42| 0.91 | 1.87 [55.29| 0.16 | 0.21 [16.27| 3.39 | 5.01
P+U+A  |21.96| 12.27 | 16.74 |22.49 -0.39 | -2.24 |96.89| 90.89 |279.63 |93.69 | 221.34|942.53 96.18 | 74.24 |182.81|16.62| 5.65 | 6.07
Tinylmg RT FT FF GA U wp

Acc | R | Agp |Acc | Rp | AR |Acc | Rp | AR |Acc | Rr | Agp |Acc | R | Ar | Acc | Rr | AR
Baseline |29.20 31.52 59.68 44.56 14.96 31.04

P 6.72 |-76.99(-97.99| 6.72 |-78.68(-98.14| 6.72 |-88.74|-99.34 | 6.72 | -84.92 | -98.77 | 6.72 |-55.08 | -86.83 | 6.72 |-78.35 | -98.01
P+U 33.36| 14.25 |1 39.92 [35.12| 11.42 | 30.35 |59.84| 0.27 | 1.24 [45.68| 2.51 | 6.93 |17.68| 18.18 |153.70(33.44| 7.73 | 31.70
P+U+A |38.96| 33.42 | 71.88 |39.52 25.38 | 67.20 |96.88 | 62.33 | 162.01|98.56 | 121.18 |400.92 98.64 |559.36 |5273.4|52.80| 70.10 |186.25
RT FT FF GA U wp
Acc | Rp | Agp |Acc | Rp | AR |Acc | Rp | AR |Acc | Rg | Agp |Acc | Rgp | Ar | Acc | Rr | AR
Baseline {95.82| - - 196.23] - - |74.02] - - 7733 - - |46.16| - - 2439 - -
P 94.19] -1.71 | -3.19 [94.19| -2.12 | -3.81 [94.19| 27.24 | 51.95 [94.19| 21.79 | 44.46 |94.19|104.03|179.13|94.19|286.24|5233.2
P+U 96.04| 0.22 | 0.41 [96.26| 0.03 | 0.04 |77.93| 5.27 | 8.57 [81.84| 5.83 | 11.57 |53.13| 15.08 | 20.13 |26.16| 7.26 | 50.47
P+U+A |96.22| 042 | 0.64 |96.83 0.62 | 1.06 |89.88|21.42 | 40.69 |96.55| 24.85 | 51.41 81.25| 76.01 [118.82|35.56| 45.81 [497.19

FMNIST

Table AS: Ablation Studies on VGG16. All the metric scores are reported by (%). The accuracy of MU models
Accy in percentage (%) is reported as baseline. And P, P+U and P+U+A stand for the models ME, MEPFU,

and MPFTUH4A respectively.
. RT FT GA U WP
Cifar-10
Acc Rpr AR Ace Rgr AR Acc Rgr AR Acc Rpr AR Acc Rgr AR
Baseline | 77.66 - - 79.80 - - 59.38 - - 52.73 - - 61.90 - -
P 57.49 | -25.97 | -42.48 | 57.49 | -27.96 | -45.18 | 5749 | -3.17 =275 | 5749 | 9.04 19.90 | 5749 | -7.12 | -11.86
P+U 77.64 | -0.02 | -0.06 | 79.80 | -0.01 0.07 | 58.63 | -1.26 | -0.60 | 54.84 | 4.01 11.36 | 63.13 | 1.98 5.02
P+U+A 80.77 | 4.01 8.71 | 82.60 | 3.50 7.96 | 82.38 | 38.74 | 90.99 | 81.18 | 53.96 | 129.66 | 70.80 | 14.37 | 31.57
" RT FT GA U WP
Cifar-100
Acc Rgp Agp Acc Rpr Agr Acc Rpr Agp Acc Rp Ar Ace Rpr Ar
Baseline | 28.80 - - 34.67 - - 14.40 - - 38.93 - - 20.18 - -
P 11.29 | -60.80 | -86.00 | 11.29 | -67.44 | -90.19 | 11.29 | -21.60 | -35.84 | 11.29 | -71.00 | -89.40 | 11.29 | -44.05 | -72.31
P+U 28.00 | -2.78 -5.56 | 34.84 | 0.51 0.45 13.87 | -3.70 9.86 | 3849 | -1.14 -1.17 | 19.56 | -3.08 | -13.07
P+U+A 32,62 | 13.27 | 2539 | 38.04 | 9.74 | 18.21 | 89.78 | 523.46 | 4378.3 | 94.76 | 143.38 | 708.15 | 26.84 | 33.04 | 74.04
. RT FT GA U wp
TinyImg
Acc Rr Agp Acc Rpr AR Acc Rpr Agp Acc Rp AR Acc Rpr Agr
Baseline | 38.72 - - 41.04 - - 34.88 - - 23.04 - - 36.48 - -
P 6.72 | -82.64 | -98.67 | 6.72 | -83.63 | -98.80 | 6.72 | -80.73 | -98.06 | 6.72 | -70.83 | -98.45 | 6.72 | -81.58 | -98.67
P+U 38.56 | -0.41 3.12 | 40.80 | -0.58 0.04 | 3824 | 9.63 31.40 | 22.56 | -2.08 -3.63 | 36.56 | 0.22 -0.30
P+U+A 53.92 | 39.26 | 8335 | 47.92 | 16.76 | 39.61 | 99.04 | 183.94 | 694.94 | 98.48 | 327.43 | 531.60 | 51.76 | 41.89 | 81.75
RT FT GA 1U wp
FMNIST
Acc Rr AR Acc Rpr AR Acc Rpr Agp Acc Rp AR Acc Rpr AR
Baseline | 96.15 - - 96.94 - - 27.70 - - 27.43 - - 92.90 - -
P 94.19 | -2.04 | 377 | 94.19 | -2.84 | -5.04 | 94.19 | 240.06 | 1462.7 | 94.19 | 243.37 | 1567.6 | 94.19 1.39 2.74
P+U 96.20 | 0.05 0.08 | 97.00 | 0.06 0.08 | 29.98 8.24 20.40 | 35.71 | 30.19 | 74.54 | 93.87 1.04 1.90
P+U+A 96.63 | 0.50 0.85 | 97.39 | 047 0.86 | 49.61 | 79.14 | 251.32 | 75.45 | 175.07 | 775.58 | 94.61 1.84 3.26

21



	Introduction
	Related Work
	Machine Unlearning
	Attacks on Machine Unlearning

	Preliminaries
	Proposed Method
	The Recovery Attack Scheme

	Experiments
	Experiment Setup
	Evaluation metrics
	Main Results
	Overall Efficacy of CMIRA
	Efficacy of Class Membership Recovery
	Class membership Visualization

	Ablation Study
	Comparison Results
	Visualization of Confusion Matrix


	Conclusion
	Detailed Experimental Setup
	Datasets
	Training Details

	Detailed Evaluation Metrics
	Recovery Rate (RR)
	Area of Membership Recovery (AR) 

	Additional Main Results
	Class Membership Recovery
	t-SNE Visualization

	Additional Analysis
	Impact of Different Datasets
	Impact of Different Unlearning Methods
	Impact of Different Backbone Models

	Additional Ablation Study Results

