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Abstract

This paper presents the first explorative approach to multitask learning, for model
capabilities enhancement in Natural Language Processing for the Fon language.
Specifically, we explore the tasks of Named Entity Recognition (NER) and Part
of Speech Tagging (POS) for Fon. We leverage two language model heads as
encoders to build shared representations for the inputs, and we use linear layers
blocks for classification relative to each task. Our results on the NER task for
Fon show a competitive performance compared to the performance of individual
several multilingual models. Additionally, we perform a few ablation studies to
leverage the efficiency of two different loss combination strategies and find out that
the equal loss weighting approach works best in our case.

1 Introduction

Multitask learning (MTL) is a learning paradigm that aims to improve the generalization capacity
of a model by sharing knowledge across different but related tasks. Learning one task at a time
might be ineffective and prone to overfitting, low data efficiency or slow learning (Zhang et al.,
2022), especially for large and complex problems. This might sometimes lead to the training of very
dedicated models with generalization capacity only local to the tasks they have been trained on. MTL,
precisely for that reason targets a more efficient way of learning, by sharing common representations
of the inputs and by implicitly transferring information among the various tasks (Caruana, 1993,
1997). MTL efficiency and promises have been demonstrated in the literature (Gessler and Zeldes,
2022; Ruder, 2017) along with the benefit of the understanding of tasks (their similarity, relationship,
hierarchy) for MTL.

For African low-resourced languages in general, building NLP models on specific tasks can be in
general difficult for several reasons, including the availability of datasets (Joshi et al., 2020; Emezue
and Dossou, 2021; Nekoto et al., 2020). This is even more true for the Fon language, a truly low-
resourced African language. Therefore, MTL appears to be a promising approach to explore for
downstream tasks on the Fon language.

Part-of-Speech (POS) assigns grammatical groups (i.e. whether it is a noun, an adjective, a verb,
an adverb, and more) to words in a sentence using contextual cues and assigning corresponding
tags. On the other hand, Named Entity Recognition (NER) tries to find out whether or not a word
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is a named entity (persons, locations, organizations, time expressions, and more). This problem is
twofold: detection of names and categorizing names. Consequently, whereas POS is more of a global
problem since there can be relationships between the first and the last word of a sentence, NER is
rather local, as named entities are not spread in a sentence and mostly consist of uni, bi, or trigrams.
Albeit different, and adding the fact that both tasks are classification tasks, we then speculate that
both tasks could benefit each other.

2 Experiments and Results

In this paper, we explore the first multitask learning model for the Fon language, particularly, focusing
on the NER and POS tasks. We used a hard parameter sharing approach — the most popular MTL
method used in the literature Caruana (1993); Ruder (2017) and falls into the joint training method
described by Zhang et al. (2022) in their taxonomy of MTL approaches for NLP.

Experiments: For NER, we used the Fon dataset of MaskhaNER 2.0 (Adelani et al., 2022), a NER
dataset of 20 African languages, including Fon. For the POS task, we used the MasakhaPOS dataset
(Dione et al., 2023), the largest POS dataset for 20 typologically diverse African languages, including
Fon. Due to the fact the test sets for MasakhaPOS are not public yet, we hence used the dataset solely
in our training and validation process. In MassakhaNER 2.0, we have 4343/621/1240 as train/dev/test
set sizes, with a total of 173099 tokens. In MasakhaPOS we have 798/159/637 as train/dev/test set
sizes, with a total of 49460 tokens and 30.6 tokens on average per sentence.

In our MTL model (Figure 1), we use two language model (LM) heads: AfroLM-Large (Dossou
et al., 2022) and XLMR-Large (Conneau et al., 2020). AfroLM has been pretrained from scratch
on 23 African languages in an active learning framework, while XLMR-Large has been pretrained
on 100 languages (with ≤5 African). Each LM head is used to build representations of the inputs
from each task, and both representations are then combined (in an additive way) to build a shared
representation across models and tasks. Following the shared representation, we built two linear
layers, serving as classification layers for each respective task.
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Figure 1: Our model architecture

We combined the cross-entropy losses of both tasks in two ways: (a) unweighted sum (Kurin et al.,
2022) i.e. the unitary sum of each individual loss, and (b) equally weighted where losses are weighted
by two parameters α and β then added up together. For simplicity, in our experiments, we set
α = β = 0.5. We used a small batch size of 4, the AdamW (Loshchilov and Hutter, 2017) as
optimizer with a learning rate of 3e-5.
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Table 1: Performance (F1-Score) of several multilingual pretrained language models (baselines)
versus our MTL variants, on the Fon NER test set. MTL Sum is the MTL model with the unweighted
sum of both losses, and MTL Weighted is the model with equally weighted sum of both losses.

Models F1-Score
AfroLM-Large 80.48
AfriBerta-Large 79.90
XLMR-Base 81.90
XLMR-Large 81.60
AfroXLMR-Base 82.30
AfroXLMR-Large 82.70

MTL Sum (ours) 79.87
MTL Weighted (ours) 81.32

Results: Along with our MTL variants, we evaluated several multilingual pretrained language
models (MPLMs) on the NER task: AfroXLMR (Alabi et al., 2022) (base and large), AfroLM-Large
(Dossou et al., 2022), AfriBERTa-Large (Ogueji et al., 2021), and XLMR (Conneau et al., 2020) (base
and large). AfriBerta is a multilingual model pretrained on 11 African languages, while AfroXLMR
is an adapted version of XLMR to 17 African Languages via Multilingual Adaptive Fine-Tuning.

In Table 1, we can see that our MTL models are competitive, and in some cases outperformed some
MPLMs. This means that as we speculated earlier, POS task-related data and representations provided
some additional useful information for the NER downstream performance. Moreover, this is also
expected and desired as several empirical results have demonstrated in literature (Liu et al., 2019;
Crawshaw, 2020; Gong et al., 2019) on various tasks like Natural Language Understanding (NLU)
and GLUE tasks. Furthermore, we can see that the equal-weighted sum of both losses worked better
than the unweighted sum (Gong et al., 2019; Rengasamy et al., 2020), which makes sense as we
treated both tasks equally.

3 Conclusion

In this paper, we presented the first effort to leverage MTL for NLP downstream tasks in Fon. Our
results on Fon NER task showed a competitive (and sometimes better) performance of our MTL
methods. We hope these results enable more exploration of MTL in NLP for Fon in particular, and
African Languages in general. In future works, we want to explore dynamic weighted average loss
(Rengasamy et al., 2020; Gong et al., 2019) which has been empirically demonstrated to be effective.
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