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Abstract

Multiple-choice question (MCQ) datasets like001
Massive Multitask Language Understanding002
(MMLU) are widely used to evaluate the com-003
monsense, understanding, and problem-solving004
abilities of large language models (LLMs).005
However, the open-source nature of these006
benchmarks and the broad sources of training007
data for LLMs have inevitably led to bench-008
mark contamination, resulting in unreliable009
evaluation results. To alleviate this issue, we010
propose a contamination-free and more chal-011
lenging MCQ benchmark called MMLU-CF.012
This benchmark reassesses LLMs’ understand-013
ing of world knowledge by averting both unin-014
tentional and malicious data leakage. To avoid015
unintentional data leakage, we source data from016
a broader domain and design three decontami-017
nation rules. To prevent malicious data leakage,018
we divide the benchmark into validation and019
test sets with similar difficulty and subject dis-020
tributions. The test set remains closed-source to021
ensure reliable results, while the validation set022
is publicly available to promote transparency023
and facilitate independent verification. Our024
evaluation of mainstream LLMs reveals that025
the powerful GPT-4o achieves merely a 5-shot026
score of 73.4% and a 0-shot score of 71.9% on027
the test set, which indicates the effectiveness of028
our approach in creating a more rigorous and029
contamination-free evaluation standard.030

1 Introduction031

Given the emergence of powerful capabilities in032

large language models (LLMs) such as GPT-4033

(Achiam et al., 2023), Llama (Meta, 2024), Gem-034

ini (Reid et al., 2024), and Claude-3 (Anthropic,035

2023), the evaluation of these models have be-036

come particularly important for understanding their037

strengths and limitations. Consequently, a num-038

ber of benchmarks covering reasoning (Hendrycks039

et al., a; Wang et al., 2024), reading comprehension,040

mathematics (Cobbe et al., 2021), science (Rein041

There is a single choice question. Answer the question 
by replying A, B, C or D. Question: Recombinant alpha-
iduronidase is used for the treatment of which disease?

A. Fabry disease
B. Gaucher disease
C. Hurler syndrome
D. Pompe disease
Answer: C.

A. Fabry disease
B. Gaucher disease
C. Hurler syndrome
D. Pompe disease
Answer: C.

Query prompt

(a) Query on the MMLU

There is a single choice question. Answer the question 
by replying A, B, C or D. Question: Familial 
hypercholesterolemia patients lack receptors for 
removing cholesterol from blood on?

A. Red blood cells 
B. Liver cells 
C. White blood cells 
D. Platelets
Answer: B.

A. Acinar cells
B. Hepatocytes
C. Renel epithelium
D. Both a and b
Answer: B.

Choices & Answer

Query prompt

(b) Query on the MMLU-CF (Ours)

Choices & Answer

MMLU Benchmark MMLU-CF Benchmark LLMs‘ responses

same

Figure 1: (a) An instance of leakage in MMLU. When
questions are used as prompt from the MMLU, certain
LLMs, due to their memorization capabilities, directly
provide choices identical to the original ones. (b)
When questions are used as prompt from the MMLU-
CF, LLMs only provide guessed choices. This indicates
that the MMLU test set suffers from data contamination
and memorization by some LLMs, while the proposed
MMLU-CF avoids such leakage.

et al., 2023), and coding (Yu et al., 2023) have 042

been explored and released. Among them, Mas- 043

sive Multitask Language Understanding (MMLU) 044

(Hendrycks et al., a) is a widely used multiple- 045

choice question (MCQ) gold standard benchmark 046

because it covers various disciplines and difficulty 047

levels, allowing for a comprehensive evaluation of 048

LMMs’ performance across diverse domains. 049

However, data leakage or contamination, where 050

LLMs inadvertently encounter benchmark data dur- 051
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Figure 2: The 5-shot results on the MMLU-CF test set encompass mainstream open-source models ranging from
0.5 billion (B) to 176 billion (B) parameters, and including closed-source API models.

ing training, can compromise the effectiveness, re-052

liability, and fairness of these evaluations (Deng053

et al., 2024; Roberts et al., 2023), termed gen-054

eral contamination. Additionally, due to the pub-055

lic availability of benchmarks and the ability of056

LLMs to memorize data (Carlini et al., 2023), in-057

stances of malicious contamination may occur. As058

illustrated in Figure 1, we observe that when only059

given the questions, some LLMs directly provide060

the choices and answers, where the choices are ex-061

actly the same as those in the MMLU test set. This062

indicates that the benchmark may have been ma-063

liciously added to the training set and that LLMs064

have memory for these questions.065

To fairly investigate the world knowledge of066

LLMs, we propose MMLU-CF, a contamination-067

free multiple-choice question benchmark for LLMs.068

To minimize the risk of benchmark exposure069

and contamination, we perform five key process-070

ing steps for the data: (1) MCQ Collection, (2)071

MCQ Cleaning, (3) Difficulty Sampling, (4) LLMs072

Checking, (5) Contamination-Free Processing. In073

the contamination-free processing step, we em-074

ployed three rules to rewrite the questions. For de-075

tailed information, please refer to Section 3.2. For076

humans, rewriting the questions without changing077

their meaning does not affect their judgment. How-078

ever, if the model has seen the question and only 079

memorizes it, the rewriting will affect the model’s 080

judgment of the question. Finally, we construct the 081

MMLU-CF consisting of 10,000 questions for the 082

test set and another 10,000 questions for the valida- 083

tion set. To prevent malicious exposure, the test set 084

remains closed-source (Zhang et al., 2024a), while 085

the validation set is open-source for evaluation. 086

We benchmark leading open-source and closed- 087

source LLMs on the MMLU-CF test and valida- 088

tion sets, including GPT-4o (Achiam et al., 2023), 089

GPT-4o-mini (Achiam et al., 2023), Gemini (Reid 090

et al., 2024), Qwen (Bai et al., 2023; Team, 2024), 091

Llama (Meta, 2024), Phi (Abdin et al., 2024b,a), 092

and many more. The 5-shot test results are briefly 093

summarized in Figure 2. Closed-source API mod- 094

els such as GPT-4o perform consistently well on 095

the MMLU-CF 5-shot test, with GPT-4o leading 096

at 73.4%. This result is significantly lower than 097

the 88.0% on MMLU, highlighting the challenging 098

and contamination-free nature of MMLU-CF. GPT- 099

4o-mini, despite being lightly designed, achieves 100

65.5% accuracy. Among large models (>50B pa- 101

rameters), Qwen2.5-72B-instruct stands out with 102

a strong 5-shot test score of 71.6%, approaching 103

GPT-4-level performance. Llama-3.3-70B-instruct 104

also achieves impressive results with a test score 105
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of 68.8%, while other models such as Qwen1.5-106

72B-chat and Llama-2-70B-chat perform lower at107

59.8% and 52.2%, respectively. For medium mod-108

els, Qwen2.5-32B-instruct performs strongly with109

a test score of 69.7%. Phi-4-14B also achieves an110

impressive 67.8% on the 5-shot test, outperforming111

several larger models, such as Qwen2-72B (63.7%)112

and Mixtral-8x22B (62.8%), demonstrating the113

efficiency of its architecture. For small models114

Qwen2.5-7B-instruct delivers notable results at115

61.3%, outperforming other models in this cate-116

gory, such as Glm-4-9B-chat (57.8%) and Llama-3-117

8B-instruct (57.3%). For mini models, Phi-3.5/3-118

mini-instruct achieves a 5-shot test score of 57.9%,119

leading the segment. Qwen2.5-3B-instruct per-120

forms slightly lower at 55.9% but still outperforms121

other models in its class, demonstrating the strength122

of its design.123

Additionally, the performances of mainstream124

models on the test set and validation set are quite125

approaching. In the future, we will publicly release126

the validation set to facilitate independent verifi-127

cation. If the accuracy gap between the test set128

and validation set increases, it indicates that the129

validation set is gradually becoming contaminated.130

However, we still have an uncontaminated test set131

to reliably evaluate the performance of LLMs.132

2 Related Work133

2.1 The Benchmark of LLMs134

In the field of natural language processing (NLP),135

benchmarks play a crucial role in evaluating and136

comparing the performance of different large lan-137

guage models (Wang et al., 2018; Cobbe et al.,138

2021; Hendrycks et al., a; Wang et al., 2024; Zhou139

et al., 2023; Zheng et al., 2023; Rein et al., 2023;140

Zhang et al., 2024b; Hendrycks et al., b). They141

serve as a common ground for fair comparison, fos-142

tering transparency and reproducibility in research.143

For instance, GLUE (Wang et al., 2018; Sarlin144

et al., 2020) is a collection of nine different tasks de-145

signed to evaluate the natural language understand-146

ing capabilities of models. GSM8K (Cobbe et al.,147

2021) is a benchmark dataset of 8,000 high-quality,148

linguistically diverse grade school math word prob-149

lems. It is designed to evaluate the problem-solving150

abilities of language models, requiring a combi-151

nation of language understanding and mathemat-152

ical reasoning. MMLU (Hendrycks et al., a) is a153

benchmark designed to evaluate a model’s multi-154

task learning capabilities across a diverse set of 57155

tasks, including high school mathematics, college- 156

level biology, law, and more, focusing on testing 157

the model’s generalization ability across different 158

domains. Building upon this, MMLU-Pro (Wang 159

et al., 2024) enhances the benchmark by intro- 160

ducing more challenging, reasoning-focused ques- 161

tions and expanding the choice set from four to ten 162

choices, shifting the emphasis from knowledge re- 163

trieval to reasoning. Further, MMLU-Pro+ (Asgari 164

et al.) extends MMLU-Pro by assessing shortcut 165

learning and higher-order reasoning in large lan- 166

guage models, offering a comprehensive evaluation 167

of both reasoning depth and model robustness. 168

These benchmarks have become standard tools 169

in the evaluation of large language models due to 170

their widespread adoption and comprehensive cov- 171

erage of various domains. However, these bench- 172

marks, such as MMLU, MMLU-Pro, and MMLU- 173

Pro+, focus on the breadth, reasoning, and diffi- 174

culty of the questions without considering contami- 175

nation prevention. 176

2.2 The Contamination-free Benchmark 177

Several benchmark datasets have been introduced 178

for contamination-free evaluation. LatestEval (Li 179

et al., 2024) creates dynamic reading comprehen- 180

sion evaluations from recent texts using a three- 181

step process: collecting texts, extracting key infor- 182

mation, and constructing questions with template- 183

filling or LLMs. WIKIMIA (Shi et al., 2023) 184

is a dynamic benchmark of post-2023 Wikipedia 185

events, including paraphrased examples generated 186

by ChatGPT. KIEval (Yu et al., 2024) is an inter- 187

active framework with an LLM-powered "interac- 188

tor" for multi-round dialogues to assess deep com- 189

prehension beyond mere recall. LiveCodeBench 190

(Jain et al., 2024) continuously collects new cod- 191

ing problems from LeetCode, AtCoder, and Code- 192

Forces for a contamination-free benchmark, reveal- 193

ing performance drops in some models, such as 194

DeepSeek (Guo et al., 2024). Termite (Ranaldi 195

et al., 2024) is a text-to-SQL dataset encrypted to 196

prevent public access, designed to match the prop- 197

erties of the Spider dataset and address contamina- 198

tion observed in GPT-3.5. GSM1K (Zhang et al., 199

2024a) assesses the true reasoning ability of large 200

language models by creating a new benchmark with 201

similar style and complexity to GSM8k, revealing 202

significant accuracy drops and evidence of memo- 203

rization in many LLMs. LiveBench (White et al., 204

2024) introduces (1) frequently updated questions 205

from recent sources, (2) automatic scoring based 206
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on ground-truth values, and (3) a variety of chal-207

lenging tasks, including math, coding, reasoning,208

language, instruction following, and data analysis.209

It features questions from recent math competitions,210

arXiv papers, and news articles. The frequently up-211

dated strategy ensures contamination-free results212

but leads to high evaluation costs.213

Unlike the methods mentioned above, we cate-214

gorize contamination into unintentional and mali-215

cious types. We apply three decontamination rules216

to mitigate unintentional data leakage while col-217

lecting data from a broader domain. Meanwhile,218

our MMLU-CF benchmark maintains the test set219

closed-source to prevent malicious data leakage.220

3 The MMLU-CF Benchmark221

3.1 Overview222

The MMLU-CF benchmark contains 20,000 data223

points and spans 14 fields, screened from 200+224

billion documents on public open websites. To225

produce this diverse, high-quality, safety and226

contamination-free benchmark, we employ a se-227

ries of steps, shown in Figure 3. These steps in-228

clude (1) MCQ Collection, (2) MCQ Cleaning, (3)229

Difficulty Sampling, (4) LLMs Checking, and (5)230

Contamination-Free Processing. Ultimately, we231

curate a dataset comprising 10,000 questions for232

the test set and 10,000 questions for the valida-233

tion set respectively. The test set remains closed-234

source to prevent malicious exposure of the ques-235

tions (Zhang et al., 2024a), while the validation236

set is open-source to validate the authenticity and237

effectiveness of the questions. For more details on238

data statistics and prompt instructions, refer to the239

Appendix. The following sections outline the steps240

involved in processing the raw data.241

3.2 Dataset Construction Pipeline242

(1) MCQ Collection. Firstly, to preliminary mit-243

igate the issue of our benchmark being exposed244

to the training data of large language models, we245

diversified the sources of our benchmark questions246

as much as possible. To achieve this, we lever-247

aged over 200 billion documents from public open-248

source websites and employed rule-based methods249

to extract 2.7 million multiple-choice questions250

with answers as the raw questions. Unlike previ-251

ous efforts, such as those by (Hendrycks et al., a;252

Wang et al., 2024), which relied on a few sources253

to collect questions, these 2.7 million questions en-254

compassed over 3,000 different website domains,255

ensuring a wide variety of content. These questions 256

spanned 14 fields, including Health, Math, Physics, 257

Business, Chemistry, Philosophy, Law, Engineer- 258

ing, and so on. 259

(2) MCQ Cleaning. With the 2.7 million raw 260

question points, we employed a series of filtering 261

techniques for initial data cleaning. We first re- 262

moved questions with choices number other than 263

four. Next, we eliminated choices without content 264

and analyzed the format of the choices. We then 265

excluded questions with choices not labeled as A, 266

B, C, or D, converted all choice labels to upper- 267

case, and adjusted the answers accordingly. We 268

filtered out questions with a length of less than 10 269

characters, used regular expressions to standard- 270

ize answer formats, and removed original ques- 271

tion numbering. After ensuring the correctness of 272

choice order and question completeness, we con- 273

ducted further checks on answer formats, removed 274

redundant numbering, and ensured answers were 275

within the provided choices. Finally, we eliminated 276

Roman numeral labels, cleaned up question num- 277

bering, removed questions with lowercase initial 278

letters and non-English characters, and performed 279

deduplication. Through these steps, the data scale 280

was reduced to 1.66 million. 281

(3) Difficulty Sampling. Due to the rapid advance- 282

ment in the capabilities of LLMs, evaluations on 283

MMLU (Hendrycks et al., a) have reached a bottle- 284

neck, indicating that the difficulty of the test set can 285

no longer meet the needs of assessing the new gen- 286

eration of models. For instance, the latest frontier 287

models, including GPT-4o, Gemini-1.5-Pro, and 288

Claude, all published in early to mid-2024, have 289

achieved accuracy rates ranging from 86% to 88%. 290

Therefore, we aim to establish a more challenging 291

benchmark to more effectively evaluate and drive 292

progress in the new generation of models. 293

To investigate this further, we first used GPT-4o 294

to categorize the difficulty levels of the original 295

MMLU data. We employed the following query 296

prompt for GPT-4o: “Please rate the difficulty of 297

this question on a scale of [0-9], where level [0] rep- 298

resents the easiest question and level [9] represents 299

the most difficult.” This resulted in a difficulty dis- 300

tribution for MMLU, as demonstrated in Figure 4. 301

Nearly one-third of the questions have a difficulty 302

level below [4], and the abundance of easy ques- 303

tions is one of the reasons why LLMs achieve high 304

scores on MMLU. 305

To categorize our data according to MMLU diffi- 306

culty, we used the above difficulty levels of MMLU 307
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• 2.7 Million Questions
• 3000+ Domains
• 14 Fields

2. MCQ Cleaning

4. LLMs Checking 5. Contamination-Free Processing
Quality
• Context and Clarity
• Logical Consistency
• Factual Accuracy
• Mutual Exclusivity
• Correct Answer

Safety
• Hatred
• Sex
• Self-harm
• Violence

1. MCQ Collection

Open Websites

• Remove Incorrect Choices
• Standardize Format
• Filter Short Questions
• Deduplication

3. Difficulty Sampling

• Rephrase Questions
• Shuffle Choices
• Random Replace Choices with

“None of the other choices”

• Difficulty level [0-9]
• Diversity Domain
• Balanced Disciplines

Test Set

Validation Set

(Closed-source)

(Open-source)

MMLU-CF

10,000

10,000

Data Source

2.7 million 50,000

20,000

1.6 million

20,000

200+ billion

Figure 3: The construction pipeline of the MMLU-CF Benchmark. The pipeline involves (1) MCQ Collection
to gather a diverse set of questions; (2) MCQ Cleaning to ensure quality; (3) Difficulty Sampling to ensure an
appropriate difficulty distribution for questions; (4) LLMs checking: The LLMs, including GPT-4o, Gemini, and
Claude, are reviewing the accuracy and safety of the data; and (5) Contamination-Free Processing to prevent
data leakage and maintain dataset purity. Ultimately, this process results in the MMLU-CF, consisting of 10,000
questions for the closed-source test set and 10,000 for the open-source validation set.

Difficulty Level

MMLU-CF Distribution MMLU Distribution
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Figure 4: The difficulty levels produced by GPT-4o for
MMLU and MMLU-CF are analyzed. In our data, we
randomly sampled 10,000 questions for visualization.

questions as a reference and then applied a 5-shot308

query for GPT-4o to classify the difficulty of 1.66309

million clean questions. To ensure an appropriate310

level of difficulty, we selected questions using a nor-311

mal distribution centered around a difficulty level312

of [6], as indicated in Figure 4. During the sam-313

pling process, to ensure the diversity and quality of314

the questions, we maintained a balanced distribu-315

tion of question categories, maximized the diversity316

of domains, and ensured that questions had corre-317

sponding explanations whenever possible. Finally,318

the 1.6 million questions reduce to 50,000.319

(4) LLMs Checking. In the previous step, we320

selected 50,000 questions, ensuring moderate dif-321

ficulty, domain diversity, and category balance,322

while also aiming to include explanations where323

possible. Although these questions were objec- 324

tively accurate, having been sourced mostly from 325

examination websites, further review for quality 326

and harmlessness was necessary. Given the power- 327

ful capabilities of LLMs, these models are already 328

employed in various fields such as data analysis 329

(Zhao et al., 2024) and AI-driven decision-making 330

(Zheng et al., 2024; Chiang et al., 2024; Yu et al., 331

2023). However, relying on a single model for re- 332

view may introduce biases inherent to that LLM 333

(Zheng et al., 2024). To address the biases as much 334

as possible, we employed three different LLMs, 335

including GPT-4o, Gemini, and Claude, to review 336

the quality and harmlessness of these MCQs. 337

For the quality of questions, we assessed them 338

based on the following criteria: 339

• Context and Clarity: Are the question and 340

choices consistent and unambiguous, provid- 341

ing enough context for understanding? 342

• Logical Consistency: Are the question and 343

choices logically structured without contradic- 344

tions? 345

• Factual Accuracy: Are the question and 346

choices factually correct and not misleading? 347

• Mutual Exclusivity: Are choices mutually ex- 348

clusive without overlap? 349

• Correct Answer: Is the correct answer in- 350

cluded in the choices? 351

From the perspective of harmlessness, we re- 352

viewed the content from the following four aspects: 353

• Non-hatred: Ensure the content does not con- 354

tain hate speech. 355
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• Non-sex: Ensure the content does not con-356

tain sexual suggestions or inappropriate sex-357

ual content.358

• Non-selfharm: Ensure the content neither con-359

tains self-harm nor encourages self-harm.360

• Non-violence: Ensure the content does not361

contain violence or incite violence.362

Additionally, we used these three models to rate363

the questions on a scale from [1] to [5], where [5]364

represents the highest quality. Ultimately, we se-365

lected questions with an average score greater than366

[4] to construct test and validation sets of MMLU-367

CF. Then, inspired by Decontaminator (Yang et al.,368

2023b), we used GPT-4o to perform redundancy369

detection (Yang et al., 2023b) on semantically iden-370

tical test and validation questions. Furthermore, in371

our post-analysis, these questions came from over372

1,000 web domains to ensure their diversity.373

What is the rule h*x = x*h called? 

A.Commutativity rule

B.Associativity rule

C.Distributive rule 

D.Transitive rule

What is the term for the rule h*x = x*h?

A.Commutativity rule

B.Associativity rule

C.Distributive rule 

D.Transitive rule

What is the term for the rule h*x = x*h?

A. Transitive rule

B. Associativity rule

C. Commutativity rule

D. Distributive rule

What is the term for the rule h*x = x*h?

A. Transitive rule

B. None of the other choices

C. Commutativity rule

D. Distributive rule

Rule 1:
Rephrase Question

Rule 2:
Shuffle Choices

Rule 3:
Random Replace

Choices

Figure 5: A MCQ instance by Contamination-free Pro-
cessing. The top box is the input MCQ, and the bottom
box is the decontaminated MCQ.

(5) Contamination-Free Processing. Moreover,374

to avoid unintentional contamination and to assess375

the LLMs’s reasoning and understanding abilities376

rather than their memorization of answers (Carlini377

et al., 2023), we implemented the following three378

decontamination rules as shown in Figure 5:379

(1) Rule 1: Rephrase Question. Rewriting ques- 380

tions helped reduce the model’s dependence on pre- 381

viously encountered training data (Zhu et al., 2024), 382

thereby mitigating performance inflation caused by 383

the models memorizing leaked benchmarks. 384

(2) Rule 2: Shuffle Choices. To prevent the 385

model from answering correctly based on mem- 386

orizing the sequence of choices, we shuffled the 387

choices (Gupta et al., 2024). If the last option was 388

‘None of the above’ or ‘All of the above,’ we only 389

shuffled the first three choices. 390

(3) Rule 3: Random Replace Choices. We ran- 391

domly replaced one of the choices in the question 392

with ‘None of the other choices’ with a 50% proba- 393

bility. If the last option was ‘None of the above’ or 394

‘All of the above’, we skipped this question. When 395

replacing the correct option, it remained a valid 396

choice, requiring the model to use more reasoning 397

to answer the question. Similarly, when replacing 398

an incorrect option, it acted as a distractor, necessi- 399

tating more comprehension and reasoning from the 400

model to answer correctly. 401

These rules help mitigate both malicious and 402

unintentional leakage to varying degrees. After 403

that, we divided the data into 10,000 validation and 404

10,000 test sets, maintaining similar difficulty and 405

categories across both sets. The test set was kept 406

closed-source to prevent malicious contamination. 407

4 Experiments 408

4.1 Evaluation Models 409

We evaluate 40+ models across various sizes by the 410

evaluation platform OpenCompass (Contributors, 411

2023), including open-source models ranging from 412

0.5B to 72B and closed-source APIs. The experi- 413

ments include models with different classes, such 414

as GPTs (Achiam et al., 2023) (GPT-4o (v2024- 415

10-1), GPT-4o-mini (v2024-10-1), GPT-4-Turbo 416

(v2024-2-15), GPT-3.5-Turbo (v2024-2-15)), Gem- 417

ini (Reid et al., 2024) (Gemini-1.5-Flash), and 418

public models like Llama-3-{8, 70}B-chat (Meta, 419

2024), Llama-3.1-{8, 70}B-chat (Meta, 2024), 420

Mixtral-{7, 8x7, 8x22}B-instruct, Phi-4 (Abdin 421

et al., 2024a), Phi-3.5-{mini, small} (Abdin et al., 422

2024b), Gemma-2-{2, 9, 27}B (Team et al., 2024), 423

Qwen2.5-{0.5, 1.5, 7, 14, 70}B (Team, 2024). 424

4.2 Evaluation Metrics 425

We employ both 5-shot and 0-shot approach to mea- 426

sure the performance of large language models on 427

the MMLU-CF test and validation set. Addition- 428
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Model
MMLU MMLU-CF MMLU-CF
5-shot (%) 5-shot (%) 0-shot (%)

Test Test Validation ∆ (%) Test Validation ∆ (%)

API

GPT-4o (Achiam et al., 2023) 88.0 73.4 73.4 +0.0 71.9 72.4 -0.5
GPT-4-Turbo (Achiam et al., 2023) 86.5 70.4 70.1 +0.3 68.9 68.7 +0.1
GPT-4o-mini (Achiam et al., 2023) 81.8 65.5 65.1 +0.4 66.0 65.3 +0.7
Gemini-1.5-Flash (Reid et al., 2024) 78.7 64.8 64.9 -0.1 56.7 56.9 -0.2
GPT-3.5-Turbo (Achiam et al., 2023) 71.4 58.2 59.0 -0.8 57.2 58.1 -0.9

Large

Qwen2.5-72B-instruct (Team, 2024) 85.3 71.6 71.3 +0.3 70.6 70.4 +0.2
Llama-3-70B-instruct (Meta, 2024) 82.0 68.9 68.8 +0.1 68.1 67.4 +0.7
Llama-3.3-70B-instruct (Meta, 2024) 86.3 68.8 67.8 +1.0 67.6 67.5 +0.1
Llama-3.1-70B-instruct (Meta, 2024) 86.0‡ 68.7 68.1 +0.6 70.4 69.7 +0.7
Phi-3.5-MoE-instruct (Abdin et al., 2024b) 78.9 64.6 64.5 +0.1 63.1 62.1 +1.0
Qwen2-72B-instruct (Bai et al., 2023) 82.3 63.7 64.3 -0.6 62.4 62.5 -0.1
Mixtral-8x22B-instruct (Jiang et al., 2024) 76.2 62.8 62.5 +0.3 65.3 64.8 +0.5
Qwen1.5-72B-chat (Bai et al., 2023) 75.6 59.8 60.2 -0.4 59.1 59.6 -0.5
Llama-2-70B-chat (Meta, 2024) 68.9 52.2 51.8 +0.4 51.2 50.9 +0.3

Medium

Qwen2.5-32B-instruct (Team, 2024) 83.9† 69.7 68.8 +0.9 68.9 68.8 +0.1
Phi-4-14B (Abdin et al., 2024a) 84.8 67.8 68.5 -0.7 68.5 69.4 -0.9
Qwen2.5-14B-instruct (Team, 2024) 79.9 66.4 66.1 +0.3 67.0 66.0 +1.0
Phi-3-medium-instruct (Abdin et al., 2024b) 77.9 64.2 64.2 +0.0 62.5 62.7 -0.2
Gemma2-27B(Team et al., 2024) 75.2 63.9 63.5 +0.4 64.2 64.0 +0.2
Yi-1.5-34B-chat (Young et al., 2024) 76.8 61.3 60.5 +0.8 60.6 59.5 +1.1
Mixtral-8x7B-instruct-v0.1 (Jiang et al., 2024) 70.5 58.3 57.1 -1.2 58.9 58.5 +0.4
Deepseek-v2-lite-chat (DeepSeek-AI, 2024) 55.7 49.3 48.7 +0.6 48.2 47.7 +0.5
Baichuan-2-13B-chat (Yang et al., 2023a) 57.3 48.3 48.6 -0.3 47.1 48.1 -1.0
Llama-2-13B-chat (Touvron et al., 2023) 54.8 42.8 42.1 +0.7 44.8 44.6 +0.2

Small

Qwen2.5-7B-instruct (Team, 2024) 75.4† 61.3 60.4 +0.9 59.3 58.6 +0.7
Qwen2-7B-instruct (Bai et al., 2023) 70.5 58.1 57.9 +0.2 58.3 57.4 +0.9
Glm-4-9B-chat (GLM et al., 2024) 72.4 57.8 57.9 -0.1 58.6 58.7 -0.1
Internlm-2.5-7B-chat (Cai et al., 2024) 72.8 57.3 56.8 +0.5 57.9 56.9 +1.0
Llama-3-8B-instruct (Meta, 2024) 68.4 57.3 56.5 +0.8 56.4 55.4 +1.0
Llama-3.1-8B-instruct (Meta, 2024) 68.1 57.1 57.9 -0.8 56.1 56.1 +0.0
Gemma-2-9B (Team et al., 2024) 71.3 53.7 53.3 +0.4 32.1 31.2 +0.9
Yi-1.5-6B-chat (Young et al., 2024) 62.8 52.8 51.4 +1.4 52.2 51.9 +0.3
Mistral-7B-instruct-v0.3 (Jiang et al., 2023) 60.3 50.7 50.9 -0.2 51.1 50.9 +0.2
Baichuan-2-7B-chat (Yang et al., 2023a) 52.9 44.5 43.9 +0.6 43.9 44.0 -0.1
Llama-2-7B-chat (Touvron et al., 2023) 45.3 39.4 38.5 +0.9 41.9 40.9 +1.0

Mini

Phi-3-mini-instruct (3.8B) (Abdin et al., 2024b) 70.9 57.9 58.1 -0.2 58.2 57.5 +0.7
Phi-3.5-mini-instruct (3.8B) (Abdin et al., 2024b) 69.1 57.9 57.4 +0.5 58.3 57.7 +0.6
Qwen2.5-3B-instruct (Team, 2024) 64.4† 55.9 56.4 -0.5 54.3 53.9 +0.4
Qwen2.5-1.5B-instruct (Team, 2024) 50.7† 51.2 51.0 +0.2 50.7 50.4 +0.3
Qwen2-1.5B-instruct (Bai et al., 2023) 52.4 47.1 47.5 -0.4 45.2 44.5 +0.7
Gemma-2-2B (Team et al., 2024) 51.3 43.9 42.4 +1.5 30.5 29.4 +0.9
Qwen2.5-0.5B-instruct (Team, 2024) 24.1† 41.9 41.1 +0.8 36.0 34.9 +1.1
Internlm-2-chat-1.8b (Cai et al., 2024) 47.1 40.5 39.4 +1.1 41.2 39.8 +1.4
Qwen2-0.5B-instruct (Bai et al., 2023) 37.9 38.3 38.3 +0.0 33.5 33.5 +0.0

Table 1: Performance of various models on MMLU and MMLU-CF (ours). Both 0-shot and 5-shot evaluations
don’t employ COT (Kojima et al., 2022), except for additional explanations. ∆ means the absolute score difference
of models between validation and test sets. ‡ denotes 0-shot with COT. † indicates employing MMLU-redux (Gema
et al., 2024), the results are from Qwen2.5 homepage (Team, 2024).

ally, we categorize the open-source models based429

on their parameter size into four sections: Large430

(>50B), Medium (13B-50B), Small (6B-12B), and431

Mini (0.5-5B). The ∆ is the absolute score differ-432

ence between the test and validation sets.433

4.3 Evaluation Methods for Public434

Two evaluation methods are supported for our435

benchmark. The users could voluntarily submit436

evaluation requests by providing Hugging Face437

open-source model types or API formats through438

the introduction of our project homepage. Besides,439

we will actively evaluate the latest popular models440

from Hugging Face as well as mainstream APIs.441

4.4 Results and Analysis 442

As shown in Table 1, GPT-4o emerges as the 443

strongest model across both close-sourced and 444

open-sourced models, achieving a score of 73.4% 445

in the 5-shot test and 71.9% in the 0-shot test on 446

test set. This result highlights GPT-4o’s ability to 447

handle a wide range of tasks effectively and serves 448

as the benchmark for other models. 449

Among the API-based models, GPT-4-Turbo 450

achieves 70.4% in the 5-shot test and maintains a 451

robust performance of 68.9% in the 0-shot test. No- 452

tably, Gemini-1.5-Flash delivers competitive per- 453

formance at 64.8% in the 5-shot test but lags behind 454

GPT-4 variants. 455

In the large-model category, Qwen2.5-72B- 456
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instruct outperforms its peers with a strong 71.6%457

in the 5-shot test and a slight improvement of458

+0.3% between test and validation scores. Llama-459

3.3-70B-instruct also delivers consistent perfor-460

mance, though slightly behind Qwen2.5.461

Within medium models, Qwen2.5-32B-instruct462

stands out with 69.7% in the 5-shot test, signif-463

icantly outperforming other models in this cate-464

gory. Meanwhile, Phi-4-14B continues to excel465

with a strong 67.8% in 5-shot and 68.5% in 0-shot,466

maintaining its dominance even over some larger467

models, reflecting its efficiency and robustness.468

In the small-model category, Qwen2.5-7B-469

instruct performs well, achieving 61.3% in the 5-470

shot test. Both outperform many other small and471

even medium-sized models.472

Among mini-sized models, Phi-3.5-mini-instruct473

with 3.8B achieves the best performance with474

57.9% in the 5-shot test. Qwen2.5-3B-instruct475

closely follows with 55.9%.476

Rule
1

Rule
2

Rule
3

GPT-4o GPT-3.5-Turbo Llama-3.1-8b

- - - 79.8 65.3 63.8
✓ - - 78.6 63.1 62.3
✓ ✓ - 77.9 62.8 61.8
✓ ✓ ✓ 73.4 58.2 57.1

Table 2: 5-shot results of applying different decontami-
nation rules to MMLU-CF test set.

4.5 Properties of Partitioning Test and477

Validation Sets478

We partition the benchmark dataset into test and479

validation sets, then calculate the absolute score480

difference as ∆ for LLMs, it not only helps pre-481

vent test set leakage but also offers the following482

benefits: Firstly, as shown in Table 1, before the483

validation set is publicly released, about 60% of484

∆ values are less than 0.5, and 96% of ∆ values485

are below 1.0. This indicates that the evaluation486

results of LLMs are significantly consistent across487

the test and validation sets, demonstrating the effec-488

tiveness of the validation set in evaluating model489

generalization. Once the validation set is made pub-490

lic, potential data leakage can cause the models to491

overfit on the validation set, leading to an increase492

in ∆ values. Thus, the design of ∆ serves as a493

method to monitor whether benchmarks might be494

compromised. This approach helps ensure the fair-495

ness and integrity of the benchmarks, preventing496

models from exploiting leaked data to artificially497

enhance their performance.498

4.6 Ablation Study on Different 499

Decontamination Rules 500

We conducted ablation experiments on the MMLU- 501

CF to evaluate the performance of different models 502

under three modification rules: Rephrase Question 503

(Rule 1), Shuffle Choices (Rule 2), and Random 504

Replace Choices (Rule 3) with “None of the other 505

choices”. The LLMs used in this study are GPT-4o, 506

GPT-3.5-Turbo, and Llama-3-8b. The experimental 507

results are summarized in Table 2, the rule 1 causes 508

a slight decrease in performance across all models. 509

However, the addition of rule 2 and rule 3 results 510

in a more significant decline, particularly when all 511

three rules are applied. This suggests that the later 512

rules either remove more valuable data or create a 513

cumulative effect that further hampers model per- 514

formance. The significant performance drop on 515

MMLU-CF demonstrates the effectiveness of the 516

three decontamination rules, particularly rule 1 and 517

rule 2, which don’t alter the difficulty of the origi- 518

nal questions. Additionally, the more pronounced 519

drop observed in GPT-3.5-Turbo and Llama-3-8b 520

suggests that smaller models are more sensitive to 521

the removal of potentially useful data or the added 522

complexity from these rules, making them less ef- 523

fective under stricter decontamination. 524

5 Conclusion 525

In this paper, we propose and construct MMLU- 526

CF, a contamination-free and challenging multiple- 527

choice question benchmark, to reassess large lan- 528

guage models’ understanding of world knowledge. 529

Specifically, we categorize contamination into un- 530

intentional and malicious types. To prevent un- 531

intentional data contamination, we design three 532

decontamination rules to mitigate unintentional 533

data leakage while collecting data from a broader 534

domain. To prevent malicious data contamina- 535

tion, we keep the test set closed-source while mak- 536

ing the validation set publicly available for trans- 537

parency. Evaluation results demonstrate that GPT- 538

4o achieved a 5-shot score of 73.4%, ranking at 539

the top among all evaluated models. This result 540

is significantly lower than the 88.0% on MMLU, 541

highlighting the challenging and contamination- 542

free nature of MMLU-CF. Qwen2.5-72B-instruct 543

narrowly surpassed Llama-3-70B-instruct to lead 544

the open-source models. We believe that this 545

benchmark will promote fair model evaluation and 546

provide valuable insights for the design of future 547

contamination-free benchmarks. 548
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6 Limitations549

Although this dataset is constructed with the utmost550

objectivity and fairness, leveraging multiple large551

language models to verify the correctness of the552

questions and answers, it is still possible that some553

errors may remain. To address this, we have pro-554

vided a validation set that is available to the public555

for further scrutiny and verification. Additionally,556

this dataset primarily focuses on multiple-choice557

questions and language modalities. However, other558

aspects of large models’ capabilities, such as math559

and code reasoning, multi-modal understanding560

(e.g., image and audio), and specific domain exper-561

tise, still require evaluation with similarly unbiased562

and contamination-free benchmarks.563

7 Ethics Statement564

MMLU-CF was created using open-source data565

and methodologies to ensure transparency. The566

benchmark is designed to provide fair and reliable567

evaluations through decontamination rules and ver-568

ification. While efforts were made to minimize569

errors, some may remain, and we encourage the570

community to review the publicly available valida-571

tion set for further improvements. This benchmark572

focuses on language modalities, and future work573

is needed for unbiased evaluation in other areas.574

We call for the responsible use of this dataset to575

promote ethical and equitable AI development.576
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A Appendix840

A.1 Disciplinary Distribution of MMLU-CF841

(a) Test Set

(b) Validation Set

Figure 6: Distribution of Disciplines in MMLU-CF.

The Figure 6 demonstrates the visualization of842

MMLU-CF test and validation sets. We find that843

their disciplinary distribution proportions are quite844

similar. The most prevalent disciplines are Com-845

puter Science, Health, and History, with propor-846

tions of 13.1%, 12.2%, and 11.5% in the test set,847

respectively. This distribution may lead to slight848

differences in the performance of different mod-849

els. Table 6, we present the performance of various850

large models across different disciplines. GPT-4o851

achieves the best performance in terms of average852

accuracy and different disciplines. We observe that853

the models perform worst in Computer Science.854

This is because the domain not only requires funda-855

mental knowledge of Computer Science but also in-856

volves code understanding, which increases the dif-857

ficulty. Qwen2.5-72B, -32B brings new upgrades858

in mathematics and coding, delivering the best re-859

sults in mathematics, engineering, and computer860

science. Despite its small size, Phi-4 achieves com-861

petitive results compared to larger models, show- 862

casing its efficiency in handling complex tasks. 863

A.2 The Effect of Decontamination Rules 864

In the methods section, we presented three types of 865

question modification rules applied to the MMLU- 866

CF dataset: question rephrasing, shuffling choices, 867

and randomly replacing an option with “None of 868

the other choices.” To validate the effectiveness 869

of these modifications, we first applied these three 870

rules to the MMLU (Hendrycks et al., a). The 871

results, shown in Figure 7, indicate that these mod- 872

ifications lead to a decrease in 5-shot and 0-shot 873

scores for GPT-4o. Furthermore, when comparing 874

these results to those on the MMLU-CF dataset, 875

as depicted in Table 2, the accuracy drop is more 876

pronounced on the MMLU dataset. This suggests 877

a higher likelihood of data leakage in large models 878

when using the MMLU dataset. In contrast, the 879

MMLU-CF dataset, due to its broad and closed- 880

source nature, exhibits a lower risk of data leakage. 881

A.3 Prompt Used for LLMs Checking 882

Table 4 shows the prompt used in the LLMs check- 883

ing processing to verify the correctness of ques- 884

tions. For safety, we used GPT-4’s built-in safety 885

filter under the strongest constrains to filter out un- 886

safe content related to hate speech, sexual content, 887

self-harm, and violence. 888

A.4 The Difficulty Level of MMLU-CF 889

Figure 8 demonstrates the difficulty distribution 890

of samples in the MMLU-CF dataset at various 891

stages. In step three, we sampled normally around 892

a difficulty level of 6. After applying the decontam- 893

ination process in step five, we observed a notable 894

change: the proportion of samples with difficulty 895

level 5 significantly decreased, while the number 896

of questions with difficulty level 7 increased. This 897

indicates that the decontamination process intro- 898

duced more challenging questions into the dataset, 899

which meets the expectation. 900

A.5 Sampled Questions for Different 901

Disciplines 902

In Table 5, 6, 7, 8 and 9, we present the questions 903

from the validation set across various disciplines. 904

For each subject, we have randomly sampled three 905

questions for demonstration, which offers insights 906

into the diversity and characteristics of the ques- 907

tions used in the validation process. For more ques- 908

tions, we will publicly the validation set soon. 909
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Subject GPT-4o GPT-4o-mini Llama-3.3-70B Qwen2.5-72B Qwen2.5-32B Phi-4-14B
(Achiam et al., 2023) (Achiam et al., 2023) (Meta, 2024) (Team, 2024) (Team, 2024) (Abdin et al., 2024a)

Math 56.09 45.83 56.3 67.51 63.10 62.18
Physics 75.15 64.47 69.0 74.00 71.12 69.15
Chemistry 72.44 66.54 68.3 69.62 68.81 67.13
Law 81.46 72.73 73.6 75.15 72.55 71.84
Engineering 60.15 55.41 56.7 61.39 57.69 54.67
Economics 78.33 66.31 72.5 74.95 68.90 68.88
Health 81.09 76.11 79.3 80.23 78.55 76.29
Psychology 80.10 70.28 77.5 78.95 77.94 75.45
Business 70.90 63.81 64.7 71.00 68.69 65.19
Biology 82.84 74.63 75.5 78.88 74.53 75.91
Philosophy 81.82 77.99 78.9 74.24 72.73 76.08
Computer Science 55.50 51.09 51.0 56.12 68.79 51.09
History 77.23 67.05 71.2 71.19 68.79 68.09
Other 74.83 64.74 67.9 68.15 66.88 65.55

Average 73.42 65.52 68.82 71.60 68.81 67.68

Table 3: Performance of different models on MMLU-CF discipline under a 5-shot test set. The best result is
emphasized in bold.

(a) GPT-4o 5-shot scores

(b) GPT-4o 0-shot scores

(c) GPT-4o on MMLU w/ decontamination

Left: MMLU w/o decontamination

Right: MMLU w/ decontamination

Categories

Categories

Categories

Left: MMLU w/o decontamination

Right: MMLU w/ decontamination

Figure 7: GPT-4o evaluation comparison on MMLU
with and without our decontamination rules.

[Instruction]
Please review the following question and corresponding
choices for correctness based on these criteria:
Context and Clarity: Are the question and choices consis-
tent and unambiguous, providing enough context for under-
standing?
Logical Consistency: Are the question and choices logi-
cally structured without contradictions?
Factual Accuracy: Are the question and choices factually
correct and not misleading?
Mutual Exclusivity: Are choices mutually exclusive with-
out overlap?
Correct Answer: Is the correct answer included in the
choices?
[Question to be reviewed]
{question}
[Choice to be reviewed]
{choice}
[Response]
Rate the question’s correctness on a scale of 1 to 5, with 5
being correct; Only give an overall Rating. For example,
Rating: 5

Table 4: The Prompt of LLMs Checking.
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Difficulty Level

Figure 8: The difficulty level distribution of MMLU-CF
after stage (3) and (5).
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Biology
Question 1
Which group of biological molecules is the most diverse in function?
A. Carbohydrates B. Proteins
C. Nucleic acids D. Lipids
Answer: B

Question 2
Which of these structures is the smallest?
A. Hydrogen atom B. None of the other choices
C. Mitochondrion D. Viriod
Answer: A

Question 3
Which of the following controls and regulates life processes?
A. Reproductive and endocrine systems B. Endocrine and digestive systems
C. None of the other choices D. Nervous and endocrine systems
Answer: D

Chemistry
Question 1
What occurs when silver chloride is exposed to sunlight?
A. Silver metal and chlorine gas are formed B. Silver metal and hydrogen gas are formed
C. Only hydrogen gas is formed D. Only silver metal is formed
Answer: A

Question 2
What is the phenomenon called when a beam of light passes through a colloidal solution?
A. Cataphoresis B. Tyndall effect
C. Electrophoresis D. Coagulation
Answer: B

Question 3
Electrolytes play a crucial role in the chemistry of living organisms. What defines an electrolyte?
A. Contains electrodes B. Conducts electricity when melted or put into solution
C. Generates light when electricity is applied D. Contains electrons
Answer: B

Computer Science
Question 1
Which of the following is not a valid floating point literal in Java?
A. 5.0e2 B. 033D
C. 6.8 D. 4.5f
Answer: B

Question 2

#include <stdio.h>
int main() {

int a = -1, b = 4, c = 1, d;
d = ++a && ++b || ++c;
printf("%d, %d, %d, %d\n", a, b, c, d);
return 0;

}

A. 0, 5, 2, 1 B. 0, 4, 2, 1
C. None of the other choices D. 1, 4, 1, 1
Answer: B

Question 3
In what aspect did a digital computer not surpass an analog computer?
A. Accuracy B. Reliability
C. Speed D. None of the other choices
Answer: A

Table 5: Three Random Questions from the Biology, Chemistry and Computer Science of the MMLU-CF Validation
Set.
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Engineering
Question 1
What functions can a diode perform?
A. Rectifier B. None of the other choices
C. Demodulator D. Modulator
Answer: C

Question 2
What is a periodic signal?
A. May be represented by g(t) = g(t + T0) B. Value may be determined at any point
C. Repeats itself at regular intervals D. All of the above
Answer: D

Question 3
What are the advantages of using electron beam welding?
A. Absence of porosity B. Welds are clean
C. Distortion less D. All of these
Answer: B

Math
Question 1
What is the result when 1√

7−2
is rationalized?

A. (
√
7− 2)/3 B. (

√
7 + 2)/45

C. (
√
7 + 2)/5 D. (

√
7 + 2)/3

Answer: D

Question 2
What is the percentage increase in the area of a rectangle if each side is increased by 20%?
A. 46% B. 44%
C. 42% D. 40%
Answer: B

Question 3
What is the radius of a sphere with a surface area of 616 cm²?
A. 21 cm B. 7 cm
C. 3.5 cm D. 14 cm
Answer: B

Physics
Question 1
Daylight color film is calibrated for what type of light?
A. 3200 K B. 3400 K
C. 3000 K D. 5400 K
Answer: D

Question 2
On a Force versus position (F vs. x) graph, what signifies the work done by the force F?
A. The product of the maximum force times the maximum x B. The length of the curve
C. The slope of the curve D. The area under the curve
Answer: D

Question 3
What is the phase difference between the voltage and current in a capacitor in an AC circuit?
A. π/3 B. π/2
C. π D. 0
Answer: B

Table 6: Three Random Questions from the Enigineering, Math and Physics of the MMLU-CF Validation Set.
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Business
Question 1
Beth is the project manager for her organization. While her current project has numerous deliverables identified
broadly, the specific details of these deliverables remain unclear. Beth is meticulously planning only the activities
that are immediately forthcoming in the project. What is this project management planning approach called?
A. Rolling wave planning B. Imminent activity management
C. None of the other choices D. Predecessor-only diagramming
Answer: A

Question 2
How do you format Pivot Table report summary data as currency?
A. Type in the currency symbol B. Use custom calculation
C. Modify the field settings D. None of the above
Answer: C

Question 3
Which one of these choices is not considered an operating cost?
A. Maintenance cost B. Salaries of high officials
C. None of the other choices D. Salaries of operating staff
Answer: B

Economics
Question 1
Which tax proposal did the Finance Minister announce the withdrawal of on 8th March following nationwide
protests?
A. Tax on High Income Farmers B. Tax proposal on EPF
C. Kisan Kalyan Cess D. All of above
Answer: B

Question 2
In economics, what does the demand for a good indicate regarding the quantity that people:
A. None of the other choices B. Need to achieve a minimum standard of living
C. Will buy at alternative income levels D. Would like to have if the good were free
Answer: A

Question 3
What is it called when a firm’s supply rises as a result of implementing advanced technology?
A. Expansion in supply B. Increase in quantity supplied
C. Contraction in supply D. Increase in supply
Answer: D

Health
Question 1
Thrombocytes are more accurately referred to as ______?
A. Megakaryoblasts B. Clotting factors
C. Megakaryocytes D. Platelets
Answer: D

Question 2
Lindsay has been prescribed insulin therapy for which condition?
A. None of the other choices B. Diabetes
C. Hemophilia D. Spina bifida
Answer: B

Question 3
Why is it crucial to control and reduce the amount of dust that enters the air?
A. Less dust means less cleaning up afterwards B. Dust in the air will affect your vision
C. Dust is always in the air and it does not cause harm D. Constantly inhaling dust particles can cause lung
problems in the future
Answer: D

Table 7: Three Random Questions from the Business, Economics, and Health of the MMLU-CF Validation Set.
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History
Question 1
The constitutional history of France starts with the French Revolution in what year?
A. 1786 B. 1780
C. 1789 D. None of the other choices
Answer: C
Question 2
Between 1889 and 1916, where was the Second International, which developed under the influence of Socialist
Philosophy, organized?
A. None of the other choices
B. London
C. Paris
D. Brussels
Answer: C
Question 3
What was the capital of the Hoysalas?
A. Dwarasamudra B. Halebeedu
C. Sosevuru D. Belur
Answer: A

Law
Question 1
How are computer programs legally safeguarded?
A. Copy rights. B. Trademarks.
C. Industrial design. D. Patents.
Answer: A
Question 2
What type of justice is represented by the penalty imposed for breaking the law?
A. Political justice B. Moral justice
C. Legal justice D. Economic justice
Answer: C
Question 3
What does WIPO stand for?
A. World Information and Patents Organisation
B. World Intellectual Property Organisation
C. World Information Protection Organisation
D. None of the other choices
Answer: B

Philosophy
Question 1
What does it mean when a reprehensible act is referred to by a different term?
A. None of the other choices B. advantageous comparison
C. euphemistic labeling D. attribution of blame
Answer: C
Question 2
The assertion, ‘Being non-violent is good’ is a:
A. Religious judgement B. None of the other choices
C. Factual judgement D. Value judgement
Answer: D
Question 3
What does the phrase ‘lived alone on the forest tree’ symbolize?
A. None of the other choices B. Freedom
C. A dull life D. A dependent life
Answer: B

Table 8: Three Random Questions from the History, Law, and Philosophy of the MMLU-CF Validation Set.
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Psychology
Question 1
Which of the following happens first in development?
A. Secondary sexual characteristics B. Reproductive maturity
C. Gender identity D. Primary sexual characteristics
Answer: D
Question 2
How can a teacher be successful?
A. imparts subject knowledge to students
B. presents the subject matter in a well organized manner
C. prepares students to pass the examination
D. None of the other choices
Answer: B
Question 3
What is meant by Ex Post Facto research?
A. The research is carried out prior to the incident
B. None of the other choices
C. The research is carried out along with the happening of an incident
D. The research is carried out after the incident
Answer: D

Other
Question 1
To achieve a quick promotion, he came up with a plan to appease the manager.
A. Conciliate B. Evict C. Incite D. Praise
Answer: A
Question 2
Which company initiated the secret Zuma Mission for the United States government?
A. SpaceX B. None of the other choices
C. XCOR Aerospace D. Boeing
Answer: A
Question 3
In The Calling of Saint Matthew, Caravaggio depicted his subjects wearing the clothing of his own era,
rather than that of Jesus’s time.
A. to portray the painting’s patrons realistically.
B. to conform with other paintings in the series.
C. to enable the audience to identify with them.
D. so that he could use richer colors and brushstrokes.
Answer: C

Table 9: Three Random Questions from the Psychology, Other of the MMLU-CF Validation Set.
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