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In Latin American e-commerce, customer in-
quiries often exhibit unique linguistic patterns that
require specialized handling for accurate responses.
Traditional sentence encoders may struggle with
these regional nuances, leading to less effective an-
swers. This study examines the use of fine-tuned
transformer models to generate domain-specific
sentence embeddings, specifically for Portuguese
and Spanish retrieval tasks. Our findings show that
these specialized embeddings significantly outper-
form general-purpose pretrained models and tra-
ditional techniques like BM-25, eliminating the
need for additional re-ranking steps in retrieval pro-
cesses. Our results explore the effects of multi-
objective training within Matryoshka Represen-
tation Learning, highlighting its effectiveness in
maintaining retrieval effectiveness across various
embedding dimensions. Our approach offers a scal-
able and efficient solution for multilingual retrieval
in e-commerce, reducing computational costs while
ensuring high accuracy.

1 Introduction

In the rapidly growing e-commerce landscape, ef-
fective customer service through accurate question-
answering systems is crucial to user satisfaction
and conversions. Sentence encoders (Reimers and
Gurevych, 2019) play a central role in these sys-
tems, capturing semantic meaning, context, and
relationships in numerical embeddings. Such em-
beddings can be used to select the most appropriate
answer to the customer inquiry.

General-purpose sentence encoders often prove
less effective in specialized domains due to their
difficulty capturing unique vocabulary, phrasing,
and contextual nuances (Tang and Yang, 2025).
This entails that generic models frequently re-
quire high-dimensional embeddings and separate
re-ranking models to achieve acceptable domain-
specific effectiveness, especially when resource

minimization is a key objective.

LatinAmericanAl company addresses a high vol-
ume of customer inquiries from e-commerce plat-
forms in Spanish and Portuguese. We have imple-
mented an end-to-end question-answering solution
based on embeddings to manage customer queries.
Existing pretrained solutions assist in retrieving
suitable text (questions) to provide answers. This
context requires performing a re-ranking process to
ensure the quality of the retrieved text (Chico et al.,
2023).

However, this multi-component approach inher-
ently increases complexity and can compromise
the overall quality and efficiency of the retrieval
pipeline. Employing a distinct retriever and a sub-
sequent re-ranker directly escalates computational
resource demands, which is prohibitive for small
business scenarios. Such an architecture typically
requires significantly more memory and CPU pro-
cessing per query, leading to higher operational
costs and potentially impacting end-user response
latency. In contrast, fine-tuning domain-specific
sentence encoders may offer a more direct path to
optimize cost, processing, and storage.

This study investigates resource optimization
strategies for e-commerce question paraphrase re-
trieval pipelines that integrate vector-based re-
trieval (potentially utilizing dense or sparse vectors)
with a subsequent re-ranking phase. This research
aims to attain two specific goals:

1. Assess the feasibility and effectiveness
of utilizing a single, unified embedding
model to generate representations for re-
trieval pipelines, comparing their performance
against conventional two-model architectures
(i.e., separate models for retrieval and re-
ranking).

2. Analyze the trade-off between the reduction in
embedding dimensionality from such a unified



model and the consequent impact on retrieval
effectiveness and computational efficiency.

Our findings demonstrate that a single, domain-
fine-tuned embedding model, trained efficiently on
a single, commonly available GPU, outperforms
the multi-model encoder-re-ranker pipeline and
BM-25 retrieval in a real-world e-commerce set-
ting. This study, conducted in collaboration with
a company, highlights the practical benefits of this
streamlined approach.

As key contributions, we are releasing our test
and calibration datasets. Notably, these datasets
are in Portuguese and Spanish, often underrep-
resented in natural language processing research,
offering valuable resources for extending exist-
ing embedding model benchmarks such as MTEB
(Enevoldsen et al., 2025). Furthermore, we are
open-sourcing our training and validation code, en-
abling other researchers and practitioners to adapt
and apply these methods to their domains'.

The remainder of this article is organized as fol-
lows: Section 2 presents a synthesis and analysis
of key related studies. Section 3 summarizes the E-
FAQ, a dataset generated in our research. Section 4
describes the training details and approaches used
in this research. Section 5 outlines our experimen-
tal evaluation, which includes the dataset, baselines,
and evaluation metrics. Section 6 reports on our
results obtained. Section 7 discusses our findings.
Finally, Section 8 summarizes the conclusions and
suggests directions for future research.

2 Related Work

Related work, in the context of our research,
concerns training domain-specific and language-
specific embedding models, particularly for infor-
mation retrieval tasks.

On domain-specific embedding models, Feng
et al. (2020) introduced CodeBERT, a transformer-
based model trained on open GitHub repositories,
which restricts it to six programming languages.
It follows multilingual BERT approaches, using
mask language techniques during fine-tuning. The
models focus on bimodal data, aligning text (code
documentation) with their respective code during
pre-training. After this initial training, they use
the base model to fine-tune the process to improve
the alignment between text and code representa-
tions. They test the performance of code retrieval

Available at https://anonymous.4open.science/r/
Embeddings-Might-Be-All-You-Need-B734/README.md.

based on natural language queries, and CodeBERT
outperforms results from other pre-trained models,
such as ROBERTa, achieving a higher Mean Recip-
rocal Rank in the CodeSearchNet benchmark.

Clinical BERT (Alsentzer et al., 2019) mod-
els were developed to meet the need for domain-
specific embeddings in clinical contexts. The au-
thors initialized Clinical BERT using two primary
models: Base BERT and BioBERT. They followed
the same training procedures used for BERT, utiliz-
ing a corpus of clinical texts. Their findings showed
that specialized domain models performed better in
domain classification tasks for clinical benchmarks.
However, a limitation of these models is their lack
of generalization for datasets that differ from the
training data.

Regarding language-specific embedding models,
Huang et al. (2024) introduced Piccolo 2, a state-of-
the-art model on Chinese embedding benchmarks.
It leverages an efficient multi-task hybrid loss train-
ing approach, effectively leveraging textual data
and labels for various downstream tasks, combined
with Matrioshka Representation Learning (MRL)
to support more flexible vector dimensions. It was
evaluated over 6 tasks on CMTEB benchmark, in-
cluding text retrieval, pair classification, and se-
mantic similarity.

Industrial Applications models (Bednar et al.,
2024) focused on creating embedding with lower
size to improve computational efficiency. They
applied the study to Seznam, a Czech search en-
gine, and explored techniques suitable for non-
English languages, utilizing datasets from non-
public sources. The study examines three methods:
auto-encoder training, unsupervised contrastive
fine-tuning, and multilingual distillation, which do
not require large datasets, making them practical
for real-world use. The models were evaluated on
semantic textual similarity (STS) and COSTRA,
a benchmark for assessing the embedding quality,
in addition to measuring search engine ranking ef-
fectiveness using precision at 10. Their findings
showed that pretrained versions and multilingual
distillation provide the best encoder models, high-
lighting their effectiveness in enhancing search re-
sult quality.

DeepFAQ (Chico et al., 2023) is a Portuguese
automatic question-answering system that uses se-
mantic search to find similar questions from a
database of FAQs. Its solution applies a general
domain embedding to represent the data (question
and answers). It retrieves candidate questions and
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applies a domain-specific re-ranking model to iden-
tify the most relevant one, ultimately providing the
corresponding answer.

Our approach offers a novel and original con-
tribution by utilizing domain-specific embeddings
for the e-commerce sector, tailored explicitly for
Brazilian Portuguese and Spanish —two low-
resource languages in NLP. We take advantage of
the approach of language-specific embedding pre-
sented by Huang et al. (2024) to fine-tune sentence
encoding models. These embeddings effectively
capture the nuances of informal language used at
online platforms, enhancing results in e-commerce-
related NLP tasks and addressing gaps identified
in previous methods, in particular, the encoder-re-
ranker pipeline as presented by Chico et al. (2023).

3 E-FAQ: Grouped Frequently Asked
Questions from E-Commerce

Real-world data are fundamental for generating
domain-specific sentence embeddings. This section
presents the E-FAQ, a weakly-supervised dataset
of e-commerce frequently asked questions (FAQs),
with sentences uttered in Brazilian Portuguese or
Spanish. Each entry ¢ of the dataset is the tuple
(qi, Si, Ai, DZ), in which:

* @, 1s an anchor question sentence.

¢ S, is a set of sentences that are similar to g;;
the sentences convey the same meaning and
are interchangeable with g;.

e A, is a set of sentences that are almost similar
to ¢;; the sentences are closely related to g;,
but differ in meaningful detail.

¢ D, is a set of sentences that are dissimilar to
q:; the sentences discuss different topics or
contain unrelated information with ¢;.

We created this dataset to address a resource gap
for Portuguese and Spanish, particularly within the
e-commerce domain. We gathered questions from
Latin American e-commerce websites sourced
from the LatinAmericanAl database, as illustrated
in Figure 1. Initially, we collected a larger set of
questions; after removing duplicates and questions
containing fewer than four words, we were left
with one million questions, evenly split between
Brazilian Portuguese and Spanish.

Subsequently, we employed natural language un-
derstanding (NLU) models to extract intents and

named entities from the questions. This extrac-
tion leveraged a machine learning model trained
in various entities and intents from existing sen-
tences within the LatinAmericanAl data environ-
ment. In the NLU context, an intent represents the
user’s purpose, while an entity represents a term or
expression with a known meaning relevant to the
sentence’s comprehension.

At this point, we had 870,000 sentences in 64
distinct intent categories. Within each category,
we employed the HDBSCAN clustering algorithm
to group similar questions. This clustering relied
on vector representations of the sentences, derived
from TF-IDF and singular value decomposition
(SVD) applied to the extracted entities. HDBSCAN
effectively formed disjoint groups of similar sen-
tences while also identifying and removing noise.
This process yielded more than 142,000 clusters,
encompassing over 445,000 examples, with the
cluster medoid serving as the anchor sentence.

To ensure high-quality semantic similarity data
within our clusters, we employed the Gemma 3
language model (Team et al., 2025) to classify each
question in the 142,000 clusters as “similar”, “al-
most similar”, or “dissimilar” to its anchor sentence.
To optimize the classification process, we first cu-
rated a separated calibration dataset of 144 real
question pairs from e-commerce platforms. Each
pair in this dataset was evaluated for similarity by
three annotators. The final label for each pair was
determined by the majority vote among the an-
notators. We then identified the specific prompt
instructions that yielded the highest accuracy in
classifying this calibration dataset according to the
majority labels. This best-performing prompt was
subsequently used to classify all question pairs
within our 142,000 clusters, ensuring a more re-
liable assessment of semantic similarity. We called
the calibration dataset GoSim3, and it is available
at HuggingFace’s Hub?.

The dataset was further divided into fraining,
validation, and test sets. The training set comprised
most of the data, with 121,248 entries, followed by
the validation set, with 13,472 entries. The test sets
were divided by language (Portuguese and Spanish)
and stratified by intent class, resulting in two sets
with 4,000 entries each. We also made the test sets
available at HuggingFace’s Hub?.

2 Available at https://huggingface.co/. The complete
URL is omitted for blind review.

3Available at https: //huggingface.co/. The complete
URL is omitted for blind review.
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Figure 1: Overview of data collection process.

4 Training Methods

Our proposed models’ main application is retriev-
ing similar questions given an input query. Recent
research has increasingly focused on bi-encoder
architectures for generating sentence embeddings.
These models independently encode the query and
the questions, allowing for efficient similarity scor-
ing (Izacard et al., 2022). More formally, given two
sentences x and y, their embeddings are generated
independently by the fy and f, models, respec-
tively. The embedding space similarity of the two
sentences ¢ can be defined as:

P(x,y) = cos(fo(x), f1(y))/T ¢))

In which 7 is a temperature parameter. Two
transformer models can be used to embed sentences
in fy and f,, as in DPR (Karpukhin et al., 2020),
which employs two BERT encoders to map ques-
tions and passages into a shared semantic space.
Recent studies used a single transformer model
fo in a siamese bi-encoder architecture to embed
the sentences. Figure 2 illustrates the architec-
ture. Models that use this architecture, like SBERT
(Reimers and Gurevych, 2019), LaBSE (Feng et al.,
2022), and E5 (Wang et al., 2024a,b), proved to be
effective in many zero-shot natural language tasks.
As questions and queries share the same domain,
we employ the siamese architecture. For pooling
strategy, we use the mean of the token representa-
tions.

We assume that E-FAQ contains disjoint groups
of similar sentences, so each dataset entry contains
a unique group of questions. Leveraging the “simi-
lar”, “almost similar”, and “dissimilar” labels, we
designed a training regimen incorporating two dis-
tinct objectives: a retrieval objective and a semantic
similarity objective. This multi-task learning strat-
egy allowed the model to simultaneously learn ef-
fective representations for retrieving relevant ques-
tions and accurately assessing the degree of seman-
tic relatedness between question pairs within our
refined dataset. This method follows Huang et al.
(2024) approach.
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Figure 2: Siamese Dual Encoder model for sentence
embeddings generation.

For the retrieval objective, we used the InfoNCE
loss (van den Oord et al., 2019), in which an anchor
question g;, associated with a similar question s;,
is compared against N — 1 dissimilar questions in
a cross-entropy function. The loss is defined by:

e¢(q1 7Si)

is8i) Z;V:Lj# e?(4i>55)
2

This loss encourages similar question pairs to
have higher similarity scores, and dissimilar ques-
tions to have lower scores (Izacard et al., 2022).

We define s;; € S; a question extracted from
the set of questions similar to ¢;. The training
data consisted in entries in the form (g;, s;5), with
0 < j < |S;|, augmented from each cluster from
E-FAQ. Additionally, we incorporated challenging
negative examples by selecting K “hard-negatives”
through a combination process from the union of
A,; and D;. These K hard negatives were then com-
bined with the in-batch negative samples, such that
the total number of negative examples considered
for each positive sample was N — 1, where N is
the batch size.

The final contrastive loss is a combination of
both the original loss function L., considering the

1 N
ﬁce = T 7 l
N ; %9 o



cross-entropy on anchor sentences, and its symmet-
ric version £, considering the cross-entropy on

similar sentences:

*Cr - ﬁce + E:;e (3)

For the semantic similarity objective, we con-
verted the “similar”, “almost similar”, and “dissim-
ilar” labels into score values. The training data con-
sisted in triples in the form (g;, pij, 2i;), in which g;
is the anchor question, p;; is a sentence in ¢;’s clus-
ter, and z;; is their labeled similarity score, with

values:

1, if Dij € S;
zij=14 0, if p;eA; “4)
-1, if Dij € D;

We used the Cosine Sentence Loss (CoSENT)
(Su, 2022) in this task, a ranking loss function
specifically designed for the score-labeled text
pairs (Huang et al., 2024). The loss is defined
by:

Lo=1log |1+ Z ePar-pe) =0(aipij) | (5)

Zij > 2kl

The final multi-task loss is defined by:

r— { L., if task is retrieval ©)
Ls, if task is semantic similarity

To achieve our objective of reducing embedding
dimensionality, we employed Matryoshka Repre-
sentation Learning (MLR) (Kusupati et al., 2024)
during model training. This technique compels
the model to produce hierarchical, coarse-to-fine
embeddings, ensuring that these lower-dimensional
representations at least as accurate as independently
trained low-dimensional representations.

For our experiments, we fine-tuned two mod-
els: XLLM RoBERTa (Conneau et al., 2020), a mul-
tilingual transformer model trained with masked
language modeling; and the Multilingual ES Base
(Wang et al., 2024b), a model trained for textual
representations from RoBERTa. These models gen-
erate embeddings with 768 dimensions. We chose
the ES5 for its favorable ranking on multilingual
tasks of the MTEB leaderboard®*.

4 Available online at https://huggingface.co/spaces/
mteb/leaderboard.

We trained all models in a single GPU, an
NVIDIA RTX4090. We trained for at most 5000
training steps with a batch size of 256 pairs of ques-
tions. We evaluated the models in every 200 steps,
saving the best model checkpoint after validation.
We used 2 x 10~ for learning rate. For the temper-
ature parameter 7 we fixed it at 0.05. We trained
all models with MLR using 64, 128, 256, 384, 512,
and 768 dimensions.

5 Retrieval Evaluation

This section describes the retrieval evaluation task
to assess the quality of our domain-specific embed-
dings. We outline the evaluation metrics, datasets,
and baselines used in this evaluation.

5.1 Evaluation Metric

Accuracy@1 is a metric used in information re-
trieval to evaluate a system’s ability to retrieve a rel-
evant item at the top of the ranking. It measures the
proportion of queries for which the most pertinent
item appears in the first position. The score ranges
from O to 1, where 1 indicates perfect retrieval (i.e.,
the relevant item is consistently ranked first), and
zero means the system never places the appropriate
item at the top. This metric is handy when only the
top result matters, such as in FAQ matching, ques-
tion answering, or single-result search scenarios.

5.2 Evaluation Datasets

We selected two datasets for a specific domain
but with different purposes: E-FAQ and GoSim3,
which validate information retrieval and Semantic
Textual Similarity (STS), respectively.

We utilized the test partition from E-FAQ (see
Section 3) for a domain-specific dataset, testing
both Spanish and Portuguese with 4,000 queries
per language.

GoSim3 extends the datasets applied for STS
and is oriented to the e-commerce domain. This
dataset comprises 144 question pairs labeled as
similar, almost similar, and dissimilar. This dataset
measures the correlation between human annota-
tions and results obtained by computing the sim-
ilarity between the vector representations of both
questions. In contrast, E-FAQ, this dataset was not
used during the model training phase.

5.3 Baselines

To evaluate the effectiveness of our domain-specific
embeddings, we selected pretrained models from
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the existing literature that have demonstrated supe-
rior performance in retrieval tasks and sentence rep-
resentation as baselines. This includes various pre-
trained models trained using different techniques,
encompassing open-source encoders. Additionally,
we incorporated a traditional BM-25 model for
comparison against the pretrained models. In the
following, we summarize these models.

Embeddings from Bidirectional Encoder Repre-
sentations (E5-models): ES is a family of advanced
text embeddings trained using weakly supervised
contrastive Pre-training and a large dataset of text
pairs. This study used the ES-base, which is initial-
ized from BERT weights. The model utilizes an
encoder architecture with average pooling to create
fixed-size embeddings, employing cosine similarity
for comparison.

BGE M3 is an encoder model designed for mul-
tilingual processing and multifunctional tasks. It
supports over 100 languages, aiming to streamline
text embedding and retrieval for greater efficiency.
The model employs self-knowledge distillation, ef-
ficient batching, and high-quality data generation
to enhance embedding quality. It leverages unsu-
pervised, supervised, and synthesized data through
a structured pre-training and fine-tuning approach
focused on retrieval tasks.

GTE (Zhang et al., 2024): is a state-of-the-art
multilingual encoder specifically designed for re-
trieval tasks. It was trained using large-scale con-
trastive learning on a combination of unsupervised,
supervised, and synthesized data. This encoder pro-
duces dense text embeddings for over 70 languages,
ensuring high-quality representations even in long-
context scenarios, which is advantageous for in-
dustrial applications. Our decision to utilize GTE
is based on concepts proposed by an e-commerce
company (Alibaba), and it outperforms other mod-
els with a similar number of parameters.

Best Matching 25 (BM-25): is a probabilistic
model for information retrieval. It builds on term
frequency (TF) and inverse document frequency
(IDF) concepts like TF-IDF but refines term weight-
ing with a non-linear function. This allows BM-25
to rank documents more effectively by considering
term frequency and distribution across the corpus,
making it better suited for longer documents than
TF-IDF.

5.4 Re-ranking

Furthermore, in addition to the baseline evalua-
tions, we designed an experimental setup where

each baseline model is first used to perform seman-
tic search and retrieve the top k candidates most
similar to the query. These k candidates, along with
the query, are then passed to a re-ranking stage,
where a separate model, trained to score semantic
similarity, re-evaluates and ranks the candidates to
identify the most relevant one. For all experiments,
we set k = 20. This setup aims to assess the im-
pact of re-ranking within an information retrieval
pipeline and determine whether strong encoders
alone can eliminate the need for re-ranking.

6 Results

Table 1 presents the effectiveness of various mod-
els on retrieval datasets evaluated using Accuracy
at one. The results include both original and fine-
tuned multilingual models assessed on two datasets:
E-FAQ (Portuguese and Spanish) and GoSim3.
Among the domain fine-tuned models, the Mul-
tilingual ES base achieves the highest accuracy at 1
score on the E-FAQ dataset, scoring 90.48% in Por-
tuguese and 90.12% in Spanish. This model also
performs well on the GoSim3 dataset, achieving
a Pearson Correlation of 0,4345. The fine-tuned
XLM model shows competitive results, with scores
of 88.60% in Portuguese and 87.58% in Spanish,
getting the highest Pearson correlation of 0.4845
over all the models.

BGE M3 achieves the highest scores over pre-
trained models in the E-FAQ evaluation for Por-
tuguese, obtaining 73.97% in Portuguese and
69.92% in Spanish. It also performs best on the
STS dataset, obtaining 0.4105. In contrast, the
Multilingual e5 base model and GTE show lower
retrieval and STS effectiveness on E-FAQ for Por-
tuguese and GoSim3, with accuracy scores of
68.98% and 70.14%, and Pearson coefficients of
0.3545 and 0.3593, respectively.

However, the GTE model surpassed the pre-
trained model over E-FAQ in the Spanish partition,
having 73.90%, followed by the multilingual e5-
based model, which registered 70.14%.

The BM-25 baseline outperforms all original
pretrained models on E-FAQ, achieving scores of
76.16% in Portuguese and 70.86% in Spanish.

Figure 3 presents the retrieval effectiveness mea-
sured by the Accuracy@1 result for Portuguese
across various retrieval models, comparing their
performance with and without the reranker. For the
baseline models (mES5, bge-m3, and gte), the ap-
plication of the reranker generally results in slight



Table 1: Finetuned and baseline models’ performances on retrieval datasets (E-FAQ) and STS (GoSim3). The
E-FAQ scores denote acuraccy @1 (%), and the E-FAQ column corresponds to the test partitions in each considered
language. Meanwhile, GoSim3 columns presented the Pearson correlations for Portuguese only.

Model Embedding Parameters E-FAQ GoSim-3
Dimension  (Millions) pt es pt
Finetuned Multilingual ES Base 768 278.0 9048 90.12 0.4345
XLM RoBERTa 768 279.0 88.60 87.58  0.4845
Multilingual E5 Base 768 278.0 68.98 70.14  0.3545
Base GTE Multilingual 768 305.0 71.56 73.90  0.3593
BGE M3 1024 567.8 7397 6992  0.4105
Other BM-25 - - 76.14  70.86 -
improvements or maintains similar accuracy lev- o Reranker ™ No ® Yes
els. However, a minor decrease in performance is
noted for BM25 when reranking is applied. The 90
fine-tuned models (F-mES5 and F-XLLM) achieve the
highest overall accuracy, with both models perform- .
ing better without reranking—F-mES5 exceeds 90%, s
while F-XLM reaches nearly 89% Accuracy@1 in
the no-reranker setting. 7
70
. Reranker - II ' II . I
65
90
60 E5 bge-m3 F-mES5 F-xIm
85
Figure 4: Accuracy at one comparison for Spanish
80 without reranker application for BM25, baseline models,
. and our best fine-tuned models (F-mE5 and F-xIm).
70
trained with MLR per the crops embedding di-
65 I II II II I mension from 64 to 768, which affects retrieval
o effectiveness (Acurracy @1) for the Portuguese test
E5 bge-m3 F-mES F-xlm

Figure 3: Accuracy at one comparison for Portuguese
without reranker application for BM25, baseline models,
and our best fine-tuned models (F-mES5 and F-xlm).

Figure 4 presents the Accuracy@1 results for
Spanish across various retrieval models, compar-
ing configurations with and without reranking. For
most baseline models (BM25, mES, and BGE-M3),
applying the reranker yields slight improvements.
We observe a performance drop for GTE when
reranking is implemented. The fine-tuned models
(F-mES5 and F-XLM) achieved the highest over-
all accuracy, performing better without reranking.
Specifically, F-mES reaches approximately 90%,
while F-XILLM achieves nearly 88% Accuracy@ 1
without the reranker.

Figure 5 presents the results of the models

partition of the E-FAQ dataset. All the fine-tuned
models (F-mES and F-xIm) configurations outper-
formed the best baseline, BM25, which achieved
76.14%. F-mES5 consistently outperformed F-xlm,
with accuracy increasing from 88.07% at dimen-
sion 64 to 90.48% at dimension 768. In con-
trast, F-xIm maintained stable performance, start-
ing at 88.60% and fluctuating to 87.72%. These
results indicate that higher dimensions benefit F-
mES more significantly, while F-xlm is less sensi-
tive to dimensional changes. We observed similar
trends for the Spanish results, which are not shown
in Figure 5.

7 Discussion

Table 1 revealed that our fine-tuned, domain-
specific models outperformed general sentence en-
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Figure 5: Cropped embedding dimension Accuracy at
one value of the trained models on Portuguese test par-
tition of E-FAQ); black dashed line represents the best
results achieved for BM25 as the best baseline retriever

coders on the E-FAQ test set for both Portuguese
and Spanish. Even with a domain-specific re-
ranking baseline (cf. Figure 3 and 4), our results
confirmed the feasibility and effectiveness of us-
ing a single, unified embedding model in retrieval
pipelines. This key finding corroborates the sig-
nificant resource optimization potential—reducing
memory, CPU processing, and latency—by em-
ploying one model instead of two.

Notably, the BM-25 baseline performed better
than all original pre-trained models on the E-FAQ
dataset. We attribute this to the inherent charac-
teristics of the e-commerce domain, where related
questions frequently contain a significant overlap of
specific keywords such as product names, brands,
or units of measurement. The effectiveness of our
trained sentence encoders suggests that while they
grasp the semantic nuances between questions, they
also successfully capture this crucial “term-wise”
similarity.

Figure 5 illustrates a favorable trade-off between
embedding dimensionality and retrieval effective-
ness, underscoring the benefits of MLR training.
Our trained models exhibit remarkable effective-
ness and stability across various cropped embed-
ding dimensions. Specifically, our top-performing
model, F-mES5, achieves a 91.6% reduction in sen-
tence representation size (from 768 to 64 dimen-
sions) while preserving 97.3% of its original re-
trieval effectiveness.

This dimensionality reduction yields significant
practical advantages. Given that most retrieval al-
gorithms scale in memory and time complexity

with both the indexed corpus size and the embed-
ding dimension, a 91.6% decrease in embedding
size directly correlates to substantial reductions in
memory footprint and processing time. Ultimately,
this translates to considerably lower demands on
computational resources and a more cost-efficient
implementation for large-scale retrieval pipelines.

While our current investigation focused explic-
itly on retrieving relevant information within the
Portuguese e-commerce question paraphrases do-
main, we are confident that the strengths of the
designed multi-objective training methodology of-
fer significant potential for broader generalization.
Furthermore, while our study addresses symmetric
retrieval for question paraphrases, the adaptabil-
ity of our models suggests their applicability to a
broader range of retrieval tasks, including asym-
metric retrieval scenarios, simply by adjusting the
training data accordingly to a structure similar to,
but not restricted to, the E-FAQ.

8 Conclusion

Real-world customer inquiries often feature lin-
guistic patterns that challenge traditional sentence
encoders and hinder response accuracy. Our study
highlighted the effectiveness of domain-specific
fine-tuned models for retrieval tasks in Portuguese
and Spanish, outperforming the general-purpose
pretrained embeddings commonly found in the ex-
isting literature. The results demonstrated that our
models eliminate the need for additional re-ranking,
a process often required when using general embed-
dings. This makes retrieval more efficient for real-
world applications, particularly in E-commerce.
Our findings revealed multi-task objective train-
ing success in Matryoshka Representation Learn-
ing by underscoring its relevance in maintaining
strong retrieval effectiveness across various embed-
ding dimensions. This is especially advantageous
for Portuguese and Spanish, where high-quality re-
trieval models remain underexplored. Future work
will emphasize implementing these models in real-
world E-commerce environments, specifically for
the Portuguese and Spanish markets. We will as-
sess their impact on practical real-world applica-
tions and refine them for even greater quality in
multilingual retrieval. Future studies can also ex-
plore data from other domains or retrieval tasks in
a format similar to that proposed for the E-FAQ.



Limitations

This section highlights potential threats to the qual-
ity of our research study, focusing on three cate-
gories (Petersen and Gencel, 2013): internal valid-
ity, external validity, and conclusion validity.

Internal Validity: Our experimental reliability
is directly tied to dataset quality. Despite efforts
to improve it with Al-generated pseudo-labels, po-
tential biases or imbalances in the data could still
impact our results and might not entirely reflect
real-world conditions.

External Validity: Our study is limited to the
e-commerce domain and symmetric retrieval set-
tings. While this allows for controlled experimenta-
tion, we should be cautious about generalizing our
findings to other domains. Future research should
explore their applicability in contexts like customer
support systems.

Conclusion Validity: We must use more robust
hypothesis testing methods to ensure our findings
are statistically significant. Current methods may
not adequately account for data variability, so more
statistical tests will help distinguish meaningful
patterns from random noise.
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