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Abstract

Sophisticated machine learning models can de-
termine the author of a given document using
stylometric features or contextualized word em-
beddings. In response, researchers have de-
veloped Authorship Obfuscation methods to
disguise these identifying characteristics. De-
spite the growing popularity of large language
models like GPT-4, their utility for this pur-
pose has not been previously studied. In this
work, we explore the application of popular
large language models to the task of author ob-
fuscation, and show that they can outperform
a state-of-the-art approach. We analyze their
behavior and suggest a personalized prompting
technique for improving performance on more
difficult authors. Our code and experiments
will be made publicly available.

1 Introduction

Author Attribution (AA) and Author Verification
(AV) are two classic problems in Natural Language
Processing. AA involves predicting the author of
a text T from a set of users. AV is a specific case
of AA where we verify whether an author u; is
the writer of a given 7. With the abundance of
online data and advancements in transformer-based
language models, AA and AV have become easier
tasks than ever. The emergent power of LLMs
poses significant privacy threats (Staab et al., 2023),
particularly to journalists and human rights activists
working under authoritarian regimes who could be
affected by successful AA and AV attacks.

To defend against these models, authors employ
Author obfuscation (AO) approaches to anonymize
their writing by altering their writing style while
retaining the meaning of the text. With the rise
of ChatGPT and similar models, the standard for
fluency in algorithm-generated text has increased.
These widely accessible models are likely to be
used for AO by vulnerable authors, making it cru-
cial to assess their effectiveness for this purpose.

In this study, we explore the abilities of three
popular LLMs: GPT-3.5 (Brown et al., 2020),
GPT-4 (Achiam et al., 2023), and Gemini (Team
et al., 2023) for author obfuscation through dif-
ferent prompts. We compare their obfuscation
performance with a state-of-the-art AO technique,
Avengers (Haroon et al., 2021), and evaluate the
methods based on the extent to which they preserve
semantics, readability of the output text, and their
success in fooling an external AV model.

2 Related Work

Early AO studies used rule-based methods for
sentence transformations, such as contraction re-
placement or synonym substitution (Castro-Castro
et al., 2017; Karadzhov et al., 2017; Potthast et al.,
2016). These methods are simple and fast, but
reduce fluency and semantic similarity. Many re-
searchers treat AO as a an adversarial attack on
AA/AV models, aiming to minimally perturb the
input to ensure misclassification while maintain-
ing semantic similarity (Gao et al., 2018; Ebrahimi
et al., 2017). Adversarial perturbations are effec-
tive against transformer-based classifiers but often
degrade text quality (Crothers et al., 2022).

Other studies address the more realistic sce-
nario where the target classifier is unknown, us-
ing re-writing methods such as back translations
(Keswani et al., 2016; Altakrori et al., 2022). Al-
though effective, these approaches can produce
unnatural phrasing and semantic loss. Variational
auto-encoders and generative adversarial networks
have also been explored for obfuscation (Shetty
et al., 2018; Mireshghallah and Berg-Kirkpatrick,
2021). Mutant-X (Mahmood et al., 2019) and
Avengers(Haroon et al., 2021) use a genetic algo-
rithm to iteratively substitute words until the text
fools the internal classifier. Alison (Xing et al.,
2024) is a faster syntactical AO method which re-
places multi-token phrases to fool an internal clas-
sifier trained on character and POS n-grams.



3 Dataset

The dataset that we work with in this study is
IMDDb62 (Seroussi et al., 2014) which consists of
62,000 posts by 62 of the most prolific IMDb users.
It contains reviews posted on IMDb about different
movies and shows. We perform no pre-processing
as the nature of the task requires to work with the
raw text containing all stop-words and punctua-
tion. We randomly select 9 users from all the users.
There are 1000 posts for each user, of which we ran-
domly select 900 as the training data and withhold
the remaining 100 reviews as the test set.

4 Method & Evaluation

To change the writing style we use three large lan-
guage models: GPT-3.5, GPT-4 and Gemini. For
each review, we pass it to the models and prompt
them to paraphrase the text. We use two different
prompts to change the writing style and we aim
to compare performance differences between the
prompts. In the first prompt, P;, we ask the mod-
els to paraphrase the review (‘“Rephrase the text
below.”), whereas in the second prompt, P>, we
explicitly mention in the prompt to paraphrase the
review such that it seems like it was written by
someone else (“Change the writing style of the text
below so it seems like someone else wrote it.”). We
hypothesize that prompting the model to conceal
identifying characteristics in the text will direct
its attention to specific features. We evaluate our
experiments with three evaluation metrics:

Semantic Similarity. To evaluate seman-
tic preservation in our experiments, we use
SBERT (Reimers and Gurevych, 2019) to get se-
mantic embeddings of the reviews and compute the
cosine similarity between the reviews. We do not
use the common n-gram based metrics such ME-
TEOR or BLUE (Banerjee and Lavie, 2005) as they
often fail to robustly match paraphrased sentences.

Obfuscation. To evaluate the extent of attribu-
tion evasion, we measure the performance drop
of an external AV model that we train for each au-
thor separately. The bigger Score 4y (Original) —
Scoreay (Obfuscated), the more successful is
the Obfuscation.

Fluency. To evaluate fluency, we use the per-
plexity score calculated as negative log-likelihood
by GPT-2 (Radford et al., 2019).

S Experiments

To evaluate how well the LLMs obfuscate each
author, we first train an AV model on the authors’
training dataset and test it on the modified reviews.
The greater the drop in the performance of the AV
model, the more successful author obfuscation is
evading detection. We train two models as our AV
models: BERT (Devlin et al., 2018) and a logistic
regression trained on write-print features (Abbasi
and Chen, 2008), a set of linguistic and syntactic
features used to identify individuals in cyberspace.
The results for both models are presented in Table 1.
We find that, as expected, both models achieve
high accuracy on the AV task. While the average
BERT performance is higher, the logistic regres-
sion model with write-print features is more inter-
pretable and allows us to inspect which features are
most characteristic of each user (Section 6.3). We
will also see that it is more robust to obfuscation.

5.1 Test on Rephrased Reviews

To discover how well the three models obfuscate
each author, we prompt the models to paraphrase
the reviews using the two prompts described above,
and then we pass the modified reviews to the AV
model for each user. The results are in Table 1.

User ‘ Original  Gemini P, Gemini P, GPT3.5P, GPT3.5P, GPT4P, GPT4P,
User 562732 0.99 0.05 0.05 0.16 0.36 0.31 0.24
User 342623 0.96 0.98 0.94 0.98 0.96 0.99 0.94
User 306861 1.00 0.85 0.88 0.76 0.85 0.89 0.77
User 453228 1.00 0.11 0.01 0.41 0.51 0.22 0.20
User 819382 1.00 0.06 0.19 0.0 0.11 0.03 0.14
User 4445210 | 0.96 0.1 0.05 0.15 0.46 0.25 0.21
User 1406078 1.00 0.53 0.52 0.78 0.84 0.66 0.55
User 1416505 1.00 0.04 0.0 0.27 0.29 0.06 0.02
User 2020269 |  0.97 0.91 0.96 0.54 0.53 0.87 0.84
Average ‘ 0.98 0.40 0.40 0.45 0.54 0.47 0.43

(a) Accuracy scores of BERT on transformed reviews.

User ‘ Original Gemini P, Gemini » GPT3.5P, GPT35P, GPT4P GPT4P,
User 562732 0.96 0.03 0.0 0.66 0.69 0.58 0.34
User 342623 0.90 0.96 0.96 0.98 0.98 0.98 0.97
User 306861 0.99 0.94 0.95 1.0 0.99 1.0 1.0
User 453228 0.99 0.61 0.30 0.95 0.94 0.79 0.65
User 819382 0.96 0.10 0.07 0.77 0.80 0.90 0.78
User 4445210 0.94 0.14 0.02 0.64 0.81 0.66 0.56

User 1406078 0.97 0.96 0.96 0.92 0.94 0.93 0.96
User 1416505 0.97 0.39 0.21 0.70 0.81 0.17 0.11
User 2020269 |  0.94 0.99 1.0 0.86 0.85 0.95 0.98

Average ‘ 0.95 0.56 0.49 0.83 0.86 0.77 0.70

(b) Logistic regression’s accuracy score on transformed re-
views.

Table 1: Accuracy Scores on Transformed Reviews.
P; is the prompt just asking to rephrase and P is the
prompt which we ask the model to conceal the author.

We find that the average BERT AV performance
of 0.98 drops very significantly after obfuscation by
each model and prompt, to an average accuracy of
0.40, indicating that, in general, commercial LLMs
can successfully perform author obfuscation. How-
ever, the average obscures the strong bimodal dis-



tribution of the AV performance for the nine users
in our dataset. For some, the obfuscation works al-
most perfectly, bringing the AV performance down
to 0.0-0.11. Other authors are barely obfuscated,
with an AV performance of 0.76-0.99. Gemini per-
forms obfuscation the best against BERT, with the
lowest AV accuracy for most of the users.

When pitted against the Logistic Regression
(LR) AV model, the commercial LLMs are less
successful at obfuscation. The lowest average AV
performance of 0.49 is achieved by Gemini under
P», which explicitly asks the model to conceal the
author identity, while GPT-3.5 and 4 have unaccept-
able average accuracies of 0.70 and up. As with
BERT, we observe a bimodal performance distribu-
tion, with some users successfully obfuscated and
others barely obfuscated at all. Unlike BERT, the
LR write-print model is sensitive to the differences
between P; and P,. Explicitly asking the models
to conceal the identity of the author (FP%), performs
better than mere paraphrasing (Py).

It is interesting to note that despite the varia-
tion in performance across AV models, obfuscation
models, and prompts, individual users seem consis-
tently either easy or hard to obfuscate. It is possible
that there is some consistency in which features are
changed by the LLM rephrasing process, and that
obfuscation will be successful when the features
that are characteristic of a particular user align with
that set. In Section 6.3, we analyze what features
are being changed when the LLMs rephrase, and
how this relates to the characteristics of individ-
ual users, and the likelihood that a review will be
successfully obfuscated.

5.2 Comparison with Avengers

We compare the obfuscation performance of the
commercial LL.Ms with a state-of-the-art method,
Avengers (Haroon et al., 2021). We run the compar-
ison on a random four users out of the original set,
as Avengers takes a longer time to generate output
for each review. We first train the model for each
user in the AV setting. Then we run the model on
each user’s test set with the parameters set to their
default values. The algorithm runs for 25 iterations
on each input and we report the fluency and se-
mantic preservation scores on the output of the last
iteration. Next, we run the AV models we trained
for each user on the obfuscated text generated by
Avengers. The scores are in Table 2.

The commercial LLLMs produce output that is
significantly more fluent. This is to be expected,

Models

Avengers 153.4 0.839 0.57 0.92
GPT-3.5- P 273 0.834 0.61 0.85
GPT-3.5- P> 28.0 0.852 0.67 0.86
GPT-4 - P, 344 0.871 0.70 0.86
GPT-4- P, 322 0.853 0.64 0.81
Gemini - P 25.8 0.837 0.61 0.73
Gemini - P> 23.8 0.799 0.61 0.73

‘ Perplexity Score  Semantic Similarity ~ Avg Score on BERT  Avg Score on LR

Table 2: Comparison of AO methods based on Perplex-
ity Score and cosine similarity score. Lower perplexity
scores indicate higher fluency.

as the Avengers algorithm uses a genetic algorithm
to iteratively substitute words, which can result
in infelicitous phrasings. The commercial LLMs
also generally preserve semantic similarity better,
though the differences are not as large, and Gemini
is significantly worse under Ps.

Avengers obfuscation is comparable with the
commercial LLMs. It exhibits similar patterns of
a bimodal distribution over users, and more diffi-
culty fooling the LR writeprint model. Overall, our
experiments show that LLM-based obfuscation has
competitive performance with a SOTA technique,
Avengers, outperforming it for some users, while
generating text with higher quality and fluency.

6 Analysis

The results in Section 5 show that commercial
LLM:s can obfuscate authorship with high fluency
and semantic preservation, and good average per-
formance. However, their performance is only suc-
cessful for some users, and does not work at all
for others. In this section, we explore their perfor-
mance against the write-print based Logistic Re-
gression (LR) model, which is easier to interpret
than BERT, in order to try to understand what the
LLMs are changing about the text when they are
prompted to rephrase or obscure authorship, and
how this relates to their ability to fool an AV model.

6.1 Features Affected by LLM Rephrasing

We note in Section 5 that per-user performance is
quite consistent across the three LLMs and two
prompts. We hypothesize that all six approaches
are making similar changes to the original text,
which may or may not be aligned with the features
that make a particular user recognizable.

Table 4 in Appendix A.1 lists the number of
features affected by each model and prompt. We
see a rough correspondence between these num-
bers and the average performance of each experi-
ment. Gemini+P» has the highest number of fea-
tures changed, and the highest average obfuscation
performance (lowest average AV performance; see



Table 1). GPT-3.5 has the lowest number of fea-
tures changed, and the lowest average performance.
When we examine the overlaps between the sets
of features changed by each model+prompt, our
hypothesis regarding consistency is confirmed. Of
the 170 write-print features, 71 are changed by
all models, and 21 are changed by zero models,
meaning that for over half the features, there is no
difference between any of the models or prompts.
When GPT-4 was prompted to modify specific
stylometric features, while it did increase and de-
crease two features, upper case and question mark
frequencies, for others, it would only increase a
feature and ignore prompts to decrease, or vice
versa. (See Appendix A.2.) If a user is character-
ized by features that an LLLM does not “know how
to” modify, their authorship will not be obfuscated.

6.2 Predicting Whether a Review Will Evade
Author Verification

We hypothesize that the probability that a review
will be successfully obfuscated increases linearly
with its difference from the original review. We
calculate the distance, D(R, R'), between the ob-
fuscated review (R’) and the original review (R),
over the set F of write-print features:

D(R.R) = Y7 1fi = fi

We measure the Pearson correlation between the
predictions made by the LR model and the distance
between the reviews. We find that the correlation is
moderate and significant: 7(5352) = —0.389,p <
0.0001, confirming our hypothesis. This points to a
potential strategy for an author who wants to know
whether a text obfuscated by an LLM is likely to
evade author verification.

6.3 P;: Directly Targeting Important Features

Having found significant between-author variation
in obfuscation performance, we formulate a third
prompt, P, which targets specific features in an
attempt at personalization. E.g., “Rephrase the text
below and increase the average word length.”

We focus on four users who experience con-
sistent obfuscation failure. We identify features
that are important for identifying each author us-
ing Shapley values, which are commonly used to
explain machine learning models (Hart, 1989). We
select each user’s top two features with highest
SHAP values and prompt GPT-4 to rephrase the
text and specifically change those features (Ps).
We see significant improvements over GPT-4+ P,
and GPT-4+ P, with regard to the LR AV.

This confirms that P5 can be a viable strategy
for author obfuscation even for authors who are
most difficult for the commercial LLMs to obscure.
However, this prompting technique based on SHAP
values from the LR AV does not robustly improve
performance on BERT, limiting its utility to cases
in which the author has access to the target AV.

USER | BERT AV | Logistic Regression AV
User 342623 GPT-4 P3 0.87 0.50
User 342623 GPT-4 P2 0.94 0.97
User 2020269 GPT-4 P3 0.87 0.62
User 2020269 GPT-4 P2 0.84 0.98
User 1406078 GPT-4 P3 0.73 0.48
User 1406078 GPT-4 P2 0.55 0.96
User 306861 GPT-4 P3 0.57 0.87
User 306861 GPT-4 P2 0.77 1.0

Table 3: GPT-4 + P5 obfuscation performance.

7 Conclusion

In this paper we present a study of the use of LLMs
for authorship obfuscation. We analyze the per-
formance of 3 commercial LLMs and demonstrate
that LLM-based obfuscation has competitive per-
formance with a SOTA technique, Avengers, out-
performing it for some authors while generating
text with higher quality and fluency.

Our analysis yields several key insights. We
observe that there is significant consistency in per-
user performance and feature across all three mod-
els, suggesting that these findings are reasonably
robust to details of implementation and training,
and to the updates that make it difficult to draw
concrete conclusions based on commercial LLMs.

To address our finding that there is significant
between-user variation in obfuscation performance,
we propose a heuristic that can indicate whether
a text is likely to evade author verification, and a
prompting technique that personalizes the rephras-
ing to improve performance on “difficult” users.

It has become common to employ commercial
LLMs for numerous NLP tasks, with varying re-
sults. We find that these models are well-suited
to the task of author obfuscation, outperforming
a SOTA approach. We also note that due to their
popularity and accessibility, they are quite likely
to be used for this purpose by vulnerable authors.
It is therefore important to understand their perfor-
mance on this task.



Limitation

Our work has several limitations. Firstly, we are
limited by our budget for accessing Open AI’s API.
For that reason, we only focus on the IMDB62
dataset and only 9 users. It would be beneficial
to also assess the model’s performance in other
datasets like the blog authorship (Schler et al.,
2006) and the Extended Brennan Greenstadt Cor-
pus (Brennan et al., 2012).

Secondly, we only focused on simple prompts
to ask the models to paraphrase the texts, while
there is a huge possible prompt set to select from,
each focused on a different stylometric feature. We
encourage future work to explore the potential of in
context learning for author obfuscation purposes.

Thirdly, while the first two prompts we propose
are agnostic to which AV model is opposed, the
third prompt relies on SHAP values from a specific
model and does not generalize well to a different
model. This is a common issue in adversarial ma-
chine learning. Future work can explore other ap-
proaches to personalization that build on this one.

Fourthly, all research involving commercial
LLMs is limited in the sense that the models are
to a large extent black boxes, business logic plays
an unknown role in their responses, and they are
subject to updates and modifications at any point.
However, we feel that it is worthwhile to investi-
gate their performance for this task, since they are
very likely to be used in the wild for this purpose,
and do in fact perform very well.
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A Additional Experimental Results
A.1 Significantly Different Features

For each model, prompt, and feature, we run a
two-sided ¢-test comparing the values of that fea-
ture between the original and obfuscated texts, to
find which features are are significantly affected
by that model/prompt rephrasing. We also com-
pare which features are affected by the difference
in prompts P; and P,. Due to the large number
of statistical tests, we perform a Bonferroni cor-
rection and use a strict significance threshold of
p =3 = 0.294¢ — 05.

We present the number of significantly different
features between the original set and the obfuscated
set in Table 4.

Model Between original & P; | Between original & P, | Between P; & P»
Gemini 116 129 83
GPT-3.5 109 95 54
GPT-4 119 119 42

Table 4: Significantly different features counts between
different experiments.

A.2 Feature Alteration Through Prompting

Our experiments with GPT-4 led us to observe
that many stylometric features could be changed
through prompting, when asked to rephrase the
text and change the specific feature in it. However,
some features tend to be aligned with the model’s
behavior for rephrasing text and could not be in-
creased or decreased through prompting.

Feature ‘ Prompt to Increase ‘ Prompt to Decrease

X

Average word length

Proper noun frequency

Dash frequency

'&’ frequency

Upper case character frequency
Comma frequency

Question mark frequency
Period frequency

Dollar sign frequency

Short word frequency

Total characters

Coordinating conjunctions frequency

RN I N NN NN NN
AR TN N I N N T I N

Table 5: Feature changes with regard to its average value
in original test set vs obfuscated test set for different
users.

B Training BERT

We train Bert (base-cased) for each user separately
using 1 NVIDIA A100 GPU. For each user, we
trained the model on 900 reviews (810 for train and
90 for evaluation) for 3 epochs. We use Adam opti-
mizer (Kingma and Ba, 2014) for training and we



set the batch size to 16. The learning rate was set to
le — 5. Training time for all users was less than 10
minutes. We used the model with best performance
on validation for the rest of our experiments.



	Introduction
	Related Work
	Dataset
	Method & Evaluation
	Experiments
	Test on Rephrased Reviews
	Comparison with Avengers

	Analysis
	Features Affected by LLM Rephrasing
	Predicting Whether a Review Will Evade Author Verification
	P3: Directly Targeting Important Features

	Conclusion
	Additional Experimental Results
	Significantly Different Features
	Feature Alteration Through Prompting

	Training BERT

