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Abstract

In-context learning (ICL) is one of the key001
methods for enhancing the performance of002
large language models on specific tasks by pro-003
viding a set of few-shot examples. However,004
the ICL capability of different types of mod-005
els shows significant variation due to factors006
such as model architecture, volume of learning007
data, and the size of parameters. Generally, the008
larger the model’s parameter size and the more009
extensive the learning data, the stronger its ICL010
capability. In this paper, we propose a method011
SLEICL that involves learning from examples012
using strong language models and then sum-013
marizing and transferring these learned skills014
to weak language models for inference and ap-015
plication. This ensures the stability and effec-016
tiveness of ICL. Compared to directly enabling017
weak language models to learn from prompt018
examples, SLEICL reduces the difficulty of ICL019
for these models. Our experiments, conducted020
on up to eight datasets with five language mod-021
els, demonstrate that weak language models022
achieve consistent improvement over their own023
zero-shot or few-shot capabilities using the024
SLEICL method. Some weak language models025
even surpass the performance of GPT4-1106-026
preview (zero-shot) with the aid of SLEICL1.027

1 Introduction028

The continuous evolution of large language models029

has positioned In-context learning (ICL) promi-030

nently in foundational capabilities, attracting sig-031

nificant research interest (Dong et al., 2023). ICL032

improves model performance in novel tasks and033

enhances task-specific outcomes by providing a034

concise set of prompt examples within a given task035

context. In contrast to parameter-based optimiza-036

tion methods like supervised fine-tuning, ICL elim-037

inates the need for extensive pre-use training or up-038

dates to the original large Language models, thus039

1The source code is available at GitHub:https://anonymous.
4open.science/r/Grimoire-A77F
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this is a stunning film , a one-of-a-kind tour de force . subjective

katie is a young girl who loves to climb . objective

—>

—>
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Here are some Tips for Sentiment Classification:\n\nTo classify a sentence as 
subjective or objective, consider the presence of personal opinions, emotions, or 
judgments versus factual statements or descriptions...
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Figure 1: Compared to having a language model directly
engage in Regular In-Context Learning (Regular ICL),
Strong LLM Enhanced In-Context Learning (SLEICL)
involves having a strong language model initially learn
and summarize techniques based on representative sam-
ples. Subsequently, the generated techniques (grimoire)
are incorporated as part of the prompt to guide the weak
language models in their responses.

offering broader applicability. In a range of natu- 040

ral language processing tasks—such as sentiment 041

classification (Socher et al., 2013), topic catego- 042

rization (Zhang et al., 2015), and natural language 043

inference (Dagan et al., 2005), the provision of 044

well-crafted demonstration examples to less power- 045

ful models (e.g., those with 7B or 13B parameters) 046

often results in performance that matches or sur- 047

passes more advanced models (such as GPT-4) (Lu 048

et al., 2022; Qin et al., 2023). This phenomenon 049

significantly fuels researchers’ interest in exploring 050

the potential of ICL. 051

Prior research on ICL has emphasized the im- 052
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this is a stunning film , a one-of-a-kind tour de force . subjective

katie is a young girl who loves to climb . objective

—>

—>

the movie's biggest offense is its complete and utter lack of tension . —> subjective

he tells her to keep fighting for her goals but still to compromise . —> objective

shaken , shae goes to check on her young daughter , sophie . —> objective

…… —> ……

Representative Samples Selection

the movie's … tension . —> subjective

shaken , … , sophie . —> objective

the movie's … tension . —> subjective

katie … to climb . —> objective

this is… de force . —> subjective

katie … climb . —> objective

he … compromise . —> objective

katie … to climb . —> objective
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Figure 2: Framework of proposed SLEICL method. Firstly, different sample selection methods (KCS, HCS, HSS,
RSS) were used to obtain multiple sets of representative samples, and each set of samples was stratified based on
labels. Secondly, corresponding profound grimoires (PG) and simple grimoires (SG) are generated based on each
sample set. Besides, zero-shot-PG and zero-shot-SG, generated without samples, are included. Thirdly, all grimoires
are ranked based on given test samples, and the optimal grimoire is handed over to weak LLM for response.

portance of selecting and utilizing demonstration053

examples (Liu et al., 2022). Studies suggest that054

the number, quality, and relevance of these demon-055

stration examples, along with their sequential or-056

dering in the prompt queue, markedly affect the057

efficacy of ICL in LLMs (Brown et al., 2020; Mil-058

ios et al., 2023). This phenomenon stems from the059

diverse learning and knowledge transfer capabili-060

ties inherent in models of varied scales and archi-061

tectures. For instance, given identical input exam-062

ple pairs (x1, y1), (x2, y2), (x3, y3), weak models063

frequently demonstrate a reduced proficiency in064

approximating y compared to their more advanced065

counterparts. Consequently, rather than relying on066

weak models to directly assimilate these examples,067

a more efficacious strategy may involve harness-068

ing the learning prowess of stronger models. This069

can be achieved by isolating the process of fitting070

demonstration examples and utilizing the empirical071

function f(x) → y, inferred from stronger models,072

to direct the learning in weaker models. Ultimately,073

this approach serves to diminish the complexity in-074

volved in direct learning from demonstrations, thus075

bolstering the performance of weak models.076

As depicted in Figure 1, this paper presents a077

new paradigm for augmenting ICL, denominated078

as SLEICL (Strong LLM Enhanced ICL). This079

method exploits the superior capabilities of strong080

LLM to assimilate functions or problem-solving081

skills from demonstration examples, metaphori-082

cally termed as a Grimoire. Once the grimoire is083

generated by the strong LLM, it serves as a substi-084

tute for the original prompt examples, thus stream-085

lining the learning process for weak models. In086

conventional ICL methodologies, LLMs generally 087

must navigate through a collection of demonstra- 088

tion examples for each query (Rubin et al., 2022), 089

choosing the most suitable examples to optimize 090

performance. Conversely, SLEICL necessitates 091

only a solitary instance of example selection for 092

a designated task. Once the grimoire is produced, 093

it can direct weak models in addressing queries 094

within that task, yielding results that exceed those 095

achievable through regular ICL. 096

2 Related Works 097

2.1 In-context Learning of Large Language 098

Model 099

ICL has emerged as a novel learning paradigm, ini- 100

tially proposed in the pre-training of GPT-3 (Brown 101

et al., 2020). ICL can efficiently learn tasks with 102

few prompt examples, without the parameter up- 103

dates. Why ICL is effective has sparked widespread 104

discussion. (Chan et al., 2022) suggests that the 105

ICL capability of models is driven by the distribu- 106

tional characteristics of the data itself. Contextual 107

learning in language models occurs as shared la- 108

tent concepts are inferred among examples within 109

prompts, according to (Xie et al., 2022). (Garg 110

et al., 2022) shows models can learn functions 111

using encoded prompt samples with performance 112

comparable to specific task learning algorithms. 113

Combining the above works, we find that the ICL 114

capabilities of models are more derived from learn- 115

ing the distributional features of example samples 116

or underlying rules, rather than necessarily relying 117

on the specific examples. Moreover, the greater the 118

parameter size of large language models, the more 119
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robust their corresponding ICL capabilities (Brown120

et al., 2020; Yoo et al., 2022), establishing the the-121

oretical foundation for our work.122

2.2 Prompt Engineering of Demo Examples123

Extensive research indicates that the construction124

of demonstration examples is crucial for the perfor-125

mance of ICL (Yoo et al., 2022; Qin et al., 2023).126

Furthermore, recent research has enhanced ICL127

performance by optimizing both the characteris-128

tics of demonstration examples and the order and129

selection strategies of example samples.130

Characteristics of Demonstration Examples.131

The study by (Min et al., 2022) highlights that132

the influence of prompt samples on ICL perfor-133

mance is attributable to four principal elements:134

input-label mappings, label space, and sample dis-135

tribution. Nonetheless, it is notable that opinions136

diverge concerning the effect of input-label map-137

ping relationships—namely, label accuracy—on138

ICL performance. Certain studies propose that139

input-label mappings relationships potentially in-140

fluence ICL performance, with (Pawelczyk et al.,141

2023) observing that label inversion within contex-142

tual examples markedly impacts the outputs of the143

Bloom model. In contrast, according to findings144

by (Wei et al., 2023), larger models generally have145

more robust ICL capabilities and perform better146

in deciphering label mapping relationships from147

contextual examples than smaller models.148

Ordering of Demonstration Examples. The or-149

dering of samples represents a critical aspect of150

prompt sample construction, with various sort-151

ing methods leading to differences in ICL per-152

formance (Zhao et al., 2021). The study by (Liu153

et al., 2022) introduced KATE, a system that selects154

demonstration examples based on semantic simi-155

larity. Expanding on this, they examined various156

ordering methods and found that their impact on157

KATE’s performance was minimal. Research from158

(Lu et al., 2022) employed GlobalE and LocalE to159

sequence demonstration examples and uncovered a160

positive relationship between information entropy161

and ICL performance. As the parameter scale in-162

creases, models become more proficient at ICL,163

and their sensitivity to sample ordering diminishes164

accordingly (Milios et al., 2023).165

Selecting Demonstration Examples. Selection166

of demonstration examples is a pivotal stage in167

crafting prompt samples, with a substantial effect168

on ICL performance (Liu et al., 2022). Presently, 169

selection of demonstration examples methodolo- 170

gies is primarily categorized into three types: se- 171

mantic similarity (Liu et al., 2022; Su et al., 2022), 172

clustering (Zhang et al., 2023), and information 173

entropy (Liu and Wang, 2023). Moreover, cer- 174

tain studies have introduced specialized models to 175

score demonstration examples, aiming to select rep- 176

resentative demonstration examples (Rubin et al., 177

2022; Wu et al., 2023; Li and Qiu, 2023). Pre- 178

vious research on the selection of demonstration 179

examples can be categorized based on the granu- 180

larity of selection. One strategy involves obtain- 181

ing instance-level examples, where retrieval is per- 182

formed for every test query (Liu et al., 2022; Su 183

et al., 2022; Rubin et al., 2022; Wu et al., 2023). Al- 184

ternatively, task-level example retrieval is utilized 185

as prompts for all test samples (Zhang et al., 2022; 186

Liu and Wang, 2023; Li and Qiu, 2023), which is 187

less resource-intensive compared to instance-level 188

retrieval. However, selected samples may not be 189

representative, resulting in modest improvements 190

in ICL performance or reduced stability. To deploy 191

demonstration examples effectively, researchers 192

and practitioners must consider various aspects 193

when implementing ICL methodologies. 194

3 Enhancing LLMs with Grimoire 195

3.1 Problem Formulation 196

In the ICL scenario, the key is to find suitable 197

demonstration examples to achieve higher predic- 198

tion accuracy. Conversely, in the SLEICL scenario, 199

the focus is on finding an appropriate grimoire. 200

Specifically, given a task T that needs to be solved 201

by a weak language model W , along with a training 202

set TT and a validation set TD, our objective is to 203

identify the optimal grimoire gi ∈ G produced by 204

the strong language model L that enhances the per- 205

formance of W on TD compared to ICL prompting 206

W with n-shot examples, Sn ∈ TT : 207


g∗ = argmaxgi∈G SLEICL (WTD |gi)
S∗
n = argmaxSn∈TT ICL (WTD |Sn)

SLEICL (WTD |g∗) > ICL (WTD |S∗
n)

(1) 208

In Equation 1, SLEICL(·) denotes prompting 209

with grimoire, and ICL(·) denotes ICL prompt- 210

ing. Figure 2 shows the enhancing framework 211

based on strong language model L. Initially, we 212

select a representative set of examples Sn from 213

the training set TT provided by the task. In this 214
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step, we designed four different selection meth-215

ods Sn ∈ {KCS(n),HCS(n),HSS(n),RSS(n)}216

to find better demonstration examples. Subse-217

quently, even among weak language models, there218

are variations in learning capabilities. Hence, we219

have specifically designed two distinct paradigms220

for generating grimoires, namely the Profound Gri-221

moire (PG) and the Simple Grimoire (SG). Ulti-222

mately, by combining four example selection meth-223

ods with the two grimoire generation strategies,224

we are able to create a candidate set comprising225

eight different grimoires for a specific task. In addi-226

tion, we also added PG and SG generated without227

samples(zero-shot). In the final stage of task evalu-228

ation, we implement a grimoire ranking algorithm.229

This algorithm is designed to select the potentially230

optimal grimoire for enhancement, corresponding231

to different problems, thereby further improving232

the performance of the weak language models.233

3.2 Representative Samples Selection234

This process involves selecting a subset that cap-235

tures the underlying patterns and complexity of the236

entire dataset, aiming to improve the efficiency and237

effectiveness of grimoire generation. Various meth-238

ods have been developed to tackle this challenge,239

each with its own methodology and focus.240

3.2.1 K-means Clustering Selection (KCS)241

K-means Clustering Selection refers to the process242

of using the k-means algorithm to cluster the se-243

mantic representations of a sample set and selecting244

the nearest n samples to each of the k cluster cen-245

ters as representative samples. Consequently, a col-246

lection of n ∗ k exemplary sample sets is obtained.247

We believe that a diverse set of representative sam-248

ples may potentially enhance the performance of249

LLMs (Zhang et al., 2023), and is more conducive250

to allowing strong models to generalize answer251

skills on a holistic level. This, in turn, increases the252

universality of the final generated grimoire without253

resulting in localized optimization. In KCS, the254

hyperparameters include the number of clusters k,255

and the number of samples n in each cluster.256

3.2.2 Hierarchical Clustering Selection (HCS)257

The Hierarchical Clustering Selection method em-258

ploys the hierarchical clustering algorithm to per-259

form a detailed hierarchical clustering analysis of260

the sample set. HCS selects representative sam-261

ples from the cluster centers identified at various262

levels in a dendrogram, aiming to capture and dis-263

play the rich hierarchical semantic features within 264

the samples. HCS not only reveals subtle associa- 265

tions between samples, but also has the advantage 266

of not requiring a predefined number of clusters, 267

making HCS more advantageous when dealing 268

with datasets that have complex semantic struc- 269

tures. Moreover, by providing multi-level semantic 270

feature representations, HCS adds a more diversi- 271

fied basis for choices to the subsequent grimoire 272

ranking algorithms, thus allowing a more precise re- 273

flection of the true semantic relationships between 274

samples, and further optimizing the effectiveness 275

and quality of ranking. 276

3.2.3 Hard Samples Selection (HSS) 277

Hard Samples Selection refers to selecting samples 278

that are easily mispredicted by weak models as rep- 279

resentative samples. Hard examples may contain 280

information and knowledge that are either lacking 281

or only partially understood by weak models in 282

solving a given task. Thus, we aim to effectively 283

compensate for the deficiencies and insufficiencies 284

of weak language models in addressing specific 285

problems by using strong language models to ex- 286

tract and refine the skills needed to solve these hard 287

examples. Our first step involves conducting zero- 288

shot testing on the training sets using the weak 289

model, and recording the predicted labels for each 290

sample. When we perform hard sample selection, 291

we choose a fixed proportion of hard samples based 292

on a given ratio. For instance, when the ratio is set 293

to 0.3, it means selecting 30% of samples from 294

the mispredicted examples and the remaining 70% 295

from the correctly predicted ones. 296

3.2.4 Random Samples Selection (RSS) 297

Random Samples Selection is a method that selects 298

representative samples from a dataset in an non- 299

discriminatory manner. Samples are selected at 300

random. This approach is beneficial for maintain- 301

ing an impartial sample distribution, particularly 302

when little is known about the datasets structure 303

or when seeking a baseline method for comparison 304

with more complex selection methods like KCS, 305

HCS, and HSS. RSS’s simplicity makes it efficient 306

for large datasets and useful for preliminary explo- 307

rations or alongside other selection methods. 308

3.3 Grimoire Generation 309

Upon completing the selection of representative 310

examples, it becomes imperative to employ strong 311

language models to generate content aimed at guid- 312
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Please summarize rules (or skills) for solving this task based 
on the task description and examples below.

Note that the output should satisfy:
1. The rules can be explained with examples if necessary.
2. The method of applying the rule needs to be given.
3. Don't be too long.

Task:
{task_description}
Examples:
{examples}

Profound Grimoire

Simple Grimoire

1

Please abbreviate the following content in simpler and more 
straightforward language, and try to retain important 
information.

Note that the output should satisfy:
1. Provide no more than three general rules.
2. Try to be as brief as possible.

Content:
{                                    }

2

Profound Grimoire

Strong LLM

Strong LLM

Prompt 1

Prompt 2

Figure 3: Workflow for grimoire generation.

ing weak language models in responding. This313

generated content has been termed "Grimoire".314

However, given the substantial variations in ICL315

capabilities among language models of different316

parameter sizes, employing a singular grimoire317

generation approach for all weak language mod-318

els presents a challenge. Consequently, we have319

devised two fundamental types of grimoire gener-320

ation paradigms: Profound Grimoire Generation321

and Simple Grimoire Generation. Our hypothesis322

posits that for larger models with enhanced reason-323

ing and comprehension skills, Profound grimoire324

tends to yield superior outcomes through the use325

of detailed skill explanations and the generation326

of diverse answers based on reference samples. In327

contrast, weake language models are more likely328

to attain improved results with more concise gri-329

moires featuring straightforward examples.330

3.3.1 Profound Grimoire (PG)331

The profound grimoire is characterized by an abun-332

dance of information and details, necessitating that333

the guided weak language model possesses robust334

ICL abilities. Consequently, a specialized prompt335

template for generating PG has been developed, as336

illustrated in Figure 3. The essence of this prompt337

template involves compelling the strong language338

model to synthesize the skills essential for solv-339

ing the given task, drawing upon the provided task340

description and representative samples. We antic-341

ipate utilizing the strong language model’s excep- 342

tional summarization and abstraction capabilities 343

to distill universal skills for specific tasks, provid- 344

ing explanations alongside the given samples, as 345

well as methods for skill application, mirroring the 346

instructional approach of human teachers. This fa- 347

cilitates the weak language model’s comprehension 348

of task requirements and accelerates its learning 349

of the necessary skills for task resolution. The ul- 350

timate stipulation in the template is to constrain 351

the length of the strong language model’s output, 352

thereby preventing the grimoire from surpassing 353

the weak language model’s context capacity, as an 354

too long grimoire could have negative effects. 355

3.3.2 Simple Grimoire (SG) 356

The simple grimoire represents a simplified ver- 357

sion of the PG. Crafted for greater conciseness and 358

clarity, it retains critical information from the PG, 359

thereby enabling language models with lesser ICL 360

capability to comprehend the grimoire and distill 361

the essential information and methodologies for 362

addressing specific tasks (Template illustrated in 363

Figure 3). The prompt template for generating SG 364

was not reconfigured to maintain the uniformity 365

in content and skill articulation between SG and 366

PG. Employing a simplified method guarantees ro- 367

bust consistency between these two grimoires for a 368

given task. The benefit of this consistency is that 369

when comparing the impacts of both grimoires on 370

the same weak language model, it becomes clear 371

that any efficacy disparities are primarily attributed 372

to the complexity, rather than variances in content 373

and meaning. This approach aids users in selecting 374

the more appropriate grimoire when the suitability 375

for a specific weak language model’s comprehen- 376

sion capabilities is ambiguous. 377

3.4 Grimoire Ranking 378

By integrating four representative samples selec- 379

tion methods (KCS, HCS, HSS and RSS) and 380

zero-shot method with two grimoire generation 381

paradigms (PG and SG), for each task, we are able 382

to obtain ten types of grimoires: 383

gi ∈ G = {KCS,HCS,HSS,RSS,Zero-Shot} × {PG,SG} (2) 384

Among these, the best grimoire will be chosen to 385

serve as the prompt for our SLEICL method. Hence, 386

the formulated objective is to identify the optimal 387

grimoire g∗ from the candidate set G for a given 388

task qj in the test dataset TD: 389
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Model Submodel n/k-shot
Sentiment Analysis Topic Classification

Natural Language
Inference

Hate Speech Detection
AVG

SST5 Subj AgNews TREC RTE QNLI hate_sp18 ethos

GPT3.5-Turbo
Zero-Shot - 53.87% 39.00% 83.82% 81.69% 77.67% 67.40% 78.76% 81.20% 70.43%
Few-Shot n=4 54.07% 43.67% 85.75% 77.76% 79.07% 74.80% 68.31% 76.87% 70.04%

Single Grimoire
(GPT3.5-Turbo)

KCS-PG k=4 54.04% 60.60% 81.87% 76.81% 80.20% 75.50% 78.24% 84.20% 73.93%
KCS-SG k=4 50.23% 50.80% 84.00% 74.47% 79.93% 73.60% 75.23% 84.00% 71.53%
HCS-PG k=4 50.90% 43.87% 79.53% 73.20% 74.20% 76.27% 83.67% 81.80% 70.43%
HCS-SG k=4 50.20% 45.20% 85.13% 80.49% 80.80% 75.20% 78.89% 83.00% 72.36%
HSS-PG k=4 (r=1.0) 51.60% 65.00% 84.80% 83.01% 75.80% 74.67% 82.98% 83.33% 75.15%
HSS-SG k=4 (r=1.0) 55.27% 48.80% 83.80% 82.43% 80.13% 73.07% 77.87% 84.07% 73.18%
HSS-PG k=4 (r=0.5) 50.97% 46.93% 85.31% 79.67% 78.07% 68.60% 86.27% 84.07% 72.49%
HSS-SG k=4 (r=0.5) 53.10% 47.80% 84.27% 72.54% 81.47% 73.33% 79.01% 85.33% 72.11%
RSS-PG k=4 51.57% 52.67% 82.47% 72.03% 80.40% 79.40% 85.34% 84.13% 73.50%
RSS-SG k=4 54.30% 51.13% 82.53% 75.53% 78.47% 77.00% 75.50% 83.20% 72.21%

Zero-Shot-PG - 49.50% 57.13% 82.31% 66.69% 76.20% 72.33% 81.93% 84.13% 71.28%
Zero-Shot-SG - 50.67% 53.47% 82.38% 75.10% 77.13% 74.87% 78.77% 84.47% 72.11%

SLEICL

(GPT3.5-Turbo)
Similarity-based - 52.97% 58.53% 82.64% 78.34% 76.60% 73.53% 79.21% 83.87% 73.21%
Classifier-based - 52.23% 59.13% 83.06% 79.03% 79.07% 74.32% 79.93% 83.80% 73.82%

Table 1: Detailed evaluation results of GPT3.5-Turbo enhanced by grimoire. Note: - indicates that this hyper-parameter is invalid for the current test; n-shot indicates that n
samples will be provided for each prediction; k-shot provides a selection of k samples under each label to generate grimoire; r represents the sampling ratio of hard samples.
The best performance in each column will be bolded, and the second-best performance will be underlined.

∀qj ∈ TD, g
∗ = argmax

gi∈G
u (qj , gi|W) (3)390

In Equation 3, u (qj , gi|W) denotes the utility391

of grimoire gi for query qj on a specific weak lan-392

guage model W . Therefore, the crux of the prob-393

lem shifts to how to define this utility function.394

Here, we propose two approaches, similarity-based395

method and classifier-based method.396

Similarity-based method. The simplest way to397

evaluate utility is to calculate the similarity between398

query and grimoire. Therefore, we employ an em-399

bedding model from the MPNet(Song et al., 2020)400

to embed both the query and the grimoire. Subse-401

quently, the utility is determined by calculating the402

cosine similarity as shown in Equation 4. Certainly,403

this approach solely relies on similarity, disregard-404

ing critical features like task type and grimoire type.405

Consequently, it cannot effectively model the util-406

ity function. Hence, we opt to pre-train a deep407

neural network.408

usim(·) ≜ cos(embedgi, embedqj) (4)409

Dual-tower deep neural network classifier410

method. This method is composed of multiple411

layers of neural networks, as illustrated in sim-412

plified form by Equation 5. The dense(·) portion413

consists of a two-layer densely connected neural414

network with residual connections. Then, a self-415

attention mechanism transforms the concatenated416

query and grimoire, and the resulting joint repre-417

sentation is fed into a classification head with four418

layers. See the Appendix B for details.419

{
joint = dense(gi)⊗ dense(qj)
utower(·) ≜ classifier-head(self-attn(joint))

(5) 420

4 Experiments 421

4.1 Datasets 422

Our evaluation encompassed eight datasets across 423

four task categories: Sentiment Analysis (SST5 424

(Socher et al., 2013) and Subj (Pang and Lee, 425

2004)), Topic Classification (AgNews (Zhang 426

et al., 2015) and TREC (Li and Roth, 2002; Hovy 427

et al., 2001)), Natural Language Inference (RTE 428

(Dagan et al., 2005) and QNLI (Rajpurkar et al., 429

2016)), and Hate Speech Detection (hate_sp18 430

(de Gibert et al., 2018) and ethos (Mollas et al., 431

2020)). See the Appendix A for details. 432

4.2 Configuration and Metrics 433

Large Language models. We evaluate 6 lan- 434

guage models, including GPT3.5-Turbo (175B) 2, 435

LLaMA2 Chat (70B, 13B) (Touvron et al., 2023), 436

Baichuan2 (7B) (Yang et al., 2023), GPT4-1106- 437

preview3, Phi-2 (2.7B)4. Among these models, 438

GPT4-1106-review will be used as a strong lan- 439

guage model for generating grimoires. 440

Baseline. We designed the following two types 441

baselines to compare with our method: zero-shot 442

and few-shot (n=4). 443

2https://openai.com. 175B is an estimated value.
3https://openai.com/blog/
new-models-and-developer-products-announced-at-devday

4https://www.microsoft.com/en-us/research/blog/
phi-2-the-surprising-power-of-small-language-models/

6

https://openai.com
https://openai.com/blog/new-models-and-developer-products-announced-at-devday
https://openai.com/blog/new-models-and-developer-products-announced-at-devday
https://www.microsoft.com/en-us/research/blog/phi-2-the-surprising-power-of-small-language-models/
https://www.microsoft.com/en-us/research/blog/phi-2-the-surprising-power-of-small-language-models/


DIFF LLM
Sentiment Analysis Topic Classification

Natural Language
Inference

Hate Speech Detection
AVG

SST5 Subj AgNews TREC RTE QNLI hate_sp18 ethos

Max(Single Grimoire)
&

Zero-Shot

GPT-3.5-Turbo +1.40% +26.00% +1.49% +1.32% +3.80% +12.00% +7.51% +4.13% +7.21%
LLaMA2-70B-Chat -1.03% +16.16% +5.69% +20.11% +1.60% +14.53% +9.67% +11.40% +9.77%
LLaMA2-13B-Chat +3.29% +32.34% +19.06% +16.82% +9.95% +10.44% +40.91% +14.68% +18.44%
Baichuan2-7B-Chat +10.82% +28.66% +37.88% +52.23% +11.40% +7.01% +63.61% +29.30% +30.11%

Phi-2 +5.34% +37.04% +32.51% NaN +9.76% NaN +39.15% +16.05% +23.31%

Max(Single Grimoire)
&

Few-Shot

GPT-3.5-Turbo +1.20% +21.33% -0.44% +5.25% +2.40% +4.60% +17.96% +8.47% +7.60%
LLaMA2-70B-Chat +1.40% +2.05% +5.20% +16.20% +0.20% +10.13% +25.74% +25.32% +10.78%
LLaMA2-13B-Chat -5.60% +17.52% +28.75% +11.57% +6.83% +5.58% +10.96% +2.40% +9.75%
Baichuan2-7B-Chat +14.87% +1.24% +39.50% +30.39% +4.87% +4.33% +14.78% +11.30% +15.16%

Phi-2 -1.04% +8.57% NaN +19.22% NaN NaN +10.08% -1.16% +7.13%

SLEICL (Classifier-based)
&

Zero-Shot

GPT-3.5-Turbo -1.63% +20.13% -0.77% -2.66% +1.40% +6.92% +1.17% +2.60% +3.39%
LLaMA2-70B-Chat -3.33% +7.10% -0.11% +6.00% -2.33% +6.33% +1.99% +8.52% +3.02%
LLaMA2-13B-Chat +12.64% +1.88% +13.66% +24.07% -8.94% -5.72% +34.35% -1.69% +8.78%
Baichuan2-7B-Chat +3.58% +42.80% +30.82% +37.85% +6.93% -1.11% +50.18% +25.42% +24.56%

Phi-2 +3.19% +42.89% +24.34% NaN NaN NaN +32.85% +13.26% +23.31%

SLEICL (Classifier-based)
&

Few-Shot

GPT-3.5-Turbo -1.83% +15.47% -2.70% +1.27% 0.00% -0.48% +11.62% +6.93% +3.78%
LLaMA2-70B-Chat -0.90% -7.01% -0.60% +2.09% -3.73% +1.93% +18.06% +22.44% +4.04%
LLaMA2-13B-Chat +3.75% -12.94% +23.35% +18.82% -12.06% -10.58% +4.40% -13.97% +0.10%
Baichuan2-7B-Chat +7.63% +15.38% +32.44% +16.01% +0.40% -3.79% +1.35% +7.42% +9.61%

Phi-2 -3.19% +14.42% NaN +6.08% NaN NaN +3.78% -3.95% +3.43%

Table 2: Prediction accuracy difference of grimoire method relative to baseline. Note: Max(Single Grimoire) indicates the best performance among all Single Grimoire methods;
Positive differences will be highlighted in green, with darker colors being greater: <5% , 5% ∼ 10% , 10% ∼ 20% , 20% ∼ 30% , >30% ; The negative difference will be
highlighted in red, and the smaller the difference, the darker the color: >-5% , -5% ∼ -10% , <-10% . NaN indicates that the number of valid experimental data is too small to
give a reliable accuracy rate.

Single Grimoire. We evaluated the ten types of444

grimoires in Equation 2, where representative sam-445

ples are stratified by label (k samples per label).446

SLEICL. We evaluated the two types of methods447

proposed in Section 3.4: similarity-based method448

and classifier-based method.449

We evaluated all of the above methods by ran-450

domly sampling 500 samples from all the test sets,451

and independently repeated three rounds (each re-452

sampling) to calculate the average accuracy.453

4.3 Performance Analysis454

In Table 1, we present in detail the results of455

GPT3.5-Turbo on three types of methods: base-456

line, single grimoire, and SLEICL. The single gri-457

moire and SLEICL have better average accuracy458

than baseline on all datasets, with HSS-PG (r=0.5)459

and KCS-PG having the highest average accuracy,460

exceeding baseline by 4.72% and 3.5%, respec-461

tively. This indicates that the grimoire generated462

by strong language model can effectively improve463

the performance of weak language model on vari-464

ous tasks. And the best performing single grimoire465

is HSS-PG, and the maximum accuracy on each466

dataset is not obviously concentrated on a single467

grimoire. This indicates that representative samples468

used to generate grimoires can indeed effectively469

affect the final performance of grimoires; on the470

other hand, it indicates that the optimal grimoire471

for different tasks is not the same. That is, we can472

optimize the grimoire at the task level and select473

the grimoire auxiliary weak language model for 474

different tasks. SLEICL proposed by us is further 475

based on this, that is, grimoire optimization at the 476

sample level. However, although the similarity- 477

based method and classifier-based method we have 478

implemented have some improvement compared 479

to the baseline, they still cannot comprehensively 480

surpass single grimoire. The possible reason is that 481

similarity-based method is limited to filtering using 482

semantic similarity, while the neural network struc- 483

ture constructed by the classifier-based method is 484

relatively simple and has limited training data. 485

At the dataset level, in sentiment analysis and 486

topic classification, the grimoire method (single 487

grimoire and SLEICL) has a small performance im- 488

provement over the baseline. In natural language in- 489

ference and hate speech detection, the performance 490

of grimoire method improved significantly and was 491

more stable compared with the baseline, indicating 492

that the current capacity of weak language model is 493

sufficient for relatively simple classification tasks. 494

For more difficult tasks (such as natural language 495

inference requiring deep semantics and simple rea- 496

soning), grimoire method can effectively make up 497

for the shortcomings of weak language model. 498

In addition, we found that four PGs outper- 499

formed their corresponding SG and two SGs outper- 500

formed their corresponding PG in 12 categories of 501

single grimoire, suggesting that GPT3.5-Turbo may 502

favor more complex and detailed grimoire. How- 503

ever, in other small models tested (see appendix for 504

detailed results), we do not find that small models 505
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are significantly inclined to SG, which indicates506

that we cannot simply select the best grimoire for507

a language model, and further demonstrates the508

necessity of exploring grimoire ranking methods.509

In Table 2, we provide a detailed presentation of510

the differences between the best performance of all511

single grimoires (Max(single grimoire)) and base-512

line performance on each dataset, as well as the513

differences between SLEICL (classifier-based) and514

baseline performance. Among all language mod-515

els, the Max(single grimoire) almost comprehen-516

sively exceeds baseline, and it can be found that the517

smaller the language model, the greater the perfor-518

mance improvement compared with baseline under519

the support of grimoire. For example, Baichuan2-520

7B has improved by 30.11% and 15.16% relative to521

zero-shot and few-shot, respectively, while GPT3.5-522

Turbo has improved by 7.21% and 7.60% relative to523

zero-shot and few-shot, respectively. On the other524

hand, this also indicates that for weak language525

model, the grimoire method can significantly out-526

perform the performance of few-shot (n=4) and has527

a wide range of applicability (weak language model528

from 175B to 2.7B have significant improvements).529

Furthermore, we can once again observe that on all530

weak language models, the grimoire method per-531

forms better in natural language interference and532

hate speech detection tasks, which further demon-533

strates that the grimoire method can effectively534

enhance the capability of weak language models.535

In all weak language models, although the aver-536

age performance of the SLEICL(classifier-based)537

has improved compared to the baseline, it still can-538

not surpass the baseline on some datasets. This in-539

dicates that although the SLEICL(classifier-based)540

has improved compared to the SLEICL(similarity-541

based), it still has not achieved the ideal perfor-542

mance. In addition, we can still observe the pattern543

that smaller language models can achieve more sig-544

nificant improvements. For example, on almost all545

datasets, Baichuan2-7B has a significant improve-546

ment compared to baseline in the SLEICL(classifier-547

based), while other larger language models do not548

perform so well. Furthermore, we can observe from549

Figure 4 that with the use of grimoires, weak lan-550

guage models have the potential to surpass GPT4-551

1106-preview under zero-shot settings. Even on552

some datasets, the performance of weak language553

models exceeds that of larger-scale language mod-554

els. For instance, on the TREC and Subj datasets,555

the PHI2 model with only 2.7 billion parameters556

outperforms GPT4-1106-preview.557

SST5

Subj

AgNews

TREC

RTE

QNLI

hate_sp18

ethos

SST5
0.20.30.40.50.60.70.80.9

GPT4
GPT3.5-Turbo
LLaMA2-70B-Chat
LLaMA2-13B-Chat
Baichuan2-7B
PHI2

Figure 4: Radar Chart comparing GPT-4 results in
zero-shot prompting with other models’ results in
Max(Single Grimoire) setting.

5 Conclusion 558

In this paper, we introduce a method named SLE- 559

ICL, predicated on utilizing strong language mod- 560

els to learn from representative samples and distill 561

skills for solving specific tasks, thereby enhancing 562

the proficiency of weak language models in these 563

tasks. The synthesized skills within this framework 564

are termed grimoire. To diversify the grimoire cate- 565

gories and comprehensively examine their impacts, 566

we developed four distinct representative sample se- 567

lection methods (KCS, HCS, HSS, RSS) and a zero- 568

shot approach, alongside two grimoire generation 569

templates (PG and SG), culminating in the creation 570

of 10 types of single grimoires. Building on this, 571

we formulated a grimoire ranking method, aimed 572

at automating the selection of the most suitable gri- 573

moire for various models and tasks at the sample 574

level. Ultimately, we evaluated 5 models across 575

8 datasets under 4 task types, demonstrating that 576

SLEICL can substantially enhance the performance 577

of weak language models with varying parameter 578

sizes on diverse tasks, with smaller models exhibit- 579

ing more pronounced improvements. Remarkably, 580

on certain datasets, weak language models, with 581

the aid of our method, outperformed GPT4-1106- 582

preview in zero-shot scenarios. 583

6 Limitations 584

Although our grimoire ranking method showed 585

some improvements over Zero-shot and Few-shot 586

approaches, it did not surpass the performance of 587

the best single grimoire results, suggesting that 588

the classifier-based method has potential for fur- 589

ther optimization. Additionally, the representative 590

sample selection method presents an avenue for fur- 591

8



ther exploration to expand the variety of grimoires592

available for weak language models across diverse593

tasks.594
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Appendix 762

A Datasets and models 763

Some additional details about all the datasets used 764

in this paper are shown in Table 3, including the 765

number of dataset sample labels (#Class), the num- 766

ber of training set samples, and the number of test 767

set samples. 768

A series of preprocessing activities were con- 769

ducted on the original data from these datasets to 770

transform all samples into a consistent and unified 771

format, thus enabling smooth subsequent testing. 772

Initially, samples from the original dataset that are 773

excessively lengthy were excluded to prevent the 774

issue of prompts exceeding the context window lim- 775

its of smaller models during few-shot testing. Sub- 776

sequently, the original dataset was partitioned into 777

a training set and a test set (unless pre-segmented), 778

with the training set comprising 2000 samples and 779

the test set 1000 samples. In cases where the to- 780

tal number of samples in the original dataset fell 781

below 3000, a distribution ratio exceeding 2:1 was 782

maintained between the training and test sets to 783

ensure sufficient samples for subsequent example 784

instance selection in the prompts. 785

Task Dataset #Class #Train #Eval

Sentiment Analysis
SST5 5 8544 1101
Subj 2 10000 -

Topic Classification
AgNews 4 120000 7600
TREC 6 5452 500

Natural Language
Inference

RTE 2 2490 277
QNLI 2 104743 5463

Hate Speech
Detection

hate_sp18 2 10944 -
ethos 2 998 -

Table 3: Dataset information. Note: - indicates that the dataset is not
pre-divided into the training set and the evaluation set.

All of the language models used in our eval- 786

uation are shown in Table 4, sorted by release 787

date. Among them, GPT3.5-Turbo and GPT4- 788

1106-review are two important LLMs developed 789

by OpenAI. The LLaMA2 Chat series model is an 790

10

https://doi.org/10.18653/v1/2023.acl-long.79
https://doi.org/10.18653/v1/2023.acl-long.79
https://doi.org/10.18653/v1/2023.acl-long.79
https://doi.org/10.18653/v1/2023.acl-long.79
https://doi.org/10.18653/v1/2023.acl-long.79
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.155
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.155
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.155
https://aclanthology.org/2022.emnlp-main.622
https://aclanthology.org/2022.emnlp-main.622
https://aclanthology.org/2022.emnlp-main.622
https://openreview.net/forum?id=5NTt8GFjUHkr
https://openreview.net/forum?id=5NTt8GFjUHkr
https://openreview.net/forum?id=5NTt8GFjUHkr
https://openreview.net/forum?id=5NTt8GFjUHkr
https://openreview.net/forum?id=5NTt8GFjUHkr
https://proceedings.mlr.press/v139/zhao21c.html
https://proceedings.mlr.press/v139/zhao21c.html
https://proceedings.mlr.press/v139/zhao21c.html
https://proceedings.mlr.press/v139/zhao21c.html
https://proceedings.mlr.press/v139/zhao21c.html


open-source chat model generated by Meta, and we791

plan to evaluate the 70B and 13B chat models in792

this series. Baichuan2 is an open-source LLM de-793

veloped by Baichuan Inc. , and we plan to evaluate794

the 7B chat model in this series. Phi-2 is a small795

language model (SLM) developed by Microsoft.796

Model Parm. Type Publisher Release

GPT3.5-Turbo 175B∗ Chat OpenAI 2023.06∗

LLaMA2 70B Chat Meta 2023.07
LLaMA2 13B Chat Meta 2023.07
Baichuan2 7B Chat Baichuan Inc. 2023.09
GPT4-1106-preview NaN Chat OpenAI 2023.11
PHI2 2.7B Base Microsoft 2023.12

Table 4: Models Sorted by release date. Note: * indicates an estimated value,
NaN signifies the absence of publicly available data, and 175B represents
175 billion.

B Dual-tower deep neural network797

classifier798

B.1 Feature engineering799

In order to train the neural network constructed800

in the classifier-based method, we primarily de-801

signed four categories of features to identify lan-802

guage models, tasks, test samples, and grimoires803

respectively. We selected the parameter count as804

the feature to identify language models, as the per-805

formance of large models is directly related to their806

parameter scale. For tasks, we selected three fea-807

tures related to task category and task description.808

For test samples, we chose the text length of the809

sample and its embedding vector as corresponding810

features. Regarding grimoires, we selected their811

type, text length, embedding vector, and represen-812

tative sample selection method as features. The de-813

tailed information about the features can be found814

in Table 5.815

In the processing of raw features, we utilize MP-816

Net (Song et al., 2020) to embed task descriptions,817

test questions, and grimoire, generating correspond-818

ing 768-dimensional dense vectors. For categorical819

features, we uniformly apply one-hot encoding. As820

for features related to text length, we initially ap-821

ply data binning and subsequently employ one-hot822

encoding based on this binned data.823

B.2 Classifier architecture824

After obtaining vector representations for individ-825

ual features, we concatenate all vectors from LLM-826

based, Task-based, and Question-based sources to827

form an enriched context vector, representing an828

augmented user query. Simultaneously, the con-829

catenated feature vectors from the Grimoire-based830

Dense Layer

Dense Layer

Dense Layer

Dense Layer

Dropout / Norm

Dense Layer

Self-Attention

Classifier Head

Sigmoid

GrimoireContext

×3

Figure 5: Architecture of the classifier. Within the three
similar forward propagation modules following self-
attention, the first two employ dropouts, while the final
one employs normalization.

source form the grimoire vector. Subsequently, 831

modeling the relationship between the context and 832

grimoire to derive utility values constitutes the 833

objective of the classifier, as illustrated in Fig- 834

ure 5. This architecture consists of two indepen- 835

dent branches, with each branch processing con- 836

text and grimoire separately through two fully con- 837

nected layers. Additionally, each branch incorpo- 838

rates residual block structures. Following this, the 839

processed vectors are stacked, and a joint represen- 840

tation is formed using the self-attention mechanism. 841

After three similar forward propagation modules, 842

the resulting representation passes through a classi- 843

fier head and, via a sigmoid activation, yields the 844

prediction values. 845

B.3 Training process 846

The training dataset for the classifier is derived 847

from intermediate output results obtained from ex- 848

periments with similarity-based ranking approach, 849

encompassing over 30,000+ data points. During 850

training, a batch size of 1024 is employed, with a 851

learning rate set to 0.001. The loss function utilized 852

is binary cross-entropy, and the Adam optimizer is 853

employed. We consider the model weights at 500 854

epochs as fixed for subsequent experiments. The 855

training of this model is conducted using a single 856

NVIDIA A100 40GB GPU. 857
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Feature type Feature Description Original data type Embedding method

LLM-based llm_param_cnt_type LLM parameter scale type Enum One-hot

Task-based
task_type Task type Enum One-hot
task_desc_len_type Types of the task description length Int One-hot
task_desc_emb Embedding of the task description Str Dense

Question-based
question_len_type Types of question text length Int One-hot
question_emb Embedding of the question Str Dense

Grimoire-based

grimoire_type Grimoire type Enum One-hot
grimoire_len_type Types of grimoire length Int One-hot
grimoire_sample_method Sample selection methods of grimoire Enum One-hot
grimoire_emb Embedding of the grimoire Str Dense

Table 5: Features of the classifier.

C Detailed evaluation results of other858

language models859

Detailed evaluation results of LLaMA2-70B-Chat,860

LLaMA2-13B-Chat, Baichuan2-7B-Chat and Phi-861

2 are supplemented in Table 6-9. Due to the poor862

instruction following ability of Phi-2, there are less863

than 500 valid experimental data in multiple evalu-864

ation items, which cannot guarantee the reliability865

of accuracy rate, so some evaluation results are866

missing.867

Overall, the best performance on various datasets868

is mostly achieved by the grimoire method, which869

aligns with our previously drawn conclusion that870

grimoire can effectively enhance the performance871

of weak language models across different tasks.872

Secondly, for these four language models, the best873

performance on individual datasets is not concen-874

trated on a specific grimoire method, reaffirming875

that it is not possible to simply identify a univer-876

sally optimal grimoire for all tasks and language877

models. Therefore, the grimoire ranking method878

is necessary. Furthermore, although on Baichuan2-879

7B-Chat and Phi-2, the average performance of880

SLEICL(classifier-based) is the best, SLEICL still881

cannot consistently outperform all single grimoire882

methods on all weak language models. There-883

fore, further optimization of the grimoire ranking884

method is still needed in the future. Finally, we885

still observe the pattern that smaller language mod-886

els tend to exhibit a higher improvement over the887

baseline under the grimoire method. Additionally,888

we find that the average performance of LLaMA2-889

13B-Chat on RSS-PG significantly surpasses that890

of LLaMA2-70B-Chat in the same series but with891

a larger parameter size, indicating that the benefits892

of the grimoire method for weak language models893

are quite significant.894

C.1 Demonstration of grimoire 895

In Table 10-12, we provide a detailed showcase of 896

some grimoires generated for the hate_sp18 dataset, 897

covering 10 types mentioned in the paper. Among 898

these, grimoires generated under the HSS setting 899

primarily showcase those generated for GPT3.5- 900

Turbo, including the hard samples ratios of 100% 901

and 50% (i.e., r=1.0 and r=0.5). All showcased 902

grimoires are generated under the setting of k=4, 903

meaning that for each sample label, k samples are 904

chosen as representative samples according to the 905

given method. 906
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Model Submodel n/k-shot
Sentiment analysis Topic classification

Natural language
inference

Hate speech detection
Avg

SST5 Subj AgNews TREC RTE QNLI hate_sp18 ethos

LLaMA2-70B-Chat
Zero-Shot - 53.40% 34.15% 74.38% 63.69% 80.53% 59.60% 60.88% 71.59% 62.28%
Few-Shot n=4 50.97% 48.26% 74.87% 67.60% 81.93% 64.00% 44.81% 57.67% 61.26%

Single Grimoire
(LLaMA2-70B-Chat)

KCS-PG k=4 52.20% 50.31% 77.52% 68.45% 73.00% 58.93% 55.23% 82.99% 64.83%
KCS-SG k=4 52.37% 36.72% 75.12% 67.28% 81.73% 64.47% 55.77% 73.16% 63.33%
HCS-PG k=4 50.71% 37.38% 73.68% 73.80% 77.67% 65.80% 60.51% 73.27% 64.10%
HCS-SG k=4 48.20% 37.35% 74.72% 74.88% 79.27% 64.93% 68.35% 73.24% 65.12%
HSS-PG k=4 (r=1.0) 49.55% 39.67% 76.80% 60.81% 82.13% 58.20% 70.55% 80.82% 64.82%
HSS-SG k=4 (r=1.0) 49.39% 39.07% 74.93% 57.39% 81.80% 66.80% 61.95% 71.66% 62.87%
HSS-PG k=4 (r=0.5) 47.95% 42.90% 80.07% 83.80% 76.80% 66.93% 66.51% 79.03% 68.00%
HSS-SG k=4 (r=0.5) 49.59% 36.44% 73.33% 78.03% 79.07% 63.47% 55.00% 75.39% 63.79%
RSS-PG k=4 50.53% 37.24% 71.36% 66.40% 79.13% 74.13% 64.66% 77.81% 65.16%
RSS-SG k=4 46.51% 41.36% 69.49% 69.33% 80.60% 63.20% 57.66% 68.79% 62.12%

Zero-Shot-PG - 46.86% 43.32% 76.40% 60.49% 75.73% 58.53% 65.81% 76.35% 62.94%
Zero-Shot-SG - 49.52% 34.99% 73.27% 52.53% 79.80% 55.80% 62.90% 74.55% 60.42%

SLEICL

(LLaMA2-70B-Chat)
Similarity-based - 50.90% 39.93% 74.67% 74.37% 79.33% 64.27% 61.69% 70.30% 64.43%
Classifier-based - 50.07% 41.25% 74.27% 69.69% 78.20% 65.93% 62.87% 80.11% 65.30%

Table 6: Detailed evaluation results of LLaMA2-70B-Chat enhanced by grimoire. Note: - indicates that this hyper-parameter is invalid for the current test; n-shot indicates that n
samples will be provided for each prediction; k-shot provides a selection of k samples under each label to generate grimoire; r represents the sampling ratio of hard samples. The
best performance in each column will be bolded, and the second-best performance will be underlined.

Model Submodel n/k-shot
Sentiment analysis Topic classification

Natural language
inference

Hate speech detection
Avg

SST5 Subj AgNews TREC RTE QNLI hate_sp18 ethos

LLaMA2-13B-Chat
Zero-Shot - 34.57% 38.85% 57.98% 52.60% 68.31% 57.92% 45.40% 63.36% 52.37%
Few-Shot n=4 43.46% 53.67% 48.29% 57.85% 71.43% 62.78% 75.35% 75.64% 61.06%

Single Grimoire
(LLaMA2-13B-Chat)

KCS-PG k=4 35.53% 69.19% 75.33% 69.02% 48.07% 64.15% 72.67% 76.06% 63.75%
KCS-SG k=4 36.79% 47.37% 74.62% 51.88% 69.39% 60.40% 83.40% 68.30% 61.52%
HCS-PG k=4 35.14% 64.88% 74.13% 62.20% 56.07% 59.06% 80.52% 76.55% 63.57%
HCS-SG k=4 35.53% 40.88% 72.18% 49.10% 63.80% 64.53% 86.31% 78.04% 61.30%
HSS-PG k=4 (r=1.0) 37.86% 71.19% 73.73% 69.42% 59.07% 67.20% 56.31% 72.05% 63.35%
HSS-SG k=4 (r=1.0) 34.85% 47.20% 71.91% 43.73% 78.26% 58.60% 55.15% 60.85% 56.32%
HSS-PG k=4 (r=0.5) 36.26% 67.91% 74.25% 51.97% 73.27% 68.36% 72.95% 74.68% 64.96%
HSS-SG k=4 (r=0.5) 36.17% 38.53% 34.47% 42.76% 71.27% 63.00% 60.40% 75.19% 52.72%
RSS-PG k=4 32.97% 69.53% 77.04% 62.68% 68.13% 66.69% 70.86% 75.13% 65.38%
RSS-SG k=4 35.46% 53.41% 61.32% 51.75% 72.55% 62.13% 34.96% 67.00% 54.82%

Zero-Shot-PG - 35.01% 69.79% 52.00% 46.72% 52.87% 60.75% 78.16% 70.21% 58.19%
Zero-Shot-SG - 34.96% 53.06% 49.83% 47.34% 59.89% 57.37% 76.47% 77.54% 57.06%

SLEICL

(LLaMA2-13B-Chat)
Similarity-based - 33.74% 50.33% 66.38% 52.58% 58.49% 62.60% 70.56% 73.05% 58.47%
Classifier-based - 47.21% 40.73% 71.64% 76.67% 59.37% 52.20% 79.75% 61.67% 61.16%

Table 7: Detailed evaluation results of LLaMA2-13B-Chat enhanced by grimoire. Note: - indicates that this hyper-parameter is invalid for the current test; n-shot indicates that n
samples will be provided for each prediction; k-shot provides a selection of k samples under each label to generate grimoire; r represents the sampling ratio of hard samples. The
best performance in each column will be bolded, and the second-best performance will be underlined.

Model Submodel n/k-shot
Sentiment analysis Topic classification

Natural language
inference

Hate speech detection
Avg

SST5 Subj AgNews TREC RTE QNLI hate_sp18 ethos

Baichuan2-7B-Chat
Zero-Shot - 33.91% 38.07% 39.96% 16.05% 66.27% 52.04% 13.70% 45.60% 38.20%
Few-Shot n=4 29.86% 65.49% 38.34% 37.89% 72.80% 54.72% 62.53% 63.60% 53.15%

Single Grimoire
(Baichuan2-7B-Chat)

KCS-PG k=4 39.56% 66.07% 60.57% 54.78% 77.67% 57.04% 46.03% 68.21% 58.74%
KCS-SG k=4 39.93% 43.33% 42.32% 19.09% 72.00% 52.35% 75.92% 53.67% 49.83%
HCS-PG k=4 33.67% 64.87% 44.30% 66.07% 77.00% 58.87% 54.39% 68.89% 58.51%
HCS-SG k=4 39.07% 42.47% 44.33% 34.97% 71.40% 59.05% 77.31% 54.85% 52.93%
HSS-PG k=4 (r=1.0) 42.39% 63.00% 36.47% 32.28% 74.33% 57.60% 50.26% 65.47% 52.73%
HSS-SG k=4 (r=1.0) 42.02% 66.73% 48.99% 28.37% 70.07% 52.60% 21.54% 47.36% 47.21%
HSS-PG k=4 (r=0.5) 29.30% 65.67% 70.01% 68.28% 73.87% 53.47% 41.05% 74.90% 59.57%
HSS-SG k=4 (r=0.5) 44.73% 47.07% 77.84% 45.66% 69.53% 57.18% 17.60% 61.47% 52.64%
RSS-PG k=4 34.40% 63.40% 49.13% 48.71% 73.60% 56.09% 42.28% 67.68% 54.41%
RSS-SG k=4 40.32% 36.67% 45.64% 26.98% 68.80% 57.79% 15.80% 46.66% 42.33%

Zero-Shot-PG - 33.22% 35.93% 39.09% 28.75% 76.13% 51.60% 49.16% 60.92% 46.85%
Zero-Shot-SG - 41.13% 40.07% 57.35% 22.89% 77.40% 54.18% 28.13% 64.25% 48.18%

SLEICL

(Baichuan2-7B-Chat)
Similarity-based - 36.49% 61.53% 56.84% 35.35% 77.25% 57.95% 45.12% 55.59% 53.26%
Classifier-based - 37.49% 80.87% 70.78% 53.90% 73.20% 50.93% 63.88% 71.02% 62.76%

Table 8: Detailed evaluation results of Baichuan2-7B-Chat enhanced by grimoire. Note: - indicates that this hyper-parameter is invalid for the current test; n-shot indicates that n
samples will be provided for each prediction; k-shot provides a selection of k samples under each label to generate grimoire; r represents the sampling ratio of hard samples. The
best performance in each column will be bolded, and the second-best performance will be underlined.
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Model Submodel n/k-shot
Sentiment analysis Topic classification

Natural language
inference

Hate speech detection
Avg

SST5 Subj AgNews TREC RTE QNLI hate_sp18 ethos

Phi-2
Zero-Shot - 39.18% 34.15% 44.38% NaN 58.50% NaN 19.37% 48.68% 40.71%
Few-Shot n=4 45.56% 62.62% NaN 66.88% NaN NaN 48.44% 65.89% 57.88%

Single Grimoire
(Phi-2)

KCS-PG k=4 40.96% 39.31% 73.19% 52.78% NaN NaN 44.21% 62.49% 52.16%
KCS-SG k=4 43.67% 34.49% 53.22% NaN 66.71% NaN 52.19% 52.47% 50.46%
HCS-PG k=4 44.52% 42.00% 76.06% 86.10% NaN 63.07% 36.10% 64.73% 58.94%
HCS-SG k=4 42.01% 41.01% 64.97% 72.33% 68.26% 61.49% 58.52% 60.55% 58.64%
HSS-PG k=4 (r=1.0) 40.89% 52.60% 76.38% 55.37% NaN NaN 37.54% 56.11% 53.15%
HSS-SG k=4 (r=1.0) 38.52% 37.97% 61.15% NaN 63.92% 52.22% 24.01% 58.88% 48.10%
HSS-PG k=4 (r=0.5) 41.71% 71.19% 34.40% 47.51% NaN NaN 29.01% 55.32% 46.52%
HSS-SG k=4 (r=0.5) 42.13% 36.62% 37.16% 64.48% 61.47% 57.02% 47.03% 58.44% 50.54%
RSS-PG k=4 38.80% 51.99% 76.89% 51.12% NaN NaN 52.65% 63.02% 55.75%
RSS-SG k=4 41.81% 36.21% 65.06% 62.13% NaN NaN 23.91% 48.29% 46.24%

Zero-Shot-PG - 39.59% 36.46% 49.13% 52.53% NaN NaN 42.07% 53.21% 45.50%
Zero-Shot-SG - 41.38% 33.84% 43.51% NaN 58.51% NaN 36.55% 59.94% 45.62%

SLEICL

(Phi-2)
Similarity-based - 41.26% 50.52% 59.35% NaN 64.96% NaN 37.73% 55.33% 51.53%
Classifier-based - 42.37% 77.04% 68.72% 72.96% NaN NaN 52.22% 61.94% 62.54%

Table 9: Detailed evaluation results of Phi-2 enhanced by grimoire. Note: - indicates that this hyper-parameter is invalid for the current test; n-shot indicates that n samples
will be provided for each prediction; k-shot provides a selection of k samples under each label to generate grimoire; r represents the sampling ratio of hard samples. The
best performance in each column will be bolded, and the second-best performance will be underlined. NaN indicates that the number of valid experimental data is too small
to give a reliable accuracy rate.
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Grimoire type Grimoire text

KCS-PG
(k=4)

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

To classify sentences into "hate" or "no hate," follow these rules:

1. **Identify Targeted Groups or Individuals:**
- Look for mentions of specific groups based on race, ethnicity, religion, gender, etc.
- Example: "This disgusting negro..." targets an individual based on race.
- Method: Scan the sentence for keywords that indicate a group or individual is being singled out.

2. **Assess Negative Language or Sentiments:**
- Determine if the sentence contains derogatory terms, insults, or negative stereotypes.
- Example: "...makes us (white people) look bad." uses a derogatory term and casts a negative stereotype.
- Method: Evaluate the adjectives and verbs used for negative connotations.

3. **Check for Exclusionary or Threatening Language:**
- Look for language that suggests exclusion, superiority, or threats towards a group.
- Example: "...vile hordes invading our lands..." implies a threat and exclusion.
- Method: Identify phrases that suggest conflict, invasion, or dehumanization.

4. **Analyze Context for Subtle Hate:**
- Sometimes hate is not overt; check for subtle implications or dog whistles.
- Example: "No need to allow FACTS to get in the way of a good White guilt message!" implies a subtle attack on a group.
- Method: Consider the broader context and potential implications of the sentence.

5. **Determine the Overall Message:**
- Evaluate if the sentence’s overall message is meant to harm, demean, or incite negativity towards a group.
- Example: "That’s their real contribution to society, misery and dependence." suggests a harmful stereotype.
- Method: Summarize the sentence’s intent and check if it aligns with promoting hate.

If a sentence meets any of the criteria for negative language, targeted attacks, or exclusionary sentiments towards a group or individual, classify it as "hate."
Otherwise, classify it as "no hate."

KCS-SG
(k=4)

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

1. Look for specific groups or individuals being targeted based on identity like race or gender.
2. Check if there are insults, negative stereotypes, or threatening language.
3. Consider the overall intent, including subtle hate or broader context.

Classify as "hate" if any criteria of targeting, negativity, or exclusion are met. If not, classify as "no hate."

HCS-PG
(k=4)

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

To classify a sentence into "hate" or "no hate," follow these rules:

1. **Identify Hate Speech Indicators:**
- Look for derogatory language or slurs targeting a specific group based on race, ethnicity, religion, gender, sexual orientation, etc.
- Example: The use of "shegroid" is a derogatory term targeting a racial group, indicating hate speech.

2. **Assess Context and Intent:**
- Determine if the sentence promotes hostility, discrimination, or violence against a group.
- Example: "And they will flood into all white countries as much as they can!" suggests an invasion narrative against a particular racial group, indicating hate speech.

3. **Evaluate Tone and Content:**
- Analyze the tone for aggression or contempt towards a group.
- Example: "a nice kick to the nuts will always work... a black does n’t equate to the same standard" shows contempt and dehumanization, indicating hate speech.

4. **Check for Advocacy of Harm or Exclusion:**
- Identify if the sentence advocates for harm or exclusion of a group.
- Example: "Here is possibly the best county to live in when one considers the Mud Index." The "Mud Index" likely refers to a derogatory way of rating places based
on the presence of certain groups, indicating hate speech.

5. **Distinguish Between Hate Speech and Non-Hate Speech:**
- If the sentence lacks any indicators of hate speech as described above, classify it as "no hate."
- Example: "I was gonna suggest an old Marlin 783 but then I remembered that it ’s a .22 Mag." This sentence does not contain any indicators of hate speech.

**Method of Applying the Rule:**
- Read the sentence carefully.
- Look for the indicators of hate speech.
- Consider the context, tone, and content.
- Decide if the sentence advocates for harm or exclusion.
- Classify as "hate" if any indicators are present; otherwise, classify as "no hate."

Keep the analysis concise and focused on the presence or absence of hate speech indicators.

HCS-SG
(k=4)

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

1. Look for slurs or derogatory language aimed at a group’s identity (race, gender, etc.).
2. Check if the sentence encourages hostility, discrimination, or violence against a group.
3. If no hate speech signs are found, label it as "no hate."

Table 10: Demo of some types of grimoire for the hate_sp18 dataset.
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Grimoire type Grimoire text

HSS-PG
(k=4,r=1.0,

GPT3.5-Turbo)

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

Rules for Classifying Sentences into Hate/No Hate:

1. Identify Targeted Groups or Stereotypes:
- Look for language that targets a specific group based on race, ethnicity, nationality, or any other social category.
- Example: "reds are just SO naive!" targets a group and implies naivety, indicating hate.
- Method: Scan for keywords that refer to groups and assess if the context is negative or derogatory.

2. Look for Generalizations and Derogatory Language:
- Generalizations apply a characteristic to all members of a group without exception.
- Derogatory language includes insults, slurs, or any language that demeans a group.
- Example: "you can take the ape out of the jungle..." uses a derogatory metaphor for a group, indicating hate.
- Method: Identify phrases that oversimplify or degrade a group and evaluate their intent.

3. Assess Context for Offensiveness:
- Determine if the sentence is likely to offend or harm the dignity of any group.
- Example: "Many Asians will see something once and memorize it..." suggests a stereotype, indicating hate.
- Method: Consider the potential impact of the statement on the targeted group.

4. Distinguish Between Criticism and Hate Speech:
- Criticism is directed at actions or policies and does not target or stereotype a group.
- Hate speech is directed at a group and is inherently derogatory or demeaning.
- Example: "Wow this policy of prosecuting people for offending liberals is disgusting." criticizes a policy, not a group, indicating no hate.
- Method: Focus on whether the criticism is aimed at behavior/policy or at a group’s characteristics.

5. Evaluate Tone and Intent:
- Tone can indicate whether a statement is meant to be hateful or simply a blunt observation.
- Intent refers to whether the speaker aims to spread hate or is making a neutral statement.
- Example: "Sinners of the past did including your own people who sold you like cattle." may be a historical reference without hate intent, indicating no hate.
- Method: Analyze the tone and look for cues of malicious intent.

By applying these rules, you can classify sentences into "hate" or "no hate" based on the presence of targeted derogatory language, generalizations, context, and the
distinction between criticism and hate speech.

HSS-SG
(k=4,r=1.0,

GPT3.5-Turbo)

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

1. Check if the sentence targets a group negatively or uses stereotypes.
2. Determine if the language is offensive or generalizes a group.
3. Decide if it’s criticizing behavior/policies or attacking a group’s traits.

HSS-PG
(k=4,r=0.5,

GPT3.5-Turbo)

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

Rules for Classifying Sentences into Hate/No Hate:

1. Identify Discriminatory Language:
- Look for words or phrases that target a group based on race, ethnicity, gender, religion, or other social categories.
- Example: "mr whitey would be branded a big bad evil racist" targets a racial group.
- Method: Scan the sentence for keywords that indicate bias or stereotypes.

2. Assess Context for Negative Stereotypes:
- Determine if the sentence perpetuates negative stereotypes or expresses contempt.
- Example: "the little shops were all white runned and owned" implies a negative change related to racial demographics.
- Method: Consider the overall message and whether it implies harm or negativity towards a specific group.

3. Look for Generalizations or Assumptions:
- Check if the sentence makes broad generalizations about a group.
- Example: "reds are just SO naive" makes a sweeping assumption about a group.
- Method: Identify phrases that suggest all members of a group share a negative trait.

4. Evaluate Tone and Intent:
- Consider if the sentence has an aggressive or hostile tone.
- Example: "South Africa has returned to the Stone Age in 20 years" uses a derogatory comparison.
- Method: Read the sentence for emotional cues that suggest hate or aggression.

5. Distinguish Between Hate and Criticism:
- Differentiate between sentences that express hate and those that offer criticism without targeting a group.
- Example: "Wow this policy of prosecuting people for offending liberals is disgusting" criticizes a policy, not a group.
- Method: Focus on whether the criticism is directed at actions/ideas or at people/groups.

6. Consider Historical and Social Context:
- Be aware of historical and social connotations that may influence the interpretation of the sentence.
- Example: "Sinners of the past did including your own people who sold you like cattle" references history without expressing hate.
- Method: Use knowledge of social and historical contexts to inform your judgment.

Apply these rules by carefully reading each sentence, identifying any elements that match the criteria for hate speech, and using your judgment to classify the
sentence accordingly. Remember to keep the analysis concise and focused on the key elements that indicate hate speech.

HSS-SG
(k=4,r=0.5,

GPT3.5-Turbo)

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

1. Check for biased language targeting a group’s race, gender, religion, etc.
2. Look for negative stereotypes or generalizations about a group.
3. Differentiate between hateful statements and criticism of ideas or actions.

Table 11: Demo of some types of grimoire for the hate_sp18 dataset.
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Grimoire type Grimoire text

RSS-PG
(k=4)

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

Rules for Classifying Sentences into Hate/No Hate:

1. **Identify Targeted Groups or Individuals**: Look for references to specific groups or individuals based on race, ethnicity, religion, gender, or other identity
markers. Examples include "filthy jews" or "magic negro."

*Method*: Scan the sentence for keywords that indicate a group or individual is being targeted. If such words are present, consider the context to determine if
they are used pejoratively.

2. **Assess the Tone and Intent**: Determine if the sentence has a derogatory, hostile, or demeaning tone towards the group or individual identified.

*Method*: Read the sentence to gauge the emotional tone. Look for adjectives, adverbs, and verbs that convey negativity or hostility.

3. **Check for Generalizations and Stereotypes**: Sentences that make sweeping negative generalizations or stereotypes about a group are likely to be classified
as hate.

*Method*: Look for statements that attribute negative characteristics or behaviors to an entire group rather than individuals.

4. **Evaluate Contextual Clues**: Sometimes, the context can shift a sentence from hate to no hate. For example, historical references or discussions without
negative intent may not be classified as hate.

*Method*: Consider the broader context of the sentence. If the sentence is part of a historical discussion or lacks negative intent, it may not be classified as hate.

5. **Consider the Presence of Threats or Calls to Action**: Sentences that contain threats or calls to action against a group or individual are indicative of hate.

*Method*: Look for verbs that suggest action or harm directed at a group or individual.

By applying these rules, you can classify sentences into "hate" or "no hate." Remember that the context is crucial, and some sentences may require a nuanced
understanding of language and intent.

RSS-SG
(k=4)

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

1. Look for negative words about specific groups or people based on identity like race or gender.
2. Check if the sentence sounds hostile or demeaning.
3. Watch for broad negative statements about a whole group.

Zero-Shot-PG

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

To classify sentences into "hate" or "no hate," follow these summarized rules:

1. **Identify Hate Speech Indicators:**
- Look for words or phrases that target a group based on race, ethnicity, gender, religion, sexual orientation, disability, etc.
- Example: "All [group] are criminals" is hate speech.
- Method: Scan the sentence for derogatory terms or generalizations about a group.

2. **Assess Context and Tone:**
- Determine if the language is aggressive, disrespectful, or intended to harm.
- Example: "I hate [group]" indicates hate speech, while "I hate broccoli" does not.
- Method: Consider the sentence’s context and the potential impact on the targeted group.

3. **Look for Incitement to Violence:**
- Check if the sentence encourages harm or violence against individuals or groups.
- Example: "Someone should teach [group] a lesson" implies hate speech.
- Method: Identify calls to action that suggest physical harm or intimidation.

4. **Evaluate for Exclusion or Discrimination:**
- Determine if the sentence promotes exclusion or discrimination against a protected group.
- Example: "No [group] allowed" is hate speech.
- Method: Look for statements that advocate for unequal treatment or segregation.

5. **Consider Intent and Sarcasm:**
- Be aware that sarcasm or satire may complicate classification.
- Example: "Yeah, right, like all [group] are geniuses" could be sarcastic.
- Method: Use contextual clues to discern the speaker’s true intent.

6. **Use Reliable Classification Tools:**
- If available, employ automated tools or guidelines provided by reputable organizations for consistency.
- Example: AI-based text analysis tools can help classify sentences.
- Method: Input the sentence into the tool and review the classification, using human judgment as necessary.

Remember, the classification should be based on the content of the sentence and not personal opinions or biases. If a sentence does not clearly fall into the
"hate" category, it should be classified as "no hate."

Zero-Shot-SG

Below are some skills needed to solve the task; you need to carefully learn and consider the process and methods step by step:

1. Check for hate speech: Look for words that insult or generalize about race, gender, religion, etc. Consider if the sentence is aggressive or aims to harm.
2. Check for violence or discrimination: See if the sentence encourages violence or unfair treatment against certain groups.
3. Use context and tools: Pay attention to sarcasm and context. Use reliable tools to help classify if needed. If unsure, label as "no hate."

Table 12: Demo of some types of grimoire for the hate_sp18 dataset.
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