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ABSTRACT

Since the introduction of the Model Context Protocol (MCP), the number of avail-
able tools for Large Language Models (LLMs) has increased significantly. These
task-specific tool sets offer an alternative to general-purpose tools such as web
browsers, while being easier to develop and maintain than GUIs. However, current
general-purpose agents predominantly rely on web browsers for interacting with
the environment. Here, we introduce TheMCPCompany, a benchmark for evalu-
ating tool-calling agents on tasks that involve interacting with various real-world
services. We use the REST APIs of these services to create MCP servers, which
include over 18,000 tools. We also provide manually annotated ground-truth tools
for each task. In our experiments, we use the ground truth tools to show the po-
tential of tool-calling agents for both improving performance and reducing costs
assuming perfect tool retrieval. Next, we explore agent performance using tool re-
trieval to study the real-world practicality of tool-based agents. While all models
with tool retrieval perform similarly or better than browser-based agents, smaller
models cannot take full advantage of the available tools through retrieval. On the
other hand, GPT-5’s performance with tool retrieval is very close to its perfor-
mance with ground-truth tools. Overall, our work shows that the most advanced
reasoning models are effective at discovering tools in simpler environments, but
seriously struggle with navigating complex enterprise environments. TheMCP-
Company reveals that navigating tens of thousands of tools and combining them
in non-trivial ways to solve complex problems is still a challenging task for current
models and requires both better reasoning and better retrieval models

1 INTRODUCTION

Since the introduction of the MCP protocol by Anthropic in November 2024 (Anthropic| [2024;
FastMCP, 2025), there has been continuous explosive growth in the number of MCP servers. A
June 2025 survey by Virustotal (Quintero, [2025)) counted 17845 MCP server projects on GitHub.
The awesome-mcp-servers list (Gizdovl, 2025) contains over 7000 publicly available MCP servers.
And this is just public servers; more and more, organizations are creating MCP servers to expose
the functionality of internal tools to LLMs as well. This makes sense for a number of reasons.
Using MCP servers, LLMs can directly call the specific tools needed for completing each task (e.g.,
create_pr and merge_pr) (Patil et al., 2023 |Schick et al.l[2023). MCP servers are relatively simple to
create and maintain, and providing direct access to tool documentation provides a straightforward
way for LLMs to interact with the environment.

Despite this proliferation of direct access to tools and API surfaces, however, general-purpose agents
still predominantly rely on general-purpose tools such as web browsers and code interpreters to solve
problems (Fourney et al.,|2024). Here, we aim to understand the capabilities and performance of an
alternative approach: general-purpose agents based on large, heterogeneous tool collections.

Although there are several prior papers studying specific aspects of tool-based agents, none of them
provides a comprehensive view of the challenges that come with the combination of a large number
of tools and complex tasks in a complex environment. First, there is a growing body of work
on creating general-purpose Al agents. While these works represent the complexity of tasks and

"We will release all our code and data after the double-blind review process.



Under review as a conference paper at ICLR 2026

environments that agents face in reality, they often incorporate a very small number of task-specific
tools (e.g., a dedicated search tool) (Mozannar et al.,[2025;|Soni et al.,2025). Thus, it is unclear how
Al agents behave when the number of available tools increases significantly. On the other hand, there
is arich literature that studies different challenges of tool calling with LLMs (Feng et al.;[2025)), such
as complex function calls (Zhong et al., [2025) and large tool sets (Qin et al., [2023)). However, tool
calling works often rely on simple environments that are not representative of practical applications,
like automating enterprise workflows. Our goal is to provide a realistic environment that includes
challenging tasks, complex services, and a large and complex tool set for studying the potential and
challenges of tool-based agents in practical scenarios.

We introduce TheMCPCompany, an extension of TheAgentCompany (Xu et al.| 2024a) that simu-
lates a software company where MCP tools are available for all operations in the company. In fact,
this simulation represents our vision for enterprise environments in the future. To better represent
complex enterprise workflows, we expand TheAgentCompany’s environment by introducing the Mi-
crosoft Azure cloud platform. We then create a fully functional MCP server for each of the services
(Azure, Plane, GitLab, ownCloud, and RocketChat) that exposes its full functionality through tools
(more than 18,000 tools in total, of which almost 17,000 come from Azure). We adapt the exist-
ing tasks from TheAgentCompany to the MCP setting and create a new set of tasks specifically for
Azure. These tasks range from relatively simple ones whose solutions can be found in a web search
to complex, enterprise-level debugging (Fig. [I). Finally, we annotate a small set of required tools
for each task, allowing us to evaluate tool use separately from tool selection.

We also create MCPAgent, a baseline agent that treats tool retrieval itself as a tool. MCPAgent has
access to all 18k tools, but it must discover them by constructing queries and then reasoning about
the results. This allows the agent to explore different solution trajectories and dynamically search
for the required tools and their dependencies. We implement MCPAgent based on OpenHands’
CodeAct agent (Wang et al., 2024c).

We evaluate six different LLMs on the tasks adapted from TheAgentCompany and show that task-
specific tools are a practical and even preferred interface for interacting with the environment. Com-
pared to OpenHands’ CodeAct agent, which uses a text-based browser, an agent with access to the
ground truth tools improves performance by 13.79 points and reduces costs by $2.29 per task on
average (54% reduction in costs). Even without the ground truth tools, our MCPAgent with the tool-
finder function outperforms the alternative browser-based agent by 5.39 points and reduces costs by
$2.06 per task on average. On these tasks, GPT-5 performs almost as well with the tool finder as
with ground-truth tools.

In contrast, on our hardest tasks in the Azure environment, even the most capable reasoning models
fail almost completely. We find that agents mainly struggle with the diversity and complexity of
Azure services. For example, they fail to correctly identify the issue with a broken application, do
not consider all possible solutions when one fails, and often implement only part of the solution.

Our results show that agents can solve problems in enterprise environments that are more complex
and contain far more tools than previously considered in the literature. They also show that MCP
is a key facilitator: exposing tools to LLMs via a standardized protocol leads to better results than
relying on browser-based agents. However, our results also reveal a key challenge going forward
in this space: navigating thousands or more tools that must be combined in non-obvious ways to
solve complex problems is both a retrieval and a reasoning problem. The most advanced reasoning
models are capable of searching for tools, but more work is needed on both fronts to fully realize our
vision for future enterprise environments. TheMCPCompany supports this work by inviting future
contributions to explore more realistic and complex scenarios that agents face in practice.

2 RELATED WORK

Al Agents There is a growing body of work on Al agents (Handa et al., 2025} [Shao et al., [2024;
2025} Xie et al.,|2024). Although most of the first generation of agents are domain-specific, such
as coding (Wang et al., 2024c; Xia et al.|, [2024} |Yang et al., [2024)) or browsing agents (Chezelles
et al., 2024), more recently there has been a push toward general-purpose agents that can complete
diverse tasks across multiple domains (Hu et al 2025; |Wu et al., 2023)). Since a general-purpose
agent needs to interact with different services depending on the given task, current agent frameworks
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predominantly interact with the environment via general-purpose tools such as a browser, shell, or
Python interpreter (Soni et al., |2025). Recently, [Song et al. (2024) proposed using REST API calls
instead of browser interactions. However, compared to REST APIs, MCP tools are easier to create
and are being actively developed by the machine learning community, and thus better suited for use
with LLMs. Moreover, Song et al. (2024)) use a small number of tools (less than a thousand) for
each task and provide a short description of all tools in the prompt, which does not scale to large
tool sets capable of performing in practical scenarios. For these cases, retrieval is necessary.

Agent benchmarks have also evolved in different directions. For example, there are many bench-
marks that aim to create complex tasks (Mialon et al.| [2023), simulate realistic environments (Xu
et al.||20244d), or study the impact of agents on the workforce (Styles et al.,[2024). However, similar
to agent frameworks, these benchmarks are either limited to a small set of tools (Wang et al., 2024a;
Yao et al.|[2024) or mainly rely on the browser (Zhou et al., 2023)) for agent interactions.

As a result, the challenges and opportunities for agents that primarily rely on large tool sets to
interact with the environment are largely unknown. Here, we build on prior work (Xu et al., [2024a)
and maintain the complexity and realism of the tasks and environment. However, we replace the few
general-purpose tools with a large number of task-specific tools and investigate the challenges and
opportunities that agents face in this new setup.

Tool Use The ability to call tools to interact with the environment is what makes the current gen-
eration of Al agents feasible. There is an extensive body of research studying various aspects of
tool calling with LLMs (Chen et al., |2025; [Liu et al.l |2024b; [Yuan et al., [2023)), ranging from the
complexity of tool calls (Zhong et all 2025) to dependency between tools (Lumer et al., [2025).
However, most works rely on a small set of tools and do not represent the growing scale of MCP
tools available to LLMs (Dong et al., 2025} |[Feng et al.l 2025; |L1 et al., [2025; Wang et al.| [2025)).
While there are several works that investigate large tool sets (Qin et al., [2023)), their environments
are simple compared to what agent benchmarks provide (Fei et al., [2025} |Gan & Sun| [2025}; |Liu
et al.,2024a; Mo et al.l 2025; |Shi et al., 2025; | Xu et al., 2024b)). The tasks are also simple and often
there is significant semantic overlap between the task description and tool specifications, which sim-
plifies tool selection (Li et al.,|2023). However, in practice, task descriptions (e.g., fix a broken app)
often do not mirror the name and description of the required tools (e.g., list_ managed_identities).

With the increasing popularity of MCP, there is a renewed interest in tool calling benchmarks but
through MCP servers (Lei et al., 2025} [Luo et al.l |2025b). What sets MCP tools apart from tradi-
tional tool calling is the opportunity for massively scaling the number of tools by standardizing the
communication protocol. However, current MCP benchmarks are generally limited to between a
few hundred and a thousand tools (Gao et al., 2025 [L1u et al., 2025 [Luo et al., [2025a; |Yin et al.,
2025)). Moreover, the related MCP servers for each task are manually selected for the agent prior to
execution which ignores the impact of tool selection as one of the main challenges that agents face
when dealing with large tool sets (Luo et al.,|2025b).

Unlike prior work on tool calling, we take full advantage of MCP’s main strength, scalability, and
create more than 18,000 functional tools for interacting with different real-world services. Also, in
our setup, we do not directly provide the related tools for each task to the agent. Instead, it needs to
use a tool finder function to search for and discover the required tools on its own.

3 THEMCPCOMPANY

Considering the simplicity of developing and maintaining MCP servers and the growing interest of
the community, we argue that in the near future, MCP tools will be LLMs’ primary interface for
interacting with the world. In other words, there will be an MCP tool for every operation and every
application (e.g., GitLab); teams in an organization will also offer MCP servers for interacting with
their services. In fact, this is already happening. Many services already offer MCP servers, and
there are numerous efforts to further simplify widespread adoption of MCP. For example, Docker
Desktop offers a dedicated toolkit that simplifies the deployment of MCP servers (Docker, [2025)),
and there is even a registry for keeping track of the growing number of MCP server
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Figure 1: The correct solution trajectory for one of our Composite Azure tasks. Note that agents

must use the tool finder function to discover each one of the tools used in the trajectory. But, due to
space constraints, here, we only show the first call to find_tools.

{d: ..., rg_name: ...,

Here, we describe TheMCPCompany, an extension of TheAgentCompany benchmark that simulates
a realistic and tool-rich environment. We first include the Microsoft Azure cloud platform, which
significantly increases the complexity of the environment and the number of available actions. Then,
we create MCP servers for all services in TheMCPCompany that expose the full functionality of each
service through a large collection of tools.

3.1 THEAGENTCOMPANY (BACKGROUND)

TheAgentCompany is a benchmark that simulates a small-scale software company for evaluating
agents’ ability to complete everyday enterprise tasks (Xu et al., [2024a). TheAgentCompany of-
fers self-hosted services for project management (Plane), DevOps (GitLab), communication (Rock-
etChat), and productivity (ownCloud) as docker images with pre-populated data. It also configures
LLM-powered non-player characters that act as employees in the company. This provides a realistic
environment, where the agent needs to interact with multiple services and simulated employees to
successfully complete a task. For each task, TheAgentCompany provides an evaluation script, with
multiple checkpoints, that assigns partial credit when the agent only completes part of the task.

We choose TheAgentCompany as the basis for our work since its environment approximates real-
world applications more closely than other benchmarks. More importantly, the action space pro-
vided by the four hosted services is considerably larger than that of other agent benchmarks, which
facilitates our goal of creating an environment with a large tool set for agent evaluation.

3.2 AZURE TASKS

While TheAgentCompany uses real-world applications for simulating the environment, these self-
hosted applications are simpler than many services used in production by most organizations. For
example, most software companies use cloud computing platforms, such as Azure and AWS, as part
of their workflow. These services are so complex that employees take dedicated courses just to be
able to manage the infrastructure. Therefore, to have a realistic view of LLMs’ potential for practical
applications, we require an environment where agents directly work with services used in produc-
tion, instead of simpler proxies commonly used for evaluation. To achieve this, we have created
two small sets of tasks that require managing resources in the Microsoft Azure cloud platform. Our
tasks exercise a range of activities that require interacting with different parts of Azure, including
resource management, security, storage, compute and Cognitive Services like image recognition.

In the first category, we have created 10 Primitive tasks, where the agent only needs to take a very
specific action on a very specific resource. Examples of primitive tasks are adding tags to a given
resource or deleting a specific resource. These tasks mainly measure agents’ ability to identify the
correct tool for a given action from the large pool of Azure MCP tools and generate the correct
tool call. For the second category, we have created seven Composite tasks that are intended to
reproduce more challenging real-world scenarios that an Azure user would normally have to carry
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out. The composite tasks involve an infrastructure with multiple services (e.g., CosmosDB, Key
vault, Function app) that are configured for a specific application, like serving a TODO list web app.
In this category, the agent is given higher-level goals, such as fixing a broken app, implementing
a security policy, or adding a new feature. To successfully complete the composite tasks, the final
state of the environment must meet the requirements of the task in addition to having a working
application. The composite tasks are more difficult and measure the agent’s ability to understand
and navigate the complex logic of the Azure environment, such as coordinating code edits and
environment configuration and understanding the space of possible solutions for a given problem.

Task Details To make evaluations more accessible, our tasks focus on the cheapest Azure re-
sources and can be run practically for free using a free-tier Azure subscription (free Azure subscrip-
tions come with a $200 credit. During the development and troubleshooting of the tasks, which
involved executing each task many times, we spent less than $1 of this limit). For each task, we pro-
vide a task description, an evaluation script to judge whether the task was completed successfully,
and a proof-of-concept script that solves the task using the available MCP tools. Moreover, to have
a reproducible environment, we provide a Terrafor script for each task that initializes and tears
down the execution environment on Azure.

3.3 A LARGE AND COMPREHENSIVE TOOL SET

To provide an environment where the agent primarily relies on task-specific tools for interacting with
other services, we create a large collection of tools that collectively expose the full functionality of
each of the services in the environment. For example, we create dedicated tools for merging a PR
on GitLab or listing the resources in an Azure subscription.

Most modern services come with comprehensive REST APIs that offer a dedicated endpoint for each
individual operation (e.g. list available users). While prior work has proposed agents that directly
call the REST APIs (Song et al.l|2024), we argue that MCP tools are a more appropriate solution for
large-scale adoption in long term. Thanks to libraries like FastMCP (FastMCP, 2025)), MCP tools
are easier to develop and maintain compared to REST APIs. More importantly, MCP tools are LLM
friendly: each tool is accompanied by the description of its functionality and arguments, and MCP
provides an easy and standard method for accessing these documentations. This allows LLMs to
discover the required tools for each task and also learn how to use new tools on the fly. On the other
hand, there is no standard method for providing the REST API documentations to LL.Ms. Therefore,
we convert the REST APIs of Azure, GitLab, and RocketChat into dedicated MCP servers that
provide a corresponding tool for each API endpoint. We also extract the description for each tool
and its arguments from the API specifications provided by each service. For RocketChat, we use an
LLM with access to RocketChat’s online documentation to write more informative tool descriptions.
See Appendix [B] for details.

Plane and ownCloud do not provide comprehensive #MCP  Ave  Complex

REST API support. To overcome this, we treat own- Service

Cloud as a file server and manually create an MCP Tools  #Args ool (%)
server that provides basic file operations (e.g., down-  Plane 52 2.06 28.85
load and upload). We observe that these file oper-  RocketChat 520 2.82 12.31
ations are sufficient for completing TheAgentCom-  ownCloud 11 1.64 0.00
pany tasks, and the agent often uses Python libraries ~ GitLab 1,085 5.47 10.69
to manipulate the spreadsheet or presentation files  Azure 16,837 5.63 22.50

on ownCloud. Finally, we adopt the official MCP
server for Plane and manually add any missing tools
that are required for completing the tasks. After cre-
ating the MCP servers, we manually go through all
the tasks and make sure they are feasible with the
available tools.

Total 18,505  5.53 21.52

Table 1: The number and properties of tools
provided by TheMCPCompany.

Furthermore, for each task, we manually annotate a small set of tools that are sufficient for the
successful completion of the task. In our later analysis, we use these annotated tools to isolate the
impact of tool selection and measure the upper bound on the performance of tool-based agents with
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Figure 2: Our MCP servers expose the full functionality of each service through tools. Instead of
directly providing the 18,000 tools to the agent, we provide it with a gateway MCP server with two
tools, which the agent can use to search for and invoke the required tools at each step.

current models. We also update the task descriptions and evaluation scripts in TheAgentCompany,
which are written for browser-use agents, to be compatible with tool-based agents.

Tool Characteristics In addition to providing a large number of tools, TheMCPCompany’s tool
set also represents the complexity of tool calls in practice (Table[I). On average, our tools accept
more than five arguments and, in some cases, the agent has to provide up to 39 arguments for some
tool invocations for Azure. For example, to create a virtual machine, the agent should provide de-
tailed information about all the dependent resources (e.g., disk, network interface, virtual networks,
OS image, role assignments, etc.). There is also a significant dependency between our tools. For
instance, the agent has to first create all the dependent resources in order to be able to successfully
call the tool for creating a virtual machine. Moreover, many of TheMCPCompany’s tools require
passing arguments with complex data types. Specially, for Azure and Plane, 22.5% and 28.85% of
tools have at least one argument of type array or object. For Azure, this is more than 3K complex
functions, and in our experience, most of the tools that change the environment state (e.g., create or
modify resources) require deeply nested arguments.

Moreover, our tool set represents the chaotic nature of real-world applications. For example, there
are similar tools with totally different purposes (e.g., send_msg_to_room, send_msg_to_individual).
On the opposite side, often there are several tools for each action, with slight differences (e.g.,
gitlab_search_all, gitlab_search_issues). Similarly, there are different sequences of tool calls for
accomplishing a goal, with some more efficient than others.

4 MCPAGENT

We also create a baseline agent to study the feasibility of tool-based agents with a large tool set
(Fig. [2). Utilizing the extremely large number of tools is the main challenge for creating practical
tool-based agents. Naive solutions are untenable; the context window of current LLMs does not
fit the specification for all the tools in our benchmark (18,000+). To address this issue, prior work
uses retrieval models to select the necessary tools based on the task description (Qin et al., [2023)).
However, for realistic and challenging tasks, such as those in TheAgentCompany, the task descrip-
tion often has little in common semantically with the description of the required tools. For example,
while role assignment is necessary for managing storage accounts in Azure, there is little to no se-
mantic similarity between tools related to role assignment and the description of a task for backing
up a storage account.

Instead of selecting the tools prior to execution, we allow the agent to select the tools itself. Specifi-
cally, we create a gateway MCP server with a tool finder function that the LLM can use to search for
required tools at each step using a text query. Under the hood, the tool finder uses a text embedding
model to encode the JSON specification of the tools and also the agent’s query. Then, based on the
cosine similarity between query and tool embeddings, it returns the specification for the top-k tools.
Since the LLM does not have direct access to the main tools, the gateway MCP server provides
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Browser MCPAgent Oracle Tool Set
Score Success (%) Steps Cost ($) \ Score Success (%) Steps Cost ($) \ Score Success (%) Steps Cost ($)

Sonnet 4 45.06 34.86 31.16  5.02 |48.79 39.43 30.82 275 |56.36 47.43 2697 213
Opus 4.1 41.16 31.43 24.07 14.58 |48.68 39.43 2253 729 |57.26 48.00 23.65 7.17

Model

GPT 4.1 31.71 22.99 2271 1.72 | 37.10 27.43 2048 0.75 |46.76 36.00 16.05  0.56
o3 30.53 22.86 2192 1.17 | 4539 37.14 2341 0.83 |50.63 40.57 22.53  0.65
GPT-5-mini 33.36 24.57 31.74 041 |32.11 22.86 29.27 026 |49.33 38.86 2233 017
GPT 5 50.24 40.00 2875 220 |52.32 42.29 1939  0.85 | 5445 44.57 17.54  0.66

Table 2: The performance of different LLMs on the 175 tasks adapted from TheAgentCompany.
Browser: the LLM uses the browser for completing tasks. MCPAgent: the LLM uses the tool finder
function to discover and invoke the required tools. Oracle Tool Set: the LLM is provided with the
required tools for each task.

another function that takes the name and arguments of any of the retrieved tools, calls the tool for
the LLM, and returns the results. This architecture keeps the number of tools manageable for the
agent, and at the same time, it provides more flexibility by allowing the LLM to explore different
solutions and choose the required tools dynamically. Moreover, it also provides a unified interface
to a heterogeneous set of tools. Finally, except for the browser tool, our agent has access to all the
standard tools in OpenHands’ CodeAct agent (Wang et al., 2024bjic) (Think, Python, Shell, Web
fetch, and File edit), which are necessary for completing TheAgentCompany tasks.

5 EXPERIMENTS

5.1 SETUP

We build our agent based on OpenHands’ CodeAct agent (Wang et al., [ 2024c)), with a slightly mod-
ified system prompt that instructs the LLM to use tools instead of the browser. See Appendix [A]for
details. We then evaluate GPT-4.1, 03, GPT-5-mini, GPT-5, Sonnet-4, and Opus-4.1 on TheAgent-
Company and Azure tasks (Anthropic| 2025} |[OpenAll 2025). We use OpenAlI’s text-embedding-3-
large model to calculate the embeddings for the tool finder function (OpenAl,2025). Unfortunately,
because of incompatibility with OpenHands, we disable the thinking blocks for Opus-4.1. In our ex-
periments with TheAgentCompany tasks, we use an earlier version of our MCP servers, with about
13,000 tools. However, it does not substantially impact our experiments since these tools are not
needed for TheAgentCompany tasks.

Evaluation For TheAgentCompany tasks, we use the same evaluation metrics as/Xu et al.|(2024a)).
The score for each task consists of two parts. The obtained credit from evaluation checkpoints
accounts for 50% of the final score. The other 50% is only assigned if the agent completes the task
successfully. We also report the percentage of tasks completed successfully and the average steps
and inference costs for each task. The inference costs are calculated based on the token usage for
each task and prices published by LLM providers. Since there are many valid solution trajectories
for Azure tasks, we only consider the successful completion for evaluation without partial credits.

5.2 THEAGENTCOMPANY TASKS

Potential of Task-specific Tools First, we consider the question of whether task-specific tools are
an appropriate interface for interacting with the environment. We directly provide the small oracle
tool set to the agent for each task, excluding the impact of tool retrieval on performance. Compared
to OpenHands’ default CodeAct agent, which uses a text-based browser, using task-specific tools
increases performance by 13.79 points on average across different models, with more than 20 points
for 03 (Columns Browser and Oracle Tool Set in Table [2). Except for GPT-5 which has good
performance in both cases, we observe that the reasoning models, Opus-4.1 and 03, benefit more
from task-specific tools than do their non-reasoning counterparts (Sonnet4 and GPT-4.1).

While with a browser, the agent needs to navigate the web interface and process the entire con-
tent of each web page, task-specific tools allow the agent to take the necessary action directly and
only process the required information, which reduces inference costs. Across different models, the
agent with the oracle tool set reduces inference costs by $2.29 on average per task compared to the
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browser-based agent, with up to $7.41 reduction in average costs per task for Opus-4.1. Moreover,
for all models except for Opus-4.1 and 03, the number of required steps for each task also decreases,
which directly translates to latency and usability of the resulting agents. The combination of better
performance and reduced costs positions large sets of task-specific tools as a promising approach
for developing general-purpose agents.

Task-specific Tools in Practice In real-world applications, we do not have access to the oracle
tool set. To investigate the feasibility of creating general-purpose agents with task-specific tools in
practice, we evaluate MCPAgent, which uses tool retrieval to discover the necessary tools for each
task (Table[2). We find that even without the oracle tool set, using task-specific tools is preferred
over the browser. Compared to the browser-based agent, MCPAgent improves performance by 5.39
points on average across all models, with a maximum improvement of 14.86 points for 03. Interest-
ingly, the increases in performance are consistently larger for reasoning models compared to their
non-reasoning counterparts.

Without the oracle tool set, the LLMs cannot take full advantage of the task-specific tools, and
their performance is, on average, 8.4 points behind the agent with access to ground truth tools. We
believe this gap would decrease in the future as the capabilities of LLMs improve. In fact, GPT-5
already closes the gap, and its performance without the oracle tool set only decreases by 2.13 points.
However, this is the exact opposite for smaller and more affordable models like GPT-5-mini. In fact,
the performance of GPT-5-mini without the oracle tool set is worse than its performance with the
browser tool.

Interestingly, despite the additional calls to the tool finder function, MCPAgent provides similar cost
savings to the agent with access to oracle tool set. Compared to OpenHands’ CodeAct agent, MC-
PAgent reduces inference costs by $2.06 on average per task across all models. Our results show that
even with current models, creating general-purpose agents with task-specific tools instead of a few
general-purpose tools is practical and also provides significant benefits. These findings encourage
future work to explore more effective agentic solutions for taking advantage of the growing number
of task-specific tools available to LLMs.

5.3 AZURE TASKS

Given the large action space of the Azure environment, Model Primitive Composite
we first use our Primitive Azure tasks to evaluate if LLMs
can correctly find and invoke the correct tool to achieve a Sonnet 4 9710 177
very specific and clear goal, such as deleting a virtual ma- ~ OPus 4.1 9710 177
chine (Table[3). We find that GPT-5, Sonnet-4, and Opus- ~ GPT 4.1 5/10 0/7
4.1 use the tool finder function effectively and achieve o3 6/10 1/7
nearly perfect scores on our Azure tasks. However, GPT- —

- : : GPT-5-mini 2/10 077
4.1, 03, and GPT-5-mini struggle even with these simple GPT 5 9/10 /7

tasks. Also, surprisingly, despite clear instructions to use
tools, GPT-4.1 and 03 often insist on using command line
tools, and after they fail, they just provide a high-level Table 3: The number of successfully

outline of the solution and give up. completed Azure tasks in each category
using MCPAgent with different LLMs.

Evaluation on our Composite tasks shows that LLMs’

problem-solving capabilities diminish when faced with

complex tasks in a complex environment, and all models consistently fail on almost all these tasks.
We find that after failure, models do not explore alternative solutions. For instance, if the model
does not have enough quota to deploy an Azure function, it does not try a different region or deploy
the app on other resources like a container. Moreover, models do not follow a systematic approach
for diagnosing and resolving problems. Instead, they focus on the most common cause for a given
problem, often Identity and Access Management (IAM), and do not even check if their solution
resulted in a functioning infrastructure.

5.4 TooL CALLING PATTERNS

TheAgentCompany Tasks Table |4 reports the tool-use statistics of each model for TheAgent-
Company tasks. LLMs effectively use the tool finder function and find the required tools after
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retrieving only about 20 tools, which is well below the maximum number of tools allowed by infer-
ence APIs (often 128). Also, solving each task requires only a handful of calls to task-specific tools,
which explains the reduced inference costs of tool-based agents.

We find that reasoning models are better suited for use with a large number of task-specific tools.
First, reasoning models call the MCP tools more accurately and fail less often than non-reasoning
models. Similarly, reasoning models use tool retrieval more effectively and consistently achieve
better retrieval recall. Finally, among the models that we tested, GPT-5 generates the most compre-
hensive and longest queries, which could explain its superior performance with MCPAgent.

Azure Tasks Table [35] in the Appendix
reports these statistics for Azure tasks,

with similar patterns. One interesting ob-  Model #R;gg:ed #é\flﬁf CES;IT%) Rﬁggf‘l ngrg)
servation is that the complexity of the

tasks is also reflected in models’ tool call-  Sonnet 4 15.7 9.9 10.7 60.0 345
ing patterns. Except for GPT-4.1, 03, and Opus 4 25.8 7.3 8.5 69.7 326
GPT-5-mini that often fall back to com- GPT 4.1 13.5 9.1 29.7 449 316
mand line tools and fail, other models con- 03 22.2 7.8 13.0 53.1 19.2
sistently retrieve and call more tools for GpT-5-mini 202 8.1 2222 328 446
Composite tasks than Primary tasks. Also, GPT5 15.3 115 8.3 38.7 32.9

calling the correct tools with correct re-

quirements and arguments is more chal-  Table 4: MCPAgent’s tool calling statistics on the 175
lenging for Composite tasks and conse- adapted tasks from TheAgentCompany. Query length

quently, the agent’s tool calls fail more of- i measured in the number of characters.
ten. For composite tasks, identifying a so-

lution and retrieving the required tools is
also difficult, and agents use the tool finder function more often and with longer queries.

5.5 ERROR ANALYSIS

To better understand the failure modes of tool-based agents, for GPT-5 experiments with retrieval
and oracle tool set, we inspect the trajectories of 10 tasks where the agent receives zero points. We
find that in retrieval mode, if the model does not find the required tools after a few attempts, it formu-
lates an alternative solution even if it does not meet the task requirements. Therefore, investigating
better tool retrieval methods is an important research direction for developing more capable tool-
based agents. We also notice that for lengthy tasks with many steps or complicated requirements,
the model often only completes part of the task before prematurely declaring victory. We see this
pattern clearly both with the more difficult TheAgentCompany tasks and with the composite Azure
tasks. Interestingly, during the course of this project, we noticed GPT-5’s excellent performance
is in part due to its perseverance. However, this can also cause it to eventually exceed its context
window for long-horizon tasks.

6 CONCLUSION

In this work, we introduce TheMCPCompany, a benchmark for general-purpose agents that primar-
ily use task-specific tools for interacting with the environment. We provide MCP servers with a
large number of tools (more than 18,000) that expose the full functionality of several real-world
services. Our tool set is created from existing REST APIs and thus closely simulates tool calling
in the real world. In addition, we include Microsoft’s Azure cloud platform in our environment and
provide the necessary tools for all possible interactions with Azure, which significantly increases
the environment’s complexity. Through extensive experiments, we show the significant potential of
task-specific tools for improving performance and reducing costs compared to browser-based agents.
We also use tool retrieval to create a practical agent that automatically discovers the necessary tools
for each task. We find that, even with imperfect retrieval, using task-specific tools still improves
performance and reduces inference costs. Our results encourage future work to explore task-specific
tools as an alternative approach for creating general-purpose agents. Also, the integration of Azure
in our environment provides a valuable opportunity for future work to create more challenging tasks
and further explore the agents’ behavior in a real enterprise environment.
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LIMITATIONS

Unintended Consequences of Deploying LLM Agents in Practice While providing the full
functionality of production services, like Azure, to LLM agents opens a whole new category of
tasks that LLMs can accomplish, it also increases the risks. Without any restrictions, deploying LLM
agents in practice comes with many risks, such as destroying critical resources, incurring unneces-
sary costs (e.g., deploying expensive services), or exposing sensitive information to unauthorized
users. For example, in our Azure tasks, GPT-5 mistakenly deletes a virtual machine, which is an
irreversible action. While our work mainly focuses on the ability of agents to complete a given task,
this is not sufficient for using LLM agents in practice. In addition to improving LLMs’ performance,
we encourage future work to also investigate potential approaches for mitigating the side effects of
LLM actions without limiting the available actions to the LLM, for example, through human-in-the-
loop agentic systems (Mozannar et al.,[2025)). By incorporating Azure, TheMCPCompany provides
a realistic environment for future work to investigate different aspects of LLM agents in practical
applications.

Number of Azure Tasks Our Azure tasks reveal the weaknesses of LLM agents in navigating
complex real-world environments. However, considering the numerous Azure services, there are
many other types of problems and scenarios that are not included in our tasks. TheMCPCompany
exposes the full functionality of Azure through tools. To better understand LLMs’ behavior in enter-
prise workflows, we encourage future work to use TheMCPCompany’s large tool set and investigate
LLMs’ behavior on other tasks and types of problems, such as multi-subscription governance, threat
detection, and disaster recovery.

ETHICS STATEMENT

Although the artifacts and methods presented in our work do not raise any immediate ethical con-
cerns, incorporating LLM agents in actual production workflows requires extensive supervision and
careful analysis, especially when interacting with user data. For example, in some of TheAgentCo-
many tasks, the LLM is tasked to review several resumes and select the most qualified candidate.
Delegating such tasks to LLM agents requires careful consideration since LLMs’ biases could ad-
versely impact parts of society (Bender et al.,[2021]).

REPRODUCIBILITY STATEMENT

In our work, we use the same environment as TheAgentCompany (Xu et al.,2024a), which is based
on publicly available docker images and creates the same container for all experiments. To create a
reproducible environment for Azure tasks, we rely on the infrastructure-as-code paradigm. Specifi-
cally, we provide Terraform scripts for every task that create the same resources for each task every
time and also destroy the resources at the end, to avoid extra costs. Moreover, we exclusively rely
on the cheapest Azure services and the free credit assigned to all users, which ensures everyone can
reproduce our results on Azure tasks. We use the default OpenHands (Wang et al.,|2024c) parame-
ters in our experiments and explain the exact version of OpenHands in our experiments as well as
any modifications in Appendix [A] Finally, to facilitate further progress in this direction, we will also
release our data and code (including our MCP servers) to the public after the double-blind review
process.
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Model #Retrieved #MCP  Failed | #Retrieval Query
Tools Calls Calls (%) | Attempts Length
Primitive
Sonnet 4 19.1 9.5 22.1 4.2 42.8
Opus 4 33.0 8.2 8.5 3.7 39.1
GPT 4.1 10.8 5.6 393 2.7 33.6
03 242 2.6 11.5 2.9 23.8
GPT-5-mini 154 2.8 25.0 0.9 44.9
GPT 5 22.5 9.7 17.5 3.8 67.0
Composite
Sonnet 4 37.7 12.0 23.8 8.7 454
Opus 4 59.0 10.7 16.0 6.9 44.3
GPT 4.1 14.0 4.4 54.8 34 49.7
03 6.4 0.9 333 1.3 30.0
GPT-5-mini 15.8 1.3 11.1 1.1 92.0
GPT 5 29.6 13.6 253 6.0 89.4

Table 5: MCPAgent’s tool calling statistics on our Primitive and Composite Azure tasks. Query
length is measured in the number of characters.

A IMPLEMENTATION DETAILS

We implement our agent based on the OpenHands 0.48.0 CodeAct agent, with slight changes (Wang
et al.| [2024c). We remove the browser tool from the environment and instead provide the agent with
the gateway MCP server, described in Section[d] In our experiments, we notice that LLMs often call
the MCP tools directly and do not use the call_tool function from the gateway MCP server. To
avoid runtime errors, we allow the agent to call the MCP tools directly. Then, we post-process the
LLM response and replace direct MCP tool calls with calls to call_tool function.

We also extend the system prompt and provide the agent with additional guidance for using the MCP
tools and interacting with the environment. Specifically, we append the information in Table [§] to
the end of the original OpenHands CodeAct agent’s system prompt. For fair comparisons, we also
update the system prompt for browser-based agent and the agent with access to ground tools and
include any information from Table [§]that is applicable to other agents. See Table[6and Table [7] for
the exact information that is added to the system prompt of the browser-based agent and agent with
access to ground truth tools, respectively.

In our experiments, we disable the vision capabilities of models and evaluate the tasks solely based
on the models’ text understanding and generation capabilities. For all other configurations and
hyperparameters, we use the default values from OpenHands.

B MCP TooL DOCUMENTATIONS

The API specifications for Azure and GitLab APIs provide high-quality documentation for each
endpoint. However, RocketChat’s OpenAPI specifications do not provide good descriptions for
many of the endpoints. To improve the documentation quality, we use the original OpenHands’
CodeAct agent to rewrite the description for each endpoint based on the documentation available
on the web. Specifically, we prompt GPT-4.1 with the user prompt in Table [0 to generate new
descriptions for each RocketChat endpoint.
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<COMPANY_ENVIRONMENT>

- Everyone in this company is very responsive. People often respond

to your messages immediately. The good thing is that you do not need
to wait a long time for other’s response. You just check your messages
immediately and often times they have already responded to you.

- x*xVery importantxx If you need a response from an employee, check

if they have replied before finishing the task. You should never (I
emphasize NEVER) finish the task without checking if they have responded
or not.

— Our company hosts an internal version of Owncloud, GitLab, Plane, and
RockChat. Do **NOT*x*x access the public version of these services.
</COMPANY_ENVIRONMENT>

<GITLAB_INSTRUCTIONS>

- You should always try to use the browser to interact with our
internal GitLab instance. But, if it is absolutely necessary

to call the GitLab REST APIs directly, you might do so using

curl like the following: ‘curl -H "PRIVATE-TOKEN: root-token"
"http://the-agent-company.com:8929/api/v4/REST/API/PATH"®

- If you need to clone a repo from gitlab, use the following
credentials:

— username: root

— password: theagentcompany

— For some tasks, it is easier to clone the repo and work locally than
working with the the repo in the browser. For example, if you need to
explore the structure of a repo, read many files, etc., it is easier to
clone the repo and work with its local version.

</GITLAB_INSTRUCTIONS>

Table 6: The additional information appended to OpenHands (Wang et al., [2024c) CodeAct system
prompt for the agent that uses the browser tool.
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<COMPANY_ENVIRONMENT>

- Everyone in this company is very responsive. People often respond
to your messages immediately. The good thing is that you do not need
to wait a long time for other’s response. You just check your messages

immediately and often times they have already responded to you.

- x*xVery importantxx If you need a response from an employee, check

if they have replied before finishing the task. You should never (I
emphasize NEVER) finish the task without checking if they have responded
or not.

- Our company hosts an internal version of Owncloud, GitLab, Plane,
RockChat, and Azure. You can interact with these internal services
using tools. Do **NOTx* access the public version of these services.
</COMPANY_ENVIRONMENT>

<GITLAB_INSTRUCTIONS>

- You must always use tools to interact with GitLab.

- Remember, you should not access ‘gitlab.com' which is the public
version. Instead you should use tools to access our internal GitLab
instance.

— If you need to clone a repo, first use tools to find the http url of
the repo for cloning. Then use this internal url with the git command
as usual.

- Do not try to guess the web address of the internal GitLab. Instead
use tools to get the precise url for each GitLab project if needed.

- You should always try to use tools to interact with our

gitlab instance. But, if it is absolutely necessary to call

the GitLab REST APIs directly, you might do so using curl

like the following: ‘curl -H "PRIVATE-TOKEN: root-token"
"http://the-agent-company.com:8929/api/v4/REST/API/PATH" "

- If you need to clone a repo from gitlab, use the following
credentials:

— username: root

— password: theagentcompany

— For some tasks, it 1s easier to clone the repo and work locally than
calling many tools. For example, if you need to explore the structure
of a repo, read many files, etc., it is easier to clone the repo and
work with its local version.

</GITLAB_INSTRUCTIONS>

Table 7: The additional information appended to OpenHands (Wang et al., 2024c) CodeAct system
prompt for the agent that has access to the oracle tool set.
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<TOOL_USE_INSTRUCTIONS>

- In addition to the tools that are given to you in the current context window, there

are tens of thousands of other external tools that you can use. However, they are not
immediately available to you.

- You can use the external tools to interact with RocketChat, Owncloud, Plane project
management platform, gitlab, azure, etc.

- To use external tools, you first have to find the tools that you need. You should use the
"find-tools" tool to search for useful tools. Think of "find-tools" as a search engine for
tools. Given a query, it returns the useful or related tools for that query.

— Once you find the tools that you need, you can call them as you call any other tool.
</TOOL_USE_INSTRUCTIONS>

<TOOL_USE_BEST_PRACTICES>

- You should come up with a plan for solving the task step by step. Then follow the plan
step by step and potentially use external tools if needed to complete each step.

- External tools empower you with new capabilities. Make full use of them. For example when

the user asks you "find the cheapest iphone", although you currently have no way of knowing
the price of an iphone, you can search for tools that help you with this step. For instance,
you can call "find.-tools("electronic price list")" and it could return tools that can provide

you with the information that you need.

- If you fail to find the correct tools the first time, change the query and search again.

- If you find a useful tool but you do not have the exact input arguments that it requires,
do not give up. You can search for other tools that help you obtain the input arguments for
that tool.

— For example, if you want to check the price of an item based on its name but you find

a tool that returns the price but needs the inventory ID, you should search and find an
additional tool that helps you find the inventory ID from product name.

- If you find an external tool but you are not able to successfully invoke the tool (e.g.,
you get errors desipte multiple attempts), you should not give up. You should search and
find another tool that provides a similar functionality.

— Often there are multiple trajectories that could solve a task. If you were not able to
solve the task with your current approach (e.g., did not find the correct tools or were not
able to successfully call the tools), you should try again. Find new tools that could do the
same thing and try again.

- For example, if you want to check the price of a product but the tool that returns the
prices raises a permission error, you could try to find a tool that returns recent purchase
receipts for that item and extract its price from the receipts.

- You should attempt 3-4 different potential trajectories with different tools and try to
find a feasible solution for the task based on the available tools before giving up.

- If you fail at any step, regardless of whether you have used external tools in that step,
you should search for potential external tools that could help you accomplish that step
successfully.

— For example if you tried to access a service directly by URL and failed, you should try to
find an external tool for completing that step.

</TOOL_USE_BEST_PRACTICES>

<COMPANY_ENVIRONMENT>

- Everyone in this company is very responsive. People often respond to your messages
immediately. The good thing is that you do not need to wait a long time for other’s
response. You just check your messages immediately and often times they have already
responded to you.

- *xVery importantxx If you need a response from an employee, check if they have replied
before finishing the task. You should never (I emphasize NEVER) finish the task without
checking if they have responded or not.

— Our company hosts an internal version of Owncloud, GitLab, Plane, RockChat, and Azure.

You can interact with these internal services using external tools as explained above. Do
**NOTx* access the public version of these services.

</COMPANY_ENVIRONMENT>

<GITLAB_INSTRUCTIONS>

- You must always use the external tools (explained above) to interact with GitLab.

- Remember, you should not access ‘gitlab.com‘ which is the public version. Instead you
should use tools to access our internal gitlab instance.

- If you need to clone a repo, first use external tools to find the http url of the repo for
cloning. Then use this internal url with the git command as usual.

- Do not try to guess the web address of the internal GitLab. Instead use the external tools
to get the precise url for each GitLab project if needed.

- You should always try to use the external tools to interact with our gitlab

instance. But, if it is absolutely necessary to call the GitLab REST APIs directly,

you might do so using curl like the following: ‘curl -H "PRIVATE-TOKEN: root-token"
"http://the-agent-company.com:8929/api/v4/REST/API/PATH"

- If you need to clone a repo from gitlab, use the following credentials:

— username: root

— password: theagentcompany

— For some tasks, it is easier to clone the repo and work locally than calling many external
tools. For example, if you need to explore the structure of a repo, read many files, etc.,
it is easier to clone the repo and work with its local version.

</GITLAB_INSTRUCTIONS>

Table 8: The additional information appended to OpenHands (Wang et al., [2024c) CodeAct system
prompt for MCPAgent, which uses tool retrieval to discover the required tools for each task.
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Your task is to create a summary and description for a RocketChat REST
API endpoint.

<RELATED RESOURCES>

— RocketChat OpenAPI specifications:
https://github.com/RocketChat/Rocket.Chat-Open-API
— RocketChat API documentation website:
https://developer.rocket.chat/apidocs

</RELATED RESOURCES>

<INPUT FORMAT>

You will get an endpoint formatted as "HTTP.METHOD API_PATH"

You also get a category that helps you find the documentation or
specification for the endpoint.

</INPUT FORMAT>

<OUTPUT FORMAT>
The output must be a json file (api-info.json) with three keys, endpoint,

summary and description. Like the following:

"endpoint": "endpoint given in the input task",

"summary": "short summary",

"description”: "longer description of what the API does plus any

additional information."
</OUTPUT FORMAT>

<NOTES>

"summary" is only xxONE** sentence that very briefly describes what the
endpoint does.

"description" is often longer but not too long. It can contain any
extra details that helps to use the endpoint correctly once the user
decided to use it.

</NOTES>

EXAMPLE START

Task:

create a summary and description for "POST /api/vl/channels.create" in
the "rooms" category

OUTPUT (content of api-info.json):

"endpoint": "POST /api/vl/channels.create",
"summary": "Create a public channel",
"description": "Create a public channel. You can also include

specified users, set permissions, and more."

EXAMPLE END

## Task

Create a summary and description for "${method} ${path}" in the
"${category}" category.

Table 9: The task description used to prompt GPT-4.1 to rewrite RocketChat tool descriptions.
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