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Abstract

There are increasing cases where the class labels of test samples are unavailable,
creating a significant need and challenge in measuring the discrepancy between
training and test distributions. This distribution discrepancy complicates the as-
sessment of whether the hypothesis selected by an algorithm on training samples
remains applicable to test samples. We present a novel approach called Importance
Divergence (I-Div) to address the challenge of test label unavailability, enabling
distribution discrepancy evaluation using only training samples. I-Div transfers the
sampling patterns from the test distribution to the training distribution by estimating
density and likelihood ratios. Specifically, the density ratio, informed by the select-
ed hypothesis, is obtained by minimizing the Kullback-Leibler divergence between
the actual and estimated input distributions. Simultaneously, the likelihood ratio
is adjusted according to the density ratio by reducing the generalization error of
the distribution discrepancy as transformed through the two ratios. Experimentally,
I-Div accurately quantifies the distribution discrepancy, as evidenced by a wide
range of complex data scenarios and tasks.

1 Introduction

The assumption that data are independently and identically distributed (IID) is staple in statistical
machine learning. It suggests that a hypothesis selected by an algorithm, after observing several
training samples, should perform effectively on test samples from the same unknown distribution.
However, this assumption often oversimplifies the intricate and diverse nature of real-world data,
particularly in non-IID scenarios [1, 2]. Thus, if training samples are considered in-distribution (ID),
there is a risk that test samples may deviate from this distribution, characterized as out-of-distribution
(OOD) [3]. This distribution discrepancy between training and test distributions poses a critical
and challenging non-IID learning [2] question: How to quantify the applicability of a hypothesis
derived from training samples to test samples?. This question is generally applicable to areas like
OOD generalization [4], OOD detection [5, 6], domain adaptation [7, 8], transfer learning [9],
semi-supervised learning [10], robust learning [11], and adversarial learning [12].

The applicability of a hypothesis can be determined by the distribution discrepancy between training
and test distributions. When the two distributions align, meaning both training and test samples
are ID, the hypothesis derived from training samples can be seamlessly applied to test samples.
However, in reality, particularly when test samples fall OOD, this scenario rarely holds. Under such
circumstances, decisions must be based on the extent of the distribution discrepancy. This may
require enhancing the hypothesis generalization capability towards test samples or rejecting these
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samples outright. These actions are fundamental to the principles of OOD generalization and OOD
detection, respectively [13].

Evaluating the distribution discrepancy between training and test distributions for a selected hy-
pothesis presents a significant challenge, as training samples are typically labeled, whereas test
samples often are not [14]. This discrepancy means that conventional statistical distances, such as
F-divergences [15], integral probability metrics [16], and total variation [17], are not suitable for
this situation. Furthermore, density ratio methods [18, 19] offer a partial solution by disregarding
label information and estimating the ratio between input distributions. Moreover, more performance
prediction techniques [20] aim to navigate this challenge by examining the uncertain outcomes of the
hypothesis, potentially leading to unreliable results. A detailed discussion of related work is provided
in Appendix A.

To tackle the issue of unavailable test labels, we introduce the concept of Importance Divergence
(I-Div), which measures the training-test distribution discrepancy w.r.t. the difference between the
expected risks of the selected hypothesis on training and test distributions. To estimate the expected
risk on test distributions without label access, the core strategy involves importance sampling to
transfer the sampling patterns from the test distribution to the training distribution. This process
requires the estimation of density and likelihood ratios. Specifically, the density ratio, informed by
the selected hypothesis, is obtained by minimizing the Kullback-Leibler divergence between the
actual and estimated input distributions. Simultaneously, the likelihood ratio is adjusted according
to the density ratio by reducing the generalization error related to the distribution discrepancy as
transformed through the two ratios. As a result, I-Div leverages the estimated density and likelihood
ratios to quantitatively measure the distribution discrepancy between training and test distributions,
eliminating the need for test class labels, and thus quantifying the applicability of the hypothesis
across different datasets.

2 Preliminaries

Let X denote the input space, and Y represent the set of labels. The joint probability distributions are
represented by P for training samples and Q for test samples. Assume we observe a labeled training
dataset P̂ and a unlabeled test dataset Q̂ containing N IID samples from P and Q, respectively. QX
denotes the marginal distribution of Q over X . P̂ and Q̂ are described as

P̂ = {(xi, yi)}Ni=1
IID∼ P, Q̂ = {xi}Ni=1

IID∼ QX , (1)

where the label space Y encompasses all labels of samples from both P and Q. We also defineH as
the hypothesis space and L(·, ·) ∈ (0, BL) as the bounded loss function. The expected and empirical
risks [21] for a hypothesis h ∈ H : X → Y on distribution P and the dataset P̂ are defined as εP(h)
and ε̂P̂(h), respectively, i.e.,

εP(h) = EP [L(h(x), y)] =

∫
X

∫
Y
L(h(x), y)P(x, y) dx dy,

ε̂P̂(h) = ÊP̂ [L(h(x), y)] =
1

|P̂|

∑
(x,y)∈P̂

L(h(x), y),
(2)

where E and Ê represent the expectation with respect to a data distribution and the sample average
over a dataset, respectively. Accordingly, an algorithm A aims to select the empirical risk minimizer
ĥP̂ after observing the samples from the training dataset P̂ by

ĥP̂ ∈ arg min
h∈H

ε̂P̂(h), (3)

to approximate the optimal hypothesis h∗P selected from the distribution P through h∗P ∈
arg minh∈H εP(h).

Our central research question is formulated as follows: How can we quantify the applicability of the
minimizer ĥP̂ , originated from the training samples P̂ , to the unlabeled test samples Q̂? To address
this question quantitatively, we delve into methodologies for assessing the distribution discrepancy
between training and test distributions, particularly focusing on doing so without the need to access
class labels from test samples.
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3 Importance divergence

For a hypothesis chosen by an algorithm after observing training samples, to assess its applicability to
test samples in the absence of ground truth labels, we introduce the concept of Importance Divergence
(I-Div). I-Div estimates the distribution discrepancy between training and test distributions for the
given hypothesis. To address the issue of unavailable ground truth labels, it leverages importance
sampling, density ratios, and likelihood ratios, facilitating the sampling transfer in the test distribution
back to the training distribution.

In this section, we first present the distribution discrepancy with importance sampling, which transfers
the data sampling from the test distribution to the training distribution. Following this, we discuss the
methodologies for estimating the hypothesis-oriented density and adaptive likelihood ratios, essential
components of this discrepancy, to facilitate this sampling transfer. The hypothesis-oriented density
ratio is specifically tailored to each hypothesis, as it assesses the suitability of a specific hypothesis
based on the resulting distribution discrepancy. The adaptive likelihood ratio is adjusted according
to the density ratio to expedite the convergence of the distribution discrepancy. Lastly, we utilize
an empirical estimator of the distribution discrepancy to evaluate the applicability of a hypothesis
selected from training samples to test samples.

3.1 Distribution discrepancy with importance sampling

For the hypothesis ĥP̂ , I-Div evaluates the distribution discrepancy between training and test distribu-
tions without requiring the ground truth labels of the test samples. A smaller discrepancy implies that
the training and test samples could be considered as drawn from the same distribution with respect to
the given hypothesis, and vice versa. By using variational divergence, we can express this discrepancy
as the difference between the expected risks of the hypothesis on training and test distributions by

d(P,Q | ĥP̂) =
∣∣∣εP(ĥP̂)− εQ(ĥP̂)

∣∣∣ . (4)

If the training and test distributions are aligned, i.e., P = Q, then the expected risks for the hypothesis
ĥP̂ are similar, resulting in a minimal distribution discrepancy. This condition suggests that the test
samples are likely ID for the hypothesis ĥP̂ . Conversely, a notable difference between P and Q
indicates a larger distribution discrepancy, implying that the hypothesis ĥP̂ perceives the training and
test samples as originated from distinct distributions, thus categorizing the test samples as OOD.

To make the expected risk difference in Eq. (4) more pronounced, I-Div employs Jensen’s inequality
to consider its upper bound by

d(P,Q | ĥP̂) ≤
∫
Y

∫
X
|P (x, y)−Q (x, y)|L

(
ĥP̂(x), y

)
dx dy, (5)

thereby more distinctly highlighting the differences between the training and test distributions.

Recall that class labels in test samples are inaccessible, thus, the principal challenge is evaluating
the expected risk for the test distribution with respective to the given hypothesis without access to
ground truth labels. Since direct sampling from the test distribution is not feasible, an alternative
is sampling from the training distribution. To overcome this limitation, we employ the importance
sampling technique [22], converting the data sampling from test to training distributions, i.e.,

Q(x, y) =
Q(x, y)

P(x, y)
· P(x, y) =

Q(x)

P(x)︸ ︷︷ ︸
r(x)

· Q(y | x)

P(y | x)︸ ︷︷ ︸
v(x,y)

·P(x, y),
(6)

where r and v denote a density ratio and a likelihood ratio, respectively. Thus, I-Div estimates
distribution discrepancy between training and test distributions by merely sampling from the training
one without accessing the class labels of the test samples. According to Eq. (5) and Eq. (6), we have

d
(
P,Q | ĥP̂ , r, v

)
, EP

[
|r(x)v(x, y)− 1|L

(
ĥP̂(x), y

)]
. (7)

Accordingly, for a given labeled training dataset P̂ and a unlabeled test dataset Q̂, we can then
construct an empirical estimator for estimating the distribution discrepancy in Eq. (7) by

d̂
(
P̂, Q̂ | ĥP̂ , r, v

)
, ÊP̂

[
|r (x) v(x, y)− 1|L(ĥP̂(x), y)

]
. (8)
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However, to estimate the distribution discrepancy I-Div, the emerging challenge involves determining
the density ratio r and likelihood ratio v from observed samples, which are discussed in Section 3.2
and Section 3.3, respectively.

3.2 Hypothesis-oriented density ratio

The density ratio in the distribution discrepancy should be hypothesis-oriented. That is, it should
depend on the specific hypothesis ĥP̂ ∈ H selected by an algorithm A on P̂ . This is because the
criteria for judging the discrepancy between distributions P and Q vary across different algorithms.
For instance, whether two datasets of cats and dogs respectively come from the same distribution
depends on whether the algorithm aims to identify if the subjects are biological entities or to
distinguish between these two species. Accordingly, we apply a deep neural network to model a
density ratio r from the hypothesis spaceR(ĥP̂) depending on the specific hypothesis ĥP̂ . Then, we
select a density ratio r ∈ R(ĥP̂) to minimize the Kullback-Leibler divergence between the actual
distribution and the estimated distribution based on this density ratio.

To construct the hypothesis space R(ĥP̂), we utilize the output representations from ĥP̂ with a
learnable component ω to model a density ratio r. Specifically, we decompose the hypothesis into a
backbone ψ and a softmax layer φ, represented as ĥP̂(x) = (φ ◦ ψ) (x), where the output dimension
of the backbone is Oψ. Using a learnable component ω, r is constructed as r(x) = (ω ◦ ψ) (x),
where the learnable component ω(·) = (ωSP ◦ ωAD)(·) contains an adapter ωAD [23] to introduce
learnable parameters and a Softplus layer ωSP [24] to ensure strictly positive outputs. Specifically, the
adapter ωAD, which follows the bottleneck ψ, comprises two fully connected layers with a Gaussian
Error Linear Units (GELU) [25] activation layer in between. Furthermore, the Softplus layer is
adopted to the adapter output, effectively mapping it to the range (0,+∞]. Furthermore, weight
matrices are W1 ∈ W1 ∈ ROψ×Om and W2 ∈ W2 ∈ ROm×Oω in the fully connected layers.
The activation functions GELU and Softplus are β1- and β2-Lipschitz, respectively. Additionally,
we assume τ1 = supW1∈V1 ‖W1‖1,∞ and τ2 = supW2∈V2 ‖W2‖1,∞. Thus, the density ratio
r ∈ R(ĥP̂) can be modeled as

r(x) = (ωSP ◦ ωAD ◦ ψ) (x) = ln

1 + exp

 1

|Oω|
∑
i∈[Oω]

(ωAD ◦ ψ) (x)i

 , (9)

where Oω represents the output dimensionality of the adapter. Without loss of generality, we further
assume that r(x) ∈ (br, Br) for any r ∈ R(ĥP̂) and x ∈ X .

To select a density ratio r ∈ R(ĥP̂), we use it to estimate the density P and Q by

P̃(x) = Q(x)/r(x), Q̃(x) = P(x) · r(x). (10)

Drawing on the inspiration of importance estimation methods [26, 27], we construct objectives
and constraints around P̃(x) and Q̃(x). The estimated probability distributions are designed to
approximate their actual counterparts, suggesting the minimization of the two KL divergences with
normalization constraints

min
r∈R(ĥP̂)

KL
(
P(x) ‖ P̃(x)

)
+ KL

(
Q(x) ‖ Q̃(x)

)
,

s.t.
∫
P̃(x) dx = 1,

∫
Q̃(x) dx = 1.

(11)

For convenience, we assume U = P/2 +Q/2 and define C = {1,−1} as labels for training and test
samples, respectively. A label c ∈ C, corresponding to a sample from U , indicates its distribution
origin. The assignment c = 1 indicates that a sample originates from distribution P , while c = −1
signifies that a sample comes from distributionQ. We can then obtain the following objective function
for learning the density ratio

f(r) = E(x,c)∼U

[
c log r(x) + λ ‖(r(x))c − 1‖2

]
, (12)

where λ ≥ 0 balances the KL divergence and normalization constraints, as the detailed derivation
shown in Appendix B. We further assume that f(r) is Lf -lipschitz continuous with respect to
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r ∈ R(ĥP̂). This objective function Eq. (12) can be estimated by

f̂(r) = Ê(x,c)∼Û

[
c log r(x) + λ ‖(r (x))c − 1‖2

]
, (13)

where Û = P̂ ∪ Q̂. An empirical risk minimizer r̂ is selected by

r̂ ∈ arg min
r∈R(ĥP̂)

f̂(r), (14)

which aims to approximate the population risk minimizer r ∈ arg minr∈R(ĥP̂) f(r). The convergence
rate of r̂ can be guaranteed by the following theorem.
Theorem 3.1. Let λ ≥ 1 and µ be a constant related to the function f . With a probability of at least
1− δ,

EP |r(x)− r̂ (x)|2 ≤
64Lf (β1β2τ1τ2

√
Oψ + 1 +Br

√
ln 4/δ)

µ
√
N

+
8β2τ2Lf
µN

:= B(δ,N).

The presence of N in the denominators of both terms suggests that the bound tightens with an
increasing sample size, which aligns with the general understanding that more data can lead to more
accurate estimates in statistical learning.

3.3 Adaptive likelihood ratio

Without making further assumptions, it is infeasible to estimate the likelihood ratio v due to its
dependence on the unknown joint distribution Q(x, y). Instead of pursuing the true likelihood ratio,
our goal is to approximate an adaptive likelihood ratio v ∈ V(r̂) that enables a swift convergence
of the distribution discrepancy, guided by the hypothesis-oriented density ratio r̂ ∈ R(ĥP̂). This
strategy is valid since the density ratio captures the input distribution discrepancy between training
and test distributions. It indicates that utilizing even a basic form of the covariate shift assumption,
i.e., v(x, y) = 1 for all (x, y) ∼ P , allows the distribution discrepancy, as calculated by Eq. (8),
to approximate the difference between distributions to a reasonable degree. Furthermore, since the
density ratio serves primarily to gauge the distribution discrepancy, the corresponding likelihood ratio
must be specifically adapted to this density ratio for precisely assessing the distribution discrepancy.

Accordingly, we reveal the generalization error bound of the distribution discrepancy, leveraging both
density and likelihood ratios, through the convergence rate of the hypothesis-oriented density ratio,
Rademacher complexity [28] and Talagrand’s contraction lemmas [29], which is shown as follows.
Theorem 3.2. Based on the conditions and results outlined in Theorem 3.1, with a probability of at
least 1− δ,

∣∣∣d(P,Q | ĥP̂ , r, v)− d̂(P̂, Q̂ | ĥP̂ , r̂, v)∣∣∣ is bounded by

BL

√
ln(2/δ)

∑
(x,y)∼P̂ |r̂(x)v(x, y)− 1|2

N
+BLEP [v(x, y)]

√
B(δ/2, N)

µ
.

The result shows that the estimated distribution discrepancy converges quickly with increasing the
sample size. Additionally, the bound is associated with the values of the likelihood ratio. Moreover,
as per Eq. (6), for any r ∈ R(ĥP̂), we have∫ ∫

Q(x, y) dx dy = EP [r(x)v(x, y)] = 1. (15)

Considering the terms in Theorem 3.2 related to v and the average error over the samples from P̂ , we
have

min
v∈V(r̂)

ÊP̂
[
v(x, y) +

γ

2
(r̂(x)v(x, y)− 1)2

]
,

s.t. ÊP̂ [r̂(x)v(x, y)] = 1,

(16)

where γ > 0 acts as a regularization parameter, influencing the trade-off, and the optimal solution is
v. By using an proximal algorithm [30], we can obtain the following approximate solution

v̂(x, y) =
N(γr̂(x)− 1)

γ(r̂(x))2
· Êx̃∈P̂

[
γ(r̂(x̃))2

γr̂(x̃)− 1

]
. (17)
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We observe that in the two boundary cases where γ → 0 and γ → +∞, v̂ consistently equals 1, thus
adhering to the covariate shift assumption. Even under these extreme conditions, it is feasible to
calculate the distribution discrepancy using both the hypothesis-oriented density ratio and adaptive
likelihood ratio to overcome the challenge of unlabelled test samples. This approach is viable because
the hypothesis-oriented density ratio r̂ quantifies the distribution differences without relying on class
labels, while employing γ ∈ (0,+∞) utilizes the class labels of training samples. Although this
method may not precisely determine the likelihood ratio for each instance, it is designed in accordance
with a hypothesis-oriented density ratio such that the estimated distribution discrepancy aligns with
the actual value, fulfilling our primary objective.

3.4 Hypothesis applicability evaluation

I-Div quantifies the applicability of the hypothesis ĥP̂ selected by the algorithm A from the training
dataset P̂ to the test dataset Q̂. Specifically, I-Div employs the empirical estimator in Eq. (8) with
hypothesis-oriented density ratio r̂ in Eq. (14), and adaptive likelihood ratio v̂ in Eq. (17) to estimate
the distribution between training and test distributions by

d̂
(
P̂, Q̂ | ĥP̂ , r̂, v̂

)
= ÊP̂

[
|r̂ (x) v̂(x, y)− 1|L(ĥP̂(x), y)

]
, (18)

where r̂ is chosen from the hypothesis spaceR(ĥP̂) based on ĥP̂ , and v̂ is selected from the space
V(r̂) based on r̂. A smaller discrepancy indicates that the training and test samples are likely drawn
from the same distribution relative to ĥP̂ . Since ĥP̂ minimizes the empirical risk on P̂ , a reduced
distribution discrepancy improves the transferability of the hypothesis from training to test samples.
On the other hand, a greater discrepancy suggests a reduced likelihood of hypothesis applicability.
The I-Div methodology is detailed in Algorithm 1.

Algorithm 1 Importance divergence
1: Input:
2: - Training samples P̂ = {(xi, yi, ci = 1)}Ni=1 ∼ P
3: - Test samples Q̂ = {(xi, ci = −1)}Ni=1 ∼ Q
4: - Empirical minimizer ĥP̂ , Hyperparameters λ and γ
5: Merge datasets: Û = P̂ ∪ Q̂
6: Estimate the hypothesis-oriented density ratio on Û :

r̂ ∈ arg min
r∈R(ĥP̂)

Ê(x,c)∼Û

[
c log r(x) + λ ‖(r (x))c − 1‖2

]
7: Estimate the adaptive likelihood ratio on P̂:

v̂(x, y) = (Nγr̂(x)−N) /
(
γ(r̂(x))2

)
· Êx̃∈P̂

[(
γ(r̂(x̃))2

)
/ (γr̂(x̃)− 1)

]
8: Estimate the distribution discrepancy with importance sampling on P̂:

d̂
(
P̂, Q̂ | ĥP̂ , r̂, v̂

)
= ÊP̂

[
|r̂ (x) v̂(x, y)− 1|L(ĥP̂(x), y)

]
9: Output: empirical estimator d̂

(
P̂, Q̂ | ĥP̂ , r̂, v̂

)

4 Experimental results

This section presents a comparative analysis of I-Div 2 against existing methods for evaluating the
distribution discrepancy between training and test samples. The detailed experimental setups are
presented in Appendix D.1.

2The source code is publicly available at: https://github.com/Lawliet-zzl/I-div.
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Table 1: Distribution discrepancy of different classes in CIFAR10. The larger the values of AUROC
and AUPR, the better the performance.

DATASET TARGET
MSP NNBD MMD-D R-DIV I-DIV

AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR

CIFAR10

AIRPLANE 100.0 100.0 93.1 93.4 97.5 97.6 100.0 100.0 100.0 100.0
AUTOMOBILE 100.0 100.0 96.5 96.2 93.6 94.5 100.0 100.0 100.0 100.0

BIRD 100.0 100.0 90.4 90.0 97.2 97.6 100.0 100.0 100.0 100.0
CAT 100.0 100.0 94.0 93.9 86.9 87.9 100.0 100.0 100.0 100.0

DEER 100.0 100.0 90.9 90.8 91.7 92.1 100.0 100.0 100.0 100.0
DOG 100.0 100.0 95.5 95.3 95.9 96.4 100.0 100.0 100.0 100.0
FROG 100.0 100.0 91.7 91.6 96.0 96.5 100.0 100.0 100.0 100.0

HORSE 100.0 100.0 91.9 91.8 82.8 83.4 100.0 100.0 100.0 100.0
SHIP 100.0 100.0 95.6 95.3 98.7 98.9 100.0 100.0 100.0 100.0

TRUCK 100.0 100.0 96.9 96.7 90.8 91.9 100.0 100.0 100.0 100.0

4.1 Experiments on different classes

Our initial experiments focus on a relatively straightforward task: assessing the applicability of a
hypothesis obtained on the training dataset to the test dataset with distinctly different class labels. We
utilize two datasets, CIFAR10 [31] and SVHN [32], each comprising ten semantically unique classes.
For our experiments, we select samples from one class to serve as the test dataset, with the samples
from the remaining nine classes forming the training dataset. This setup clearly illustrates that the
knowledge learned in the training dataset cannot be transferred to the test dataset.

The results for CIFAR10 and SVHN are detailed in Table 1 and Table 6 (Appendix D.2), respectively.
Our proposed I-Div algorithm consistently achieves perfect scores (100%) in both AUROC and
AUPR metrics across all classes of both datasets. This demonstrates its exceptional capability in
distinguishing between training and test datasets, aligned with our initial hypothesis. The results
unequivocally support the premise that the knowledge transfer from the training to the test datasets is
ineffective, as evidenced by the flawless performance of I-Div. This starkly contrasts with the varying
effectiveness of other algorithms, including NNBD and MMD-D. Notably, I-Div, MSP, and R-Div all
yielded similarly impressive results. A key commonality among these algorithms is their reliance on
a specific hypothesis to calculate distribution discrepancy, as opposed to NNBD and MMD-D, which
use independent hypotheses. This highlights the significance of considering a particular hypothesis
when evaluating distribution discrepancies. The rationale is that the hypothesis applicability depends
on the specific design and its intended task.

4.2 Experiments on different datasets

Table 2: Distribution discrepancy of domain adaptation data.

DATASET SOURCE ACC AUROC

MSP NNBD MMD-D R-DIV I-DIV

PACS

P 94.7 100.0 99.4 95.8 100.0 39.7
A 77.4 100.0 98.3 96.9 100.0 42.1
C 74.3 100.0 98.2 95.2 100.0 41.5
S 78.9 100.0 99.6 94.6 100.0 49.5

OFFICE-HOME

P 76.1 100.0 97.2 94.6 100.0 44.8
A 58.6 100.0 98.7 96.5 100.0 48.0
C 48.5 100.0 98.8 95.8 100.0 51.4
R 74.1 100.0 97.8 95.8 100.0 49.5

We now turn to a more
complex scenario where the
training and test datasets
may share semantic similar-
ities in class labels, indicat-
ing an overlap in the class
label spaces. In cases where
semantics differ significant-
ly, we expect the algorithm
to clearly differentiate the
two kinds of samples. Con-
versely, if their semantics
are similar, the algorithm
may find it challenging to
distinguish them. This outcome would suggest that the knowledge acquired from the training dataset
is transferable to the test dataset, or it may indicate potential pathways to enhance the hypothesis
generalization for the test distribution. We leverage CLIP [33] to align class labels between the
training and test datasets, using the prompt template “A photo of a {label}.” This helps adapt class
labels across domains and captures semantic relationships between different datasets.
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We conduct experiments using classic domain adaptation datasets: PACS [34] and Office-Home [35],
each containing four domains. We designate one domain as the training dataset and merge the
remaining three as the test dataset. The results, presented in Table 2, indicate that each hypothesis
selected from a dataset performs significantly better than randomly selected hypotheses, demonstrating
its applicability. Our I-Div algorithm aptly reflects this, in contrast to other algorithms that overly
emphasize distribution discrepancies, thereby rigidly categorizing the difference between training
and test datasets.

Table 3: Distribution discrepancy of different datasets on ResNet18. For CIFAR10.1 and STL10,
smaller values of AUROC and AUPR indicate better performance. However, for other test datasets,
larger values are better.

TARGET
ACC

(CLIP)
MSP NNBD MMD-D R-DIV I-DIV

AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR

RGI 0.0 100.0 100.0 100.0 100.0 99.2 99.3 100.0 100.0 100.0 100.0
SVHN 17.0 100.0 100.0 100.0 100.0 94.8 95.7 100.0 100.0 100.0 100.0
DTD 1.9 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

FLOWERS102 1.6 100.0 100.0 100.0 100.0 97.0 98.8 100.0 100.0 100.0 100.0
OXFORDIIITPET 2.3 100.0 100.0 100.0 100.0 98.7 100.0 100.0 100.0 100.0 100.0

SEMEION 8.7 100.0 100.0 100.0 100.0 98.5 99.0 100.0 100.0 100.0 100.0
CALTECH256 2.4 100.0 100.0 100.0 100.0 92.3 92.4 100.0 100.0 99.9 99.9
CIFAR100 2.2 100.0 100.0 99.9 99.9 90.2 91.5 100.0 100.0 94.6 94.7
CIFAR10.1 73.4 100.0 100.0 92.1 93.7 92.9 93.1 100.0 100.0 43.4 45.2

STL10 63.0 100.0 100.0 94.0 93.3 90.4 91.1 100.0 100.0 37.2 41.9

We use CIFAR10 [31] as the training dataset and evaluate on diverse test datasets including Ran-
domly Generated Images (RGI), SVHN [32], DTD [36], Flowers102 [37], OxfordIIITPet [38],
SEMEION [39], Caltech256 [40], CIFAR100 [31], CIFAR10.1 [41], and STL10. Since CIFAR10.1
and STL10 share similar category spaces with CIFAR10, the model shows minimal differentiation for
these datasets, with ACC values of 73.4% and 42.1%, respectively. This suggests partial knowledge
transferability. However, I-Div demonstrates lower AUROC values of 43.7% and 37.2%, indicating
reduced discrimination. Other algorithms like MSP and R-Div show higher AUROC values, near
100% across all datasets, but these results suggest an overemphasis on distribution discrepancy rather
than semantic similarity. I-Div, in contrast, better captures semantic relationships between datasets,
providing a more nuanced view of class label semantics.

Table 4: Distribution discrepancy between ImageNet and other test datasets.

TRAINING NETWORK TEST ACC (CLIP) MSP NNBD MMD-D H-DIV R-DIV I-DIV

IMAGENET

RESNET50

OIDV4 43.9 100.0 91.7 94.6 100.0 94.6 69.3
CALTECH256 36.6 100.0 91.4 95.6 100.0 100.0 72.4
FLOWERS102 5.1 100.0 98.6 100.0 100.0 100.0 100.0

DTD 11.9 100.0 98.7 100.0 100.0 100.0 100.0

VIT-B/16

OIDV4 50.6 100.0 88.6 92.6 100.0 92.6 62.6
CALTECH256 40.4 100.0 94.8 100.0 100.0 100.0 71.9
FLOWERS102 5.1 100.0 98.1 100.0 100.0 100.0 100.0

DTD 13.9 100.0 99.7 100.0 100.0 100.0 100.0

We use ImageNet [42] as the training dataset and evaluate on diverse test datasets using ResNet50 [43]
and ViT-B/16 [44]. The test datasets include the Open Images Dataset v4 (OIDv4) [45], Cal-
tech256 [40], Flowers102 [37], and DTD [36]. The experimental results presented in Table 4 show
that the AUROC values of I-Div effectively capture the semantic similarity between ImageNet
and the test datasets, yielding results that closely align with human intuition. For example, I-Div
demonstrates lower AUROC values for OID and Caltech256, reflecting their semantic overlap with
ImageNet, as these datasets share common object categories and scene types. In contrast, datasets
such as Flowers102 and DTD, which focus on more specialized object categories and textures, show
higher AUROC values with I-Div, indicating greater divergence from ImageNet. On the other hand,
algorithms like MSP, NNBD, and MMD-D show consistently high AUROC values across most
datasets, implying they emphasize distribution discrepancies over semantic relationships. This limits
their effectiveness in distinguishing nuanced semantic differences compared to I-Div, which provides
a more human-aligned understanding of dataset relationships.
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Figure 1: Distribution discrepancy between original data and its corrupted variants with different
noise rate. (a) shows the classification performance of the standard network for the test datasets
containing corrupted samples. (b)(c)(d) present the distribution discrepancy in terms of AUROC.
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Figure 2: Distribution discrepancy between original data and adversarial data.

4.3 Experiments on corrupted data

This section discusses experimental results on corrupted datasets. We progressively introduce
noise into a dataset that serves as the training one, treating the resultant corrupted samples as
the test dataset. Intuitively, as the noise level increases, the hypothesis performs worse, which
indicates the hypothesis becomes less applicable to the corrupted data. To conduct this experiment,
CIFAR10 serves as the training dataset, with incremental addition of noises to the original dataset
to create the test dataset. The types of noises [46] used include Gaussian, Salt & Pepper, Uniform,
and Speckle, with the noise rate increasing from 0.1 to 0.9 with a 0.1 interval. The methods for
comparison include Hypothesis-oriented Density Ratio (HDR) in I-Div and R-Div [47]. Fig. 1
presents our experimental findings, showing key performance metrics as influenced by varying noise
rates. Notably, the classification performance declines with increasing noise, impacting the hypothesis
predictive accuracy. Interestingly, our proposed I-Div algorithm demonstrates robustness against
these challenges, with its discrimination power inversely related to the classification accuracy of the
standard network in noisy conditions. A brief comparative analysis hints at the superior performance
of I-Div over HDR, especially in relation to hypothesis applicability in noisy test datasets. Fig. 4 in
Appendix D.3 shows the results when noise is added to the training data instead of the test data. The
results are consistent with the above, as the classification accuracy decreases with increasing noise,
and I-Div becomes more effective in distinguishing between clean training data and noisy test data.
For a comprehensive discussion and full experimental results, please see Appendix D.3.

4.4 Experiments on adversarial data

In this experiment, we delve into a specific scenario involving adversarial samples [48]. We designate
one dataset as training and its corresponding adversarial samples as the test dataset. It is a well-known
phenomenon that a minimal adversarial perturbation, though visually imperceptible, can drastically
alter the classification performance of a network. This suggests potential issues with the direct
applicability of the hypothesis selected for a training dataset to a test dataset. However, based on
human perception, which fails to distinguish original and adversarial samples visually, we would
expect a negligible distribution discrepancy between the distributions of the original and adversarial
samples. This outcome could guide us in enhancing network robustness against adversarial attacks
and in generalizing the hypothesis to adversarial contexts. For this purpose, we use the CIFAR10
dataset to train a standard network, with adversarial perturbation magnitudes selected from the
set {0.001, 0.01, 0.1, 0.3}. The results in Fig. 2 indicate a marked decrease in standard network
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Table 5: Effect of different network architectures.

TARGET
RESNET18 VGG19 MOBILENET EFFICIENTNET

ACC AUROC AUPR ACC AUROC AUPR ACC AUROC AUPR ACC AUROC AUPR

RGI 0.0 100.0 100.0 0.0 73.0 70.0 0.0 100.0 100.0 0.0 99.6 98.2
SVHN 17.0 100.0 100.0 15.6 74.5 69.8 20.0 100.0 100.0 19.8 98.1 93.7
DTD 1.9 100.0 100.0 2.3 76.3 71.6 2.5 100.0 100.0 1.8 97.0 90.8

FLOWERS102 1.6 100.0 100.0 2.0 78.3 73.5 2.4 100.0 100.0 2.7 96.7 89.8
OXFORDIIITPET 2.3 100.0 100.0 0.9 69.8 67.3 1.6 100.0 100.0 1.7 97.4 91.8

SEMEION 8.7 100.0 100.0 7.8 78.4 73.3 9.6 100.0 100.0 10.4 98.1 93.5
CALTECH256 2.4 99.9 99.9 2.5 72.4 67.0 2.3 99.2 99.2 2.0 96.8 94.3
CIFAR100 2.2 94.6 94.7 2.6 66.0 60.3 2.9 83.3 83.0 1.9 89.5 79.7
CIFAR101 73.4 43.4 45.2 82.5 34.8 40.7 70.0 45.8 47.1 74.2 44.4 49.8

STL10 63.0 37.2 41.9 72.0 50.1 48.5 60.6 43.8 31.1 63.9 39.5 47.5

accuracy against adversarial perturbations, while the consistent AUROC of I-Div suggests its limited
differentiation capability. Detailed results and analyses are provided in Appendix D.4.

4.5 Experiments with different sample sizes and network architectures
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Figure 3: Effect of different sample sizes.

We examine the impact of different
sample sizes on the performance of
the I-Div algorithm, focusing on its
ability to generalize hypotheses from
training to test datasets. Fig. 3 show
that I-Div tends to maintain low AU-
ROC values for semantically similar
datasets like CIFAR10.1 and STL10,
indicating effective hypothesis appli-
cability. Conversely, for datasets with
significant semantic differences, the
performance of I-Div improves with
larger sample sizes, highlighting its
capacity to recognize non-transferable knowledge. Additionally, we investigate the effect of varying
network architectures as shown in Table 5. Detailed results are provided in Appendix D.5.

5 Limitations

I-Div relies on density and likelihood ratios to achieve the sampling transfer in unlabeled test data,
allowing for the estimation of distribution discrepancies between training and test datasets with labeled
training samples. Although the density ratio can be accurately estimated using inputs from both
training and test samples, the likelihood ratio cannot be estimated precisely due to the unavailability
of class labels of test samples. The strategy used by I-Div targets the estimation of distribution
discrepancies between training and test distributions. It optimizes a likelihood ratio that adapts to this
density ratio to ensure a rapid convergence of the distribution discrepancy, by minimizing the upper
bound of the generalization error based on the density ratio. Our future research includes refining the
estimation methods for likelihood ratios and exploring distribution discrepancy estimation methods
that can bypass the likelihood ratio.

6 Conclusion

In the realm of complex data and machine learning tasks, a crucial question arises regarding the
applicability of a hypothesis derived from a training dataset to a test dataset. This uncertainty,
especially challenging when test samples lack class labels, significantly determining the hypothesis
generalization. To address this, we introduce the I-Div measure for estimating the distribution
discrepancy between training and test distributions. I-Div involves the hypothesis-oriented density
ratio and adaptive likelihood ratio in expected risk difference to shift the sampling problem from test
to training distributions. Experimentally, we validate that I-Div can effectively assess the hypothesis
capability of handling test samples, yielding results consistent with prior human knowledge.
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A Related work

In this section, we briefly review the methods for distribution discrepancy estimation, density ratio
estimation, and performance prediction.

A.1 Distribution discrepancy estimation

Mean Embedding (ME) [49] and Smooth Characteristic Functions (SCF) [50] utilize differences in
Gaussian mean embeddings at optimized points and frequencies, respectively, to quantify distribution
discrepancy. Building on ME, MMD-O [51] calculates Maximum Mean Discrepancy (MMD) using
a Gaussian kernel [52], while MMD-D [53] enhances the performance of MMD-O by substituting
the Gaussian Kernel with a learnable deep kernel. In contrast, Classifier Two-Sample Tests, including
C2ST-S [54] and C2ST-L [55], classify samples from one dataset as positive and from another
as negative, leveraging the classification accuracy of a binary classifier to differentiate between
them. H-Divergence (H-Div) [20] identifies optimal hypotheses for both the mixture distribution and
individual distributions within a specific model, positing that if two distributions are identical, the
expected risk on the training samples from the mixture distribution exceeds that from each individual
distribution. R-Divergence (R-Div) [47] tackles the overfitting problem of H-Div by suggesting that
two distributions are likely identical if their optimal hypotheses yield the same expected risk for each.
However, to estimate the discrepancy between training and test distributions, the aforementioned
methods assume symmetry between these datasets, meaning either both sets are labeled or both are
unlabeled.

A.2 Density ratio estimation

To estimate the density ratio, Kernel Mean Matching (KMM) [56] offers direct estimates of importance
at training inputs by efficiently aligning two distributions, leveraging a unique characteristic of
universal reproducing kernel Hilbert spaces. The Kullback-Leibler Importance Estimation Procedure
(KLIEP) [19] seeks an importance estimate to minimize the Kullback-Leibler divergence from the
true test input density to its estimate. Least-Squares Importance Fitting (LSIF) [57] addresses the
direct importance estimation issue as a least-squares function fitting problem, transforming the
optimization challenge into a convex quadratic program, which is solvable efficiently with standard
quadratic programming solvers. Non-Negative Bregman Divergence (NNBD) [58] employs deep
neural networks alongside empirical Bregman divergence minimization, addressing the train-loss
hacking issue by adjusting the empirical Bregman divergence estimator. Although these methods can
estimate the distribution discrepancy between test and training inputs by calculating the density ratio
even when class labels for test samples are not available, this implies disregarding the class labels of
the training data. Consequently, such density ratios are not suitable for evaluating the applicability of
a hypothesis.

A.3 Performance prediction

Maximum over Softmax Probability (MSP) [59] gauges the class label confidence on each sample by
a given model to distinguish ID and OOD samples, which can be extend by computing the average
class label confidence across both training and test datasets and consider the confidence disparity
as indicative of distribution discrepancy. Average Thresholded Confidence (ATC) [60] identifies a
threshold such that the proportion of training samples exceeding this confidence threshold aligns with
their accuracy, and then it predicts accuracy as the proportion of unlabeled test samples surpassing
this threshold. Agreement-on-the-Line (AL) [61] capitalizes on the observation that if the accuracy
of models on training samples linearly correlates with their accuracy on test samples, then a similar
linear relationship exists between the training and test agreement of model predictions. Projection
Norm (PN) [62] employs model predictions to pseudo-label test samples and trains a new model on
these pseudo-labels. The variation in parameters between this new model and the original model
is utilized to estimate the test error. The aforementioned algorithms estimate the effectiveness of a
hypothesis selected from the training samples on test samples based on the confidence output of the
hypothesis to judge its applicability. However, since the hypothesis is chosen based on a limited set
of training samples, it exhibits significant uncertainty towards unseen test samples, especially when
these test samples are OOD, leading to misleading results.
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B Objective function for estimating density ratio

According to the KL divergence between P(x) and P̃(x), we have

KL
(
P(x) ‖ P̃(x)

)
=

∫
x∈X
P(x) log

P(x)r(x)

Q(x)
dx = KL (P(x) ‖ Q(x)) + EP [log r(x)] .

(19)
Similarly, for the KL divergence between Q(x) and Q̃(x), we have

KL
(
Q(x) ‖ Q̃(x)

)
=

∫
x∈X
Q(x) log

Q(x)

r(x)P(x)
dx = KL (Q(x) ‖ P(x))− EQ [log r(x)] .

(20)
Note that the terms KL

(
P(x) ‖ P̃(x)

)
and KL

(
Q(x) ‖ Q̃(x)

)
are constants independent of the

density ratio r. To normalize P̃(x) and Q̃(x) estimated by r, we have
∫
x∈X P̃(x) dx = 1 and∫

x∈X Q̃(x) dx = 1. According to Eq. (10), we have

1

2

∫
x∈X

Q(x)

r(x)
dx +

1

2

∫
x∈X

r(x)P(x) dx = 1. (21)

By considering Eq. (19), Eq. (20) and Eq. (21), we can obtain an optimization problem with constraints
for learning a density ratio r, i.e.,

min
r∈R(ĥP̂)

EP [log r(x)] + EQ [− log r(x)]

s.t.
1

2

∫
x∈X

Q(x)

r(x)
dx +

1

2

∫
x∈X

r(x)P(x) dx = 1.
(22)

However, solving such a problem with constraints is difficult. Inspired by the method of Lagrange
multipliers [30], we can introduce a hyperparameter λ ≥ 0, which allows us to relax this constraint
and balance the loss function of r with the constraint conditions, i.e.,

min
r∈R(ĥP̂)

EP [log r(x)] + EQ [− log r(x)] + λJ .

s.t. J =
1

2

∥∥∥∥1

2

∫
x∈X

Q(x)

r(x)
dx +

1

2

∫
x∈X

r(x)P(x) dx− 1

∥∥∥∥2 . (23)

Accordingly to the Cauchy-Schwarz inequality [63], we have

√
J ≤

∥∥∥∥∫
x∈X

Q(x)

r(x)
dx− 1

∥∥∥∥+

∥∥∥∥∫
x∈X

r(x)P(x) dx− 1

∥∥∥∥
≤
∫
x∈X
Q(x)

∥∥∥∥ 1

r(x)
− 1

∥∥∥∥ dx +

∫
x∈X
P(x) ‖r(x)− 1‖ dx

=EQ
∥∥∥∥ 1

r(x)
− 1

∥∥∥∥+ EP ‖r(x)− 1‖ .

(24)

Applying Eq. (24) and the Jensen’s inequality, we have

J ≤
(
EQ
∥∥∥∥ 1

r(x)
− 1

∥∥∥∥)2

+ (EP ‖r(x)− 1‖)2

≤ EQ

[∥∥∥∥ 1

r(x)
− 1

∥∥∥∥2
]

+ EP
[
‖r(x)− 1‖2

]
.

(25)

We obtain the objective function by combining Eq. (23) and Eq. (25).
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C Proofs

C.1 Proof of Theorem 3.1

We rewrite f(r) by applying the density ratio and obtain

f(r) =
1

2
EP
[
log r(x) + λ ‖r(x)− 1‖2

]
+

1

2
EQ

[
λ

∥∥∥∥ 1

r(x)
− 1

∥∥∥∥2 − log r(x)

]

=
1

2
EP
[
log r(x) + λ ‖r(x)− 1‖2

]
+

1

2
EP

[
λr(x)

∥∥∥∥ 1

r(x)
− 1

∥∥∥∥2 − r(x) log r(x)

]

=
1

2
EP

[
log r(x) + λ ‖r(x)− 1‖2 + λr(x)

∥∥∥∥ 1

r(x)
− 1

∥∥∥∥2 − r(x) log r(x)

]
.

(26)

According to Eq. (12), we know that λ is used to ensure the constraints are satisfied as much as
possible. Intuitively, its value should be relatively large. More specifically, we provide the following
lemma to determine the lower bound of λ to ensure that f(r) is strongly convex.

Lemma C.1. f(r) is µ-strongly convex if λ ≥ 1.

Thus, we have
µ

2
EP |r̂(x)− r̄(x)|2 ≤f(r̂)− f(r̄) = f(r̂)− f̂(r̄) + f̂(r̄)− f(r̄)

≤f(r̂)− f̂(r̂) + f̂(r̄)− f(r̄) ≤ 2 sup
r∈R(h)

∣∣∣f(r)− f̂(r)
∣∣∣ . (27)

The first inequality arises from the µ-strong convexity of u(r(x)). The second inequality is because
r̂ is the minimizer of f̂(r). According to r(x) ∈ (br, Br) and f(r) is Lf -lipschitz continuous on
(br, Br), we know that the absolute value of the difference caused by altering one data point in
|f(r)− f̂(r)| is bounded by 2LfBr.

To proceed, we introduce the following two lemmas.

Lemma C.2 ([21], Theorem 26.5). Assume that P̂ containsN i.i.d. samples from P and |l(h, z)| ≤ c
for all z and h ∈ H. With probability of at least 1− δ, for all h ∈ H,

∣∣εP(h)− ε̂P̂(h)
∣∣ ≤ 2R(l ◦ H ◦ P̂) + 4c

√
ln(4/δ)

N
,

where R(l ◦ H ◦ P̂) is the Rademacher complexity of l ◦ H with respect to P̂ .

Lemma C.3 ([29], Talagrand’s Contraction Lemma). For any L-Lipschitz loss function l(·, ·) and
hypothesis spaceH, we obtain

R(l ◦ H ◦ P̂) ≤ LR(H ◦ P̂),

where R(H ◦ P̂) = 1
NEσ∼{±1}N

[
suph∈H

∑
x∈P̂ σih(xi)

]
with random choice of σ.

Accordingly, with probability of at least 1− δ, for any r ∈ R, we have

f(r)− f̂(r) ≤ 2LfR(R(h) ◦ Û) + 8LfBr

√
ln 4/δ

M
. (28)

Recall that ψ is a frozen network backbone and ω is a learnable adapter containing two fully connected
layers and an activation layer in the middle. The activation function used in the middle and the last
layers are GELU and Softplus, respectively. According to the Rademacher bound [64], we have

R(R(h) ◦ Û) ≤ 4β1β2τ1τ2

√
Oψ + 1

2M
+
β2τ2
M

. (29)

We complete the proof by combining Jensen’s inequality, Eq. (27), Eq. (28) and Eq. (29).
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C.2 Proof of Theorem 3.2

Applying the triangle inequality, for and any v ∈ V , we have∣∣∣d(P,Q | ĥP̂ , r, v)− d̂(P̂, Q̂ | ĥP̂ , r̂, v)∣∣∣
≤
∣∣∣EP [|r(x)v(x, y)− 1|L

(
ĥP̂(x), y

)]
− EP

[
|r̂(x)v(x, y)− 1|L

(
ĥP̂(x), y

)]∣∣∣︸ ︷︷ ︸
B1

+
∣∣∣EP [|r̂(x)v(x, y)− 1|L

(
ĥP̂(x), y

)]
− ÊP̂

[
|r̂(x)v(x, y)− 1|L

(
ĥP̂(x), y

)]∣∣∣︸ ︷︷ ︸
B2

.

(30)

To bound B1, with probability of at least 1− δ, we have

B1 = EP
[
(|r(x)v(x, y)− 1| − |r̂ (x) v(x, y)− 1|)L

(
ĥP̂(x), y

)]
≤ EP

[
v(x, y) |r(x)− r̂ (x)|L

(
ĥP̂(x), y

)]
≤ BLEP [v(x, y)]EP [|r(x)− r̂ (x)|]

≤ 2BLEP [v(x, y)]

√
B(δ,N)

µ
,

(31)

where the first inequality follows from the triangle inequality, the second is a consequence of Hölder’s
inequality, and the final inequality results from Theorem 3.1. Further, we know

0 ≤ |r̂(x)v(x, y)− 1|L
(
ĥP̂(x), y

)
≤ |r̂(x)v(x, y)− 1|BL. (32)

By applying Hoeffding’s inequality [65], with probability of at least 1− δ, we have

B2 ≤ BL

√
ln(2/δ)

∑
(x,y)∼P̂ |r̂(x)v(x, y)− 1|2

N
. (33)

We complete the proof by combining Eq. (30), Eq. (31), and Eq. (33).

C.3 Proof of Lemma C.1

The second derivative of the function f(r) with respect to r is

∇2f(r) =EP
[

2λ(r(x))3 − (r(x))2 − (r(x)) + 2

2(r(x))3

]
≥ λ− EP

[
(r(x))2 − (r(x)) + 2

2(r(x))3

]
.

(34)
We know that

(r(x))2 − (r(x)) + 2

2(r(x))3
≤ −3 +

√
7 + (

√
7− 1)2

2(
√

7− 1)3
≤ 0.27. (35)

To ensure K(r(x)) is strongly convex [66], we can simply assume λ ≥ 1.

D Experiments

Our experiments are designed to align with established knowledge and intuition. We hypothesize that
I-Div will indicate a minimal distribution discrepancy when the training and test distributions share
semantically similar class labels, meaning that samples from both distributions can be treated as ID.
This suggests the applicability of the hypothesis selected by an algorithm from the training samples
to the test samples. Conversely, if class labels significantly differ in semantics, with samples from
the training and test distributions being categorized as ID and OOD, respectively, we expect I-Div to
reveal a more pronounced distribution discrepancy. This implies that the knowledge learned from the
training samples may not be transferable to the test samples.
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D.1 Experimental setup

In our study, we explore whether a hypothesis selected from a training dataset retains its capacity when
applied to a test dataset. Our quantitative analysis utilizes the I-Div metric to measure the distribution
discrepancy between training and test distributions, pertinent to the hypothesis applicability. Unless
otherwise specified, we set λ = 1 and γ = 1. We hypothesize that data with closer semantic
relationships will exhibit smaller distribution discrepancies, as opposed to those with distinct semantic
differences.

For the given training dataset P̂ and test dataset Q̂, we consider using subsets of these datasets
to estimate the distribution discrepancy instead of the entire datasets. This is because using too
many samples can trivialize the estimation task and, realistically, obtaining the entire test dataset
at once is impractical. Accordingly, we randomly draw samples from P̂ and Q̂, creating a subset
of three smaller datasets (P̂ ′, P̂ ′′, Q̂′). Adhering to the two-sample test framework [53, 67], each
subset consists of M � N samples. We then form positive pairings (P̂ ′, P̂ ′′) and negative pairings
(P̂ ′, Q̂′). Unless otherwise noted, our experiments use a standard sample size of M = 1000. We
generate 100, 000 tuples to achieve significant distribution discrepancy in the positive pairs and
minimal discrepancy in the negative pairs.

The effectiveness is evaluated using the Area Under the Receiver Operating Characteristic Curve
(AUROC) [68] and the Area Under the Precision-Recall Curve (AUPR) [69], with higher values
indicating more effective differentiation between pair types. To illustrate the effectiveness of our
I-Div algorithm, we compare it with a selection of representative contrastive algorithms, each adapted
to our specific task. All approaches quantitatively evaluate hypothesis applicability by measuring the
distribution discrepancy between training and test distributions. These algorithms, which include
Maximum over Softmax Probability (MSP) [59], Non-Negative Bregman Divergence (NNBD) [58],
Maximum Mean Discrepancy with Deep kernels (MMD-D) [53], and R-Div [47], assess hypothesis
applicability through the lens of distribution discrepancy.

D.2 Additional experiments on semantically dissimilar data

Table 6: Distribution discrepancy of different classes in SVHN. The larger the values of AUROC and
AUPR, the better the performance.

DATASET TARGET
MSP NNBD MMD-D R-DIV I-DIV

AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR

SVHN

DIGIT 0 100.0 100.0 98.0 98.2 83.1 84.1 100.0 100.0 100.0 100.0
DIGIT 1 100.0 100.0 99.8 99.8 79.3 81.7 100.0 100.0 100.0 100.0
DIGIT 2 100.0 100.0 98.0 98.3 70.0 71.3 100.0 100.0 100.0 100.0
DIGIT 3 100.0 100.0 97.3 97.6 69.1 71.0 100.0 100.0 100.0 100.0
DIGIT 4 100.0 100.0 92.3 92.4 71.2 73.0 100.0 100.0 100.0 100.0
DIGIT 5 100.0 100.0 96.2 96.6 80.4 81.8 100.0 100.0 100.0 100.0
DIGIT 6 100.0 100.0 96.5 96.8 80.7 82.5 100.0 100.0 100.0 100.0
DIGIT 7 100.0 100.0 90.2 89.8 75.2 77.1 100.0 100.0 100.0 100.0
DIGIT 8 100.0 100.0 96.5 97.0 78.1 80.0 100.0 100.0 100.0 100.0
DIGIT 9 100.0 100.0 97.8 98.0 75.5 77.4 100.0 100.0 100.0 100.0

D.3 Additional experiments on corrupted data

Fig. 1(a) shows a steady decline in the classification performance of the standard network in the
test dataset as the noise rate increases. This decline results from the loss of class label-relevant
information in the samples as noises increase, hindering the ability of the hypothesis to predict class
labels accurately. The expectation is that the distribution discrepancy between the training and test
distributions will increase with added noises, suggesting a decrease of hypothesis applicability from
the clean training dataset to the corrupted test dataset without accessing the ground truth labels of
test samples. However, the results in Fig. 1(b), Fig. 1(c) and Fig. 1(d) show that the proposed I-Div
algorithm performs well in this respect. As the classification accuracy of the standard network in the
test samples decreases, the ability of I-Div to discriminate between the two datasets increases. While
Fig. 1(c) shows the improving ability of HDR to distinguish the two datasets with an increasing noise
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Figure 4: Distribution discrepancy between original data and its corrupted variants with different
noise rate. (a) shows the classification performance of the standard network for the test datasets
containing corrupted samples. (b)(c)(d) present the distribution discrepancy in terms of AUROC.

rate, its performance is not as consistent as that of I-Div, whose discrimination power more closely
aligns with changes in the classification ability of the standard network. Fig. 1(d) indicates that R-Div
is extremely sensitive to data variation, achieving a complete separation of the two datasets at any
noise level. R-Div can differentiate between clean and corrupted datasets even with minimal noises,
but this does not indicate whether the hypothesis derived from training dataset is applicable to the
test dataset.

The comparison between Fig. 1(b) and Fig. 1(d) can be seen as an ablation study, since HDR is
a component of I-Div. From this analysis, it is clear that I-Div outperforms HDR in determining
the hypothesis applicability in the test dataset more accurately. HDR relies only on input data for
estimating the input density ratio, a metric unrelated to specific model performance. In contrast,
I-Div uses this density ratio to estimate the disparity of hypothesis performance between two datasets,
offering a more accurate reflection of hypothesis applicability in the test dataset.

D.4 Additional experiments on adversarial data

As shown in Fig. 2(a), the classification accuracy of a standard network on adversarial samples
markedly diminishes with increasing perturbation magnitude. However, as depicted in Fig. 2(d), I-Div
maintains a consistently low AUROC, indicating its inability to differentiate between the training
and test datasets, akin to human visual perception. This suggests that, even when the classification
performance of the standard network is compromised, I-Div still perceives the knowledge from
training dataset as transferable to the test dataset. This finding underscores the need to focus on
improving the generalization of a standard network to adversarial samples, corroborating our empirical
understanding and existing knowledge in the field. Fig. 2(b) presents the AUROC of HDR, which
remains high across various perturbation magnitudes, indicating its effectiveness in distinguishing
original and adversarial samples. This observation might suggest that, while HDR is responsive to
distribution changes induced by adversarial perturbations, it may not accurately reflect the hypothesis
applicability from the training to the test datasets. Fig. 2(c) shows the AUROC of R-Div, exhibiting
a distinct pattern where the AUROC is relatively lower at the smallest perturbation but improves
with larger perturbation. This indicates that R-Div could potentially be used to assess the hypothesis
applicability to the test dataset. Nonetheless, in the context of adversarial samples, the results of
I-Div imply that enhancing the hypothesis generalization to adversarial samples should be a priority.
This conclusion aligns more closely with our intuitive understanding and is supported by numerous
advanced research efforts in this area.

D.5 Additional experiments with different sample sizes and network architectures

We explore the influence of varying sample sizes, denoted as M , on the experimental results. This
investigation is conducted under the same experimental setup as the one used for the semantically
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similar datasets. The findings illustrated in Fig. 3 indicate that for test datasets like CIFAR10.1
and STL10, I-Div consistently exhibits a relatively low AUROC. This pattern suggests that I-Div
considers the hypothesis derived from the training dataset to be applicable to these test datasets, a
conclusion further supported by the classification results in Table 3. In contrast, for other test datasets
with class labels semantically dissimilar to the training dataset, the knowledge learned by the model
is deemed non-transferable. As shown in Fig. 3, the ability of I-Div to distinguish these datasets,
as quantified by AUROC and AUPR, improves with increasing sample size, eventually reaching a
plateau.

Given the hypothesis-oriented nature of the I-Div algorithm, which bases its analysis of hypothesis
applicability from training to test datasets, it is pertinent to investigate the impact of varying network
architectures on the performance. The findings of these experiments are summarized in Table 5. The
data reveal that, across all tested hypotheses, there are consistently low AUROC and AUPR scores
for test samples with semantic similarities to the training datasets, such as CIFAR10.1 and STL10.
However, a notable variance of performance is observed when examining test datasets with distinct
semantic differences, like SVHN and DTD. This highlights the significant role of network architecture
in determining a hypothesis capability to generalize and apply learned knowledge to novel, unseen
dataset. The robust and consistent performance of I-Div across diverse network architectures further
attests to the algorithm stability and broad applicability.

21



NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly outline the challenge of evaluating distri-
bution discrepancies between training and test distributions when test labels are unavailable.
Guidelines:
• The answer NA means that the abstract and introduction do not include the claims

made in the paper.
• The abstract and/or introduction should clearly state the claims made, including the

contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper discusses the limitations of the work performed by the authors. It
specifically addresses the challenges in estimating likelihood ratios due to the absence of
class labels in test samples and outlines future work to refine these methods.
Guidelines:
• The answer NA means that the paper has no limitation while the answer No means that

the paper has limitations, but those are not discussed in the paper.
• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-
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of the paper (regardless of whether the code and data are provided or not)?
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Guidelines:
• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
• If the contribution is a dataset and/or model, the authors should describe the steps taken

to make their results reproducible or verifiable.
• Depending on the contribution, reproducibility can be accomplished in various ways.

For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
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authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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• The answer NA means that the paper does not include experiments.
• The authors should answer ”Yes” if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All experiments are conducted using the PyTorch framework on a single 64GB
GPU.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The paper adheres to the NeurIPS Code of Ethics, as it does not include
any content or practices that violate ethical guidelines, and it ensures that all experimental
procedures are appropriately conducted and reported.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [No]

Justification: The paper solely focuses on technical aspects and does not address potential
societal impacts, such as ethical considerations or possible misuse of the technology.
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Guidelines:
• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA] ,
Justification: The paper does not discuss any specific safeguards related to the responsible
release of data or models, particularly those that might have a high risk for misuse.
Guidelines:
• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The paper properly credits the creators or original owners of all used assets,
including data and code.
Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:
• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing experiments or research with human
subjects, thus no details about participant instructions, screenshots, or compensation are
applicable or required.
Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve research with human subjects, therefore discussions
of potential risks, disclosures to subjects, or the need for Institutional Review Board (IRB)
approvals are not applicable.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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