
One rule to learn them all: The logistic perceptron vs. Widrow-Hoff / Rescorla-Wagner 
Zachary N. Houghton1, Emily Morgan1 and Vsevolod Kapatsinski2 

1University of California, Davis, and 2University of Oregon 

vkapatsi@uoregon.edu 

A fundamental question in learning theory concerns the role of prediction error in learning. Error-driven 

learning rules predict that how much is learned from encountering an outcome depends on prediction error. 

Two widely used error-driven learning rules are the Rescorla-Wagner (RW) rule [7] and the logistic 

perceptron rule [8]. Both propose that the change in weight of a cue-outcome association Δw(cue→outcome) 

= λ(Λ – A(outcome)), where λ is the learning rate, A(outcome) is the activation of the outcome given the 
current cues and association weights from these cues to the outcome, and Λ is 1 for a present outcome or 0 

for an absent one. However, A(outcome) is simply the sum of cue-outcome association weights in Rescorla-

Wagner but the inverse logit of this sum in the logistic perceptron. The inverse logit transformation ensures 

that A(outcome) is always between 0 and 1. 

Recent work has argued that the logistic perceptron is more appropriate than Rescorla-Wagner for 

modeling learning whenever the outcomes are categorical (e.g., linguistic forms), having a probability of 

occurrence but not a magnitude. In particular, [3] showed that RW, but not the logistic perceptron, predicts a 

‘spurious excitement’ effect in which a cue that co-occurs with two strong inhibitors of an outcome will 
become a very strong excitor of that outcome even if it never co-occurs with it. For example, if A→X, B→Y, 

C→Y, and BDC→Y, RW predicts D to be a strong cue to X, stronger than A. This is because training on A→X 

yields w(A→X) = +1, while training on B→Y and C→Y yields w(B→X) = w(C→X) = –1. Since w(B→X) + 

w(C→X) + w(D→X) must be 0 (as X never occurs after BDC), and w(B→X) + w(C→X) = –2, w(D→X) must 

be +2.  In contrast, the logistic perceptron predicts D to be a cue to Y because it does not allow the sum of 

cue-outcome associations to overshoot 0 or 1. Human participants in a miniature artificial language learning 

experiment, where X and Y were distinct meanings and A–D were morphs, showed the behavior predicted by 
the logistic perceptron, responding to D alone with Y.  

However, there is an effect that is captured by Rescorla-Wagner and not the logistic perceptron, and this 

is overexpectation [2]. Overexpectation is observed if training on AB→X weakens A→X and B→X 

associations after training A→X and B→X.  According to RW, after stage 1, w(A→X) = w(B→X) = +1, but 

Stage II demands that w(A→X) + w(B→X) = +1, because the sum of cue weights from Stage I would 

overshoot the limit (1). Overexpectation has never been tested with linguistic stimuli. Linguistic stimuli are of 

particular interest because the same acoustic dimension can be perceived either categorically or 

continuously depending on context. It therefore allows us to test the hypothesis, raised in [3] and [6], that RW 
learning and therefore overexpectation occur with outcomes that are perceived as continuous and therefore 

have an unlimited magnitude as opposed to a bounded probability. 

We implement an overexpectation design with a phonetic outcome (high fundamental frequency; F0) for 

which both continuous and categorical interpretations are possible.  Learners hear a speaker react to some 

creatures with the ambiguous syllable [k/ga], which can be disambiguated by F0 [5] when F0 is raised at 

vowel onset. For us, X is F0 raised either where it cues the [k/ga] difference [4] or in the middle of the vowel, 

where it cues excitement (a continuous dimension). Post-tests determine how learners interpreted F0, and 

whether they are sensitive to F0 as a cue to voicing (not everyone is; [5]). If overexpectation occurs only with 
continuous outcomes, we expect overexpectation to occur when high F0 (X) is perceived as degree of 

excitement, but not when it is perceived as differentiating [ka] from [ga]. Data collection is ongoing. 
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