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Abstract

Large Multimodal Models (LMMs) have achieved notable success in visual in-
struction tuning, yet their inference is time-consuming due to the auto-regressive
decoding of Large Language Model (LLM) backbone. Speculative Decoding (SD)
has proven effective for lossless auto-regressive decoding acceleration by a draft-
then-verify mode. In this work, we explore the application of speculative decoding
to boost the inference efficiency of LMMs, with a particular focus on leveraging
useful information generated during the LMM’s processing in the context of multi-
modal tasks, such as vision embeddings, hidden states, and key-value (KV) caches.
Concurrently, we try to develop alignment techniques between the target model and
the draft model in this scenario, with the objective of improving the acceleration
effect as much as possible. We anticipate achieving a speedup ratio of over 2x.
Code and model will be released in the near future.

1 Background

The rapid development of large models is exerting a profound impact on the whole world. These
models have demonstrated remarkable capabilities in various domains, including text generation,
visual understanding, question answering, logical reasoning and video generation [1, 3, 14, 15].
These large models are expected to move towards artificial general intelligence. However, as the
scale and complexity of large models increase, so does the computational cost associated with their
inference [6, 16]. This issue is particularly pronounced in large multimodal models, which integrate
visual data with textual information, further exacerbating the latency and resource demands [20].

The problem of costly inference in LMMs is not merely a theoretical challenge; it is deeply rooted in
practical application scenarios that require real-time responses. Addressing this issue has far-reaching
implications, as it not only reduces latency, thereby improving user interactions with AI systems, but
also conserves computational resources, thus decreasing energy consumption associated with running
these models.

Recently, speculative decoding emerges as a prospective method for accelerating inference without
loss of accuracy, which has demonstrated effective utility in large language models [7, 17, 19].
However, research on its application in accelerating LMMs is still relatively scarce. Several research
questions in this domain await resolution. How much gain can Speculative Decoding provide for the
inference acceleration of LMMs? How can the alignment between the draft model and the target
model be achieved in a multimodal context? What information can be leveraged and how should it be
utilized during this alignment process? What are the practical deployment costs of this acceleration
framework, and is it acceptable in real-world applications?

Our research aims to explore these questions, offering both theoretical and practical contributions to
the acceleration of LMMs inference.
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Figure 1: Instruction-following Large Multimodal Model network architecture [12].

2 Define

In the context of this paper, we define speculative decoding as a method to accelerate the inference
process of LMMs by parallelizing the verification of speculatively generated tokens. Formally,
given an input with visual encoding XV and text tokens XT , where XV = (xV

1 , x
V
2 , ..., x

V
m),

XT = (x1, x2, ..., xn), the speculative decoding process can be described as follows:

Drafting Stage: A draft model Md generates a sequence of speculative tokens S′ = (x′
1, x

′
2, ..., x

′
γ)

based on the input embedding (XV , XT ).

Verification Stage: The target model MT verifies the speculative tokens S in parallel, getting the
real token sequence S = (x1, x2, ..., xk).

3 Related Work

3.1 Large multimodal models

The typical Large Multimodal Model considered in this context is one that is adept at following
instructions, often referred to as an Instruction-following Large Multimodal Model [11, 12], such
as LLaVA [12], Qwen-VL [2], InstructBLIP [4], GPT-4 [1]. Its common architecture consist of 1)
a vision encoder to encode the input image, 2) a vision-language connector to convert the image
encodings to language model embeddings, and 3) a language model backbone (Figure 1).

3.2 Speculative decoding

Speculative Decoding uses the idea of draft-then-verify to fully leverage the parallel processing
capabilities of GPU [8]. Specifically, this method initially utilizes a draft model, typically a small
and rapidly executing model, to generate multiple draft tokens. Subsequently, the target model
verifies these draft tokens in a single, parallel operation, reducing the number of auto-regressive
decoding steps of the target model, thereby accelerating the overall inference process [17]. Recent
advancements that design predictive heads to leverage target LLM’s contextual information, such as
hidden states, have shown significant practical improvements [9, 18, 21]. Unlike independent small
models, predictive heads are directly integrated onto the target model, allowing them to leverage the
information and context inherent in the larger model (Figure 2).

Regarding LMMs and SD, there is no dedicated research on speculative decoding algorithm specifi-
cally for LMMs, with only preliminary and rudimentary experiments conducted thus far [5], which
has inspired our research.

4 Proposed Method

Motivated by the success of speculative decoding in accelerating LLM inference, and observing the
auto-regressive decoding pattern in LMM for its language model backbone, we propose to apply this
approach to LMMs to enhance their inference efficiency. The following is our planned experimental
settings.
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Figure 2: Predictive heads v.s. small models [19].

4.1 Experimental settings

Models and datasets. Refer to the previous work on speculative decoding, we intend to conduct
experiments on LLaVA-7B and LLaVA-13B [12], encompassing the common sizes of current
mainstream LMMs.

Datasets and tasks. We plan to evaluate our method across multiple tasks including mixed generic
tasks (conversation, detailed description, and complex reasoning) on LLaVA-Bench In-the-Wild
[12] dataset, Image captioning task on images from COCO [10] dataset, and chain-ofthought (CoT)
reasoning on Science QA [13] dataset.

Metrics. Like other work about speculative decoding, we assess acceleration effects using the
following metrics:

• Walltime speedup ratio: The actual test speedup ratio relative to vanilla auto-regressive
decoding.

• Average acceptance length: The average number of accepted tokens per block (or target
model forward) for a block size γ (or speculative steps).

• Ave acceptance rate: The average of the ratio between the number of accepted tokens and
the number of speculative tokens.

• Token rate: The average number of generated tokens per second.

4.2 Baseline

Refer to the previous work [5], we intend to establish the following baseline:

• 115M pretrained-LLaMA as draft model.

• 115M finetuned-LLaMA as draft model.

• finetuned-LLaVA as draft model.

• the language model part from finetuned-LLaVA as draft model.

4.3 Our Method

Predictive heads design. We propose to design a lightweight network architecture, which is tailored
to effectively capture pertinent information from image embeddings and hidden states, predicting the
tokens to be generated.
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Alignment method design. We propose to design a specialized knowledge distillation technique,
which aims to achieve effective alignment between the predictive heads and the target model within
the context of speculative decoding for LMMs.
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